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ABSTRACT There is an increasing demand for motion control of Internet of Things devices such as drones
and industrial machines from large computational resources on the network side. Since the delay between
communication devices adversely affects the control performance, utilization of low-latency platforms such
as edge computing is promising. However, no other study focuses on architecture and control methods in
optical access network for motion control.We aim at realizing the access edge that performs real-timemotion
control on an edge server located in a central office. This paper proposes an access edge configuration and
a control method that offers time-varying delay compensation based on delay information. We evaluate
control performance of our method when delay is increased and packet loss occurs under a high network
load environment.We demonstrate that when the downstream traffic changes from 9 to 10Gbps, the proposed
method offers motor control settling times of 2.7 s and 8.0 s, respectively, while the conventional method
cannot control the motor in either case.

INDEX TERMS Internet of Things, edge computing, access network, networked control systems, delays,
motion control.

I. INTRODUCTION
Internet of Things (IoT) devices, such as drones and industrial
machines, are generally controlled from local computational
resources. To perform high-load processing using artificial
intelligence and big data, there has recently been an increas-
ing demand for control from the cloud, which can provide
large computational resources [1], [2]. This has the advantage
in that the maintenance of resources can be left to the cloud
service, reducing the burden on users. However, the problem
with using the cloud is that the distance between the control
target and controller is large, which causes a delay and is
not suitable for motion control that requires low delay and
high reliability. The effect of network delay degrades control
performance. As a result, the settling time, which is the time
taken to reach within a range of certain percentage of the
reference value, becomes longer, or worse, the control system
becomes unstable. For example, the latency requirement for
factory automation is between 0.25 and 10 ms, while the
latency requirement for tactile interaction is 1 ms [3], [4].
To address the delay, a control method has been proposed to
link a controller in a factory with the cloud [5], [6], as shown
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in Figure 1. With this method, the controller of the industrial
machine is local, so it can control the target with low latency,
and, in conjunction with the cloud, it is possible to achieve
high load processing, such as anomaly detection and fault
prediction. The feature of this method is that the controller
is located at the factory side, so resource maintenance must
be done by the user.

With the spread of smartphones, edge computing technol-
ogy is attracting attention to enhance mobile devices [7],
[8]. Edge computing can provide services, such as connected
cars, video streaming, augmented or virtual reality, and the
tactile internet. It offers sufficient computing performance
and shorter response times than cloud computing since the
computational resources are placed at the network edge,
which is close to the user. The European Telecommunications
Standards Institute (ETSI) proposed the Multi-access Edge
Computing (MEC) concept [9]. In a MEC system, mobile
operators provide computational resources within the radio
access network. Studies on integrating edge computing tech-
nology and optical networks have been reported [10]; how-
ever, these studies mainly focused on the system architecture,
task offloading, and resource management, and did not tackle
the direct use of edge computing technology for real-time
motion control.
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FIGURE 1. Our system configuration compared with the conventional configuration.

Various studies on delay compensation for motion control
systems have been conducted for core networks, which suffer
from high latency and jitter, which is fluctuation in the delay.
The core network consists of many switches and other com-
munication devices that the signals must pass through, result-
ing in overall delays of 100ms or more [1], [11]–[16]. Several
studies use the URLLC, which is a low latency requirement
of 5G, but they propose the system models and no study has
considered the motion-control method [17]–[19]. However,
the control performance required for applications such as
factory automation, which have delay requirements of 10 ms
or less [3], are difficult to realize. No remote motion-control
method has been proposed to realize such applications.

We previously proposed the concept of the access edge,
which integrates edge computing into the optical access sys-
tem for real-time motion control [20]. In the optical access
system, delay can be accurately measured by acquiring the
dwell time from communication devices, which is expected
to yield more detailed control. Figure 1 shows that our system
configuration compared with the conventional configuration.
With our method, an edge server is located in a central office,
which is near the user and equipped with communication
devices, and computes the real-time control commands for
the user’s IoT devices. The delay in the access system is
small (10 ms or less [21]), but it is still present and needs
to be addressed. Our approach is to apply motion control to
low latency access networks, but dealing with real-time jitter
remains a challenge. The communication delay between the
control device and controller is acquired from communication
devices, and the delay is sent to the controller for accurate
control by taking into account the delay. Thus, the central
office can offer data center services that involve real-time
control, allowing these services to be easily connected to
advanced data processing applications such as big data and
artificial intelligence. We previously confirmed the effec-
tiveness of our method by using a motor and a drone as

applications in a non-loaded network environment. The cur-
rent issue is that the architecture is not clear. In order to
realize the access edge, the coordination of motion control
and communication functions is essential. Some conventional
methods have been proposed to design the local area network
parameter for motion control [22], [23], but no study has con-
sidered optical access systems. SEBA, a virtualization plat-
form for access systems, can use a common API to manage
a variety of access systems, but the coordination of motion
control and network management remains a challenge.

This paper extends our conference paper by elaborating
the access edge configuration based on virtualization tech-
nology for greater flexibility. In the proposed configura-
tion, the SEBA architecture is extended to collect delay
information from communication devices and pass it to the
controller. Also, we conduct an experiment when delay is
increased and packet loss occurs under high network loads,
and demonstrate that our method can control the motor accu-
rately even if the conventional method cannot control it.
To this extent, the main contributions of this paper are as
follows:

1) Proposes a novel configuration for access edge sys-
tems that extends the virtualization platform; a new
data model is defined to link delay to motion control
applications

2) Details an algorithm that receives delay information
feedback from communication devices and compen-
sates delay in real time

3) Conducts additional experiments to examine system
performance under high network loads and perfor-
mance analysis using delay acquisition cycle and
control cycle.

This paper is organized as follows. In section II, we intro-
duce the proposed access edge configuration. In Section III,
we discuss our motion-control method for the access edge.
In Section IV, we describe the experiment conducted to
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evaluate the proposal’s control performance and discuss the
results. In Section V, we conclude the paper.

II. ACCESS EDGE CONFIGURATION
Delay in the access network is classified into the following
components; propagation delay, transmission delay, process-
ing delay, and queuing delay [24]. Propagation delay is the
time taken for signal propagation on the physical medium.
It is about 5 µs/km, and in the case of a typical optical
access system in which the maximum transmission distance
is 20 km, the delay is about 0.1 ms. This delay is fixed and
difficult to reduce. Transmission delay is the time it takes
to encode all the bits of a frame onto the physical line and
depends on the frame size and bandwidth of the network.
In the case of 1-Gbps optical access, Ethernet frames have
a maximum size of 1518 bytes, so the transmission delay is
up to 0.012 ms. Processing delay is the time it takes for an
application to move a packet from an input interface to an
output interface. This delay is on the order of µs for simple
applications but increases with complexity. It depends on the
number of nodes, protocol, scheduling, etc., and changes with
the application algorithm. Queuing delay is the time spent in
a buffer at a router or switch and is time-varying depending
on the traffic load and congestion rate of the network. There
is also retransmission due to buffer overflow, which greatly
alters the delay.

Processing and queuing delays vary moment by moment
depending on the network condition and are the dominant
delay components. In controlling IoT devices, jitter affects
control performance as does the size of the delay. It is
expected that a large number of IoT devices will be connected
to the network, so our research target is to reduce the effect
of these delays.

The access edge configuration is assumed that the com-
munication devices of the user and central office are con-
nected in a point-to-point manner. An edge server is located
in the central office and connected to the switch (SW) that
integrates communication devices such as the fiber media
converter (MC).

It will be necessary to change services on the edge server
to support actual operation of the access edge. To satisfy
the expected service changes, it is effective to adopt a vir-
tualization approach [25]. With the progress in virtualization
technology, various technologies, such as Akraino, a software
stack for edge computing technology, have been proposed.
Virtual machines (VMs) can be launched on the edge server
and used to implement the applications that perform motion
control.

Recent studies have targeted the flexibility attained by
adding and replacing the functions of access network ele-
ments as part of the virtualization of the optical access
network. The Open Networking Foundation (ONF) has
introduced the software-defined network (SDN)-Enabled
Broadband Access (SEBA) platform for the Central Office
Re-architected as a Datacenter (CORD) concept [26]. This
cutting-edge concept allows services to be implemented

on general-purpose hardware by the instantiation of SDNs.
A more flexible configuration can be achieved by connecting
an edge server to general-purpose hardware or applying edge
computing technology on general-purpose hardware using
the surplus resources of the server. Such a configuration
can be achieved by using an open source software (OSS)
orchestrator such as Kubernetes, which can manage VMs on
several servers. A few operators have started to deploy SEBA,
but SEBA is mainly targeted at applications with relaxed
latency requirements, such as content delivery networks that
save last-mile bandwidth by traffic offloading at the network
edge [27], and not at motion control applications with their
severe latency requirements.

Figure 2 shows the proposed specific configuration. New
components (within red frames) are added to the existing
SEBA system (within black frames) to connect the controller
on the computing resource to SEBA. Also, the firmware
(within blue frames) is newly installed in each communica-
tion device. To link the delay information and the motion
control application, we extended the SEBA architecture to
acquire delay information and calculate total delay; a new
data model is defined. This configuration is based on the
OSS of the access system, such as Network Edge Media-
tor (NEM), Open Network Operating System (ONOS), and
Virtual OLT Hardware Abstraction (VOLTHA), and an SDN
switch [28]–[30]. ONOS provides the control plane for SDN.
VOLTHA is an open source project that offers hardware
abstraction for broadband access equipment. The existing
VOLTHA data model includes an ID to identify the device,
a TYPE to indicate the device type, an ADDRESS, and a
STATE, etc. The SDN switch (vSW) supports OpenFlow
and is used for communication between the switch and the
controller. In addition, although we discuss only one Media
Converter in this paper, multiple Media Converters and Opti-
cal Line Terminals (OLTs) are expected to be connected to the

FIGURE 2. Proposed access edge configuration using virtualized optical
access network technologies.
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edge server. The controller on the computing resource is the
user’s application that controls the IoT device. We extend
the data model of VOLTHA so that it can transfer the delay
information of each device.

The processing flow is described below. First, the network
path between the controller and the IoT device is detected.
Based on this path information, ONOS is instructed to send
a request to collect the delay information from each com-
munication device on the path. Each device sends the delay
information to the VOLTHA through the delay informa-
tion transmission function. The delay information stored in
VOLTHA is collected and summed to calculate the total delay
on the path, which is then passed to the controller. SEBA
makes it easy to get accurate identification of the network
devices and to obtain delay information.

III. OUR MOTION-CONTROL METHOD
The concept of access edge ensures low latency and high
reliability by locating resources in the central office that is
physically close to the users and treating them as if they
were data centers for real-time motion control. The problem
in achieving access edge support is the delay in the access
network might degrade control performance, even though
both are smaller than what the cloud can achieve.

To reduce the effect of delay in the access network on
control performance, ourmotion-control method adopts time-
varying delay compensation based on delay information.
Figure 3 a. shows the processing flow of this method. In order
to realize the proposal, new parts are added near the network
function in each communication device. These additional
components are within red frames in the figure. First, as
shown in Figure 3 a., (1) the sensor data representing the
state of the IoT device are obtained and sent to the controller
on the central office server. (2) At the same time, the com-
munication device acquires the timestamps of the start and
end times of each network function. (3) The dwell time is
taken to be the difference between these times and the delay
of this communication device. (4) Next, the delay is sent
to the controller at the central office by frame processing.
(5) In the controller, the delays of all communication devices
are then summed. (6) Finally the controller calculates the
delay-compensation control command using sensor data and
this total delay. The controller sends the control command to
the IoT device, achieving the motion control desired.

We adopt the Smith predictor as the delay-compensation
method in the controller, as shown in Figure 3 b. where GC
represents the controller, GP the IoT device, t1 and t2 the
downstream and upstream delays, respectively, and r(t), u(t),
and y(t) the reference command, control command (calcu-
lated by the controller), and sensor command representing
the state of the IoT device, respectively. When there is no
predictor, the effect of delay is added to u(t) and y(t), and
control performance degrades. Note that R(s) is the Laplace
transform of r(t), as are the others. The definitions of x0(t),
x1(t), x2(t) and x3(t) are shown in Figure 3 b. Thus, the

FIGURE 3. Our motion-control method.

transfer function is given as

Y (s)
R(s)
=

GC (s)GP(s)e−t1s

1+ GC (s)GP(s)e−(t1+t2)s
(1)
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However, the effect of delay can be reduced by using the
Smith predictor. Notation tm is a design parameter and is
the predicted delay. When this value and the actual delay
t1 + t2 are equal, it is possible to form a control system
in which the effect of the delay is suppressed. This tm is
calculated by summing the delay information L1, ..,Ln from
all network devices. x3(t) is output by the Smith predictor
given tm. The functional flow of the proposed method is
shown in Algorithm 1. Control command u(t) is iteratively
calculated by the controller with x3(t) until r(t)-x0(t) is below
the threshold. Our motion-control method replaces the total
delay with tm in real time.

Algorithm 1 Algorithm for the Proposed Method
Input: r(t), x0(t), L1, ..,Ln, threshold
Output: u(t)
1: while |r(t)− x0(t)| < threshold do
2: Receive the delay information L1, ..,Ln from all the com-

munication devices
3: tm =

∑n
i=1 Li

4: x1(t) = r(t)− x0(t)
5: x2(t) = x1(t)− x3(t)
6: u(t) is calculated by the controller with x2(t)
7: x3(t) is calculated by Smith predictor with tm
8: end while
9: return u(t)

Note that our proposed method can actively handle
time-varying delay because the network condition is repeat-
edly sent to the controller by the communication devices.
Also, a communication device that has long delay can
be identified. By properly managing the communication
devices, it is possible to configure a low delay network for
real-time motion control.

IV. EXPERIMENT
A. EXPERIMENTAL SETUP
We measured control performance in a high network load
environment by using a traffic generator. We also verified the
control performance of the proposed method when the delay
acquisition cycle and the control cycle were changed. A DC
motor experimental system was constructed, as shown in
Figure 4.We used two servers to simulate the communication
device of the user side and the edge server of the central office
side. Each server had an Intel Xeon E5-2699 (2.20 GHz,
22 cores) CPU with 128-GB memory. The operating system
was Ubuntu 16.04. The MC was simulated using a 10-Gbps
network interface card and Small Form-Factor Pluggable Plus
module.

The communication device was a software SW used with
Open vSwitch (OVS). This software SW makes it easy to
install any desired function into the communication device.
OVS was modified to measure the dwell time and send it to
the controller. OVS was installed on each server. We used
User Datagram Protocol as the transmission protocol because

FIGURE 4. Experimental system.

of its real-time capability. A controller was also installed on
the central office server.

The traffic generator we used was VIAVI MTS-5800. The
traffic generator and server were connected with optical fiber.
The traffic was set from 1 to 10 Gbps in 1-Gbps steps with
two traffic patterns: upstream only and downstream only.
To enable 10-Gbps throughput, the Data Plane Development
Kit (DPDK) was installed on each server and connected with
OVS.

We adopted a classical control approach because it is still
widely used in factories. The following three methods were
compared.
• Method 1: proportional integral (PI) control without
Smith predictor

• Method 2: PI control with Smith predictor setting the
delay to the fixed value of 10 ms

• Proposed: PI control with Smith predictor using the
measured time repeatedly sent from the communication
devices

Note that the motor model used in the Smith predictor
was approximated as a second-order system, as shown by
the following equation. The numerical value was determined
based on the motor’s specifications sheet.

ĜP (s) =
195000

s2 + 114s+ 150
(2)

The controller used PI control and the gain was determined
by parameter tuning.

GC (s) = KPE(s)+ KIE(s)
/
s (3)

KP = 0.002 KI = 0.001 (4)

The control cycle was 10 ms, and position control was
achieved with a target value of 4000 quad counts, which was
one rotation of the motor. The settling time was the time taken
to reach within ± 5% of the reference angle.

B. EXPERIMENTAL RESULTS
Table 1 shows the results of delay and frame loss that occurred
throughout the entire system. Frame loss was measured
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TABLE 1. Delays and frame loss with upstream and downstream traffic.

for 30 s. The delays with upstream traffic were almost con-
stant; 8.4 ms. With downstream traffic, from 1 to 8 Gbps,
the average delay was almost constant; 8.4 ms, but when
traffic was 9 Gbps, the average delay was 11.4 ms, and when
traffic was 10 Gbps, the average delay was 11.5 ms, and
packet loss occurred. The delay increased with the down-
stream traffic, so control performance under a high network
load environment was measured with downstream traffic.

The control performance with downstream traffic values
of 1 to 10Gbps are shown in Figure 5. Figure 6 shows the time
history of method 2 and proposed method at the traffic rate
of 9 Gbps. When the traffic was changed from 1 to 8 Gbps,
the settling time fluctuated slightly, which may be due to the
instantaneous jitter that could not be compensated. When
the traffic was changed from 9 to 10 Gbps, methods 1 and
2 failed to handle the resulting delay change, so they could
not control the motor. However, the proposed method could
handle the delay changes, and it could control the motor.
The settling time was 2.7 s at the traffic rate of 9 Gbps,
and 8.0 s at 10 Gbps. With 10-Gbps traffic, packet loss also
occurred, whichmay have degraded control performance [31]
and increased the settling time. The proposed method could
successfully deal with the delay variation, but not the packet
loss. If packet loss occurs, delay information and sensor val-
uesmay not be collected correctly, and control valuesmay not
be transmitted correctly, so it is necessary to take a different

FIGURE 5. Control performance with downstream traffic.

FIGURE 6. Time history at the traffic rate of 9 Gbps.

approach in environments where packet loss is expected. One
approach to compensating packet loss is to use a disturbance
observer (DOB) in addition to the Smith predictor. DOB can
reduce the effect of packet loss by estimating the effect and
adding it to the feedback value.

Figure 7 plots control performance versus delay acquisition
cycle values at the traffic rate of 9 Gbps. When the delay
acquisition cycle was changed with a constant control cycle
of 10 ms, we measured the effect on the control performance.
When the control cycle and the delay acquisition cycle were
equal at 10 ms, the settling time was 2.7 s. However, as the
delay acquisition cycle increased, the settling time increased.
The control cycle was 10 ms, so the sensor data from the
motor was received every 10 ms. If the delay information is
not updated when calculating the control command, the old
value was used, and it was not possible to handle delay
fluctuations in fine detail. The difference between the delay
information and the actual delay caused a systemmodel error,
and the control performance deteriorated.

FIGURE 7. Control performance versus delay acquisition cycle values.

Figure 8 shows the results of control performance with
control cycle changes in a non-loaded network environment.
We measured the effect on the control performance of chang-
ing the control cycle while holding the delay acquisition
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FIGURE 8. Control performance with control cycle changes.

interval was constant, and checked that the control cycle
of 10ms was appropriate for the other experiments. There
was no significant difference in control performance between
the control cycles of 2 ms and 16 ms, but the settling time
gradually increased from 18 ms and became uncontrollable
at 38 ms. It can be seen that even if the delay information
is passed correctly, control cannot be performed when the
control cycle is too large. The tighter the control cycle is,
the easier it is to deal with the model errors that are triggered
by differences between the delay information and the actual
delay, making higher control accuracy critical be. In this
experiment, it was confirmed that a control cycle of 2 to 16ms
was appropriate.

V. CONCLUSION
We previously proposed the concept of the access edge that
performs real-time motion control on an edge server located
in a central office. This motion-control method can reduce the
effect of delay in the access network on control performance
by adopting time-varying delay compensation on the basis of
the collection of delay information. In this study, we extend
our previous paper by elaborating the access edge configura-
tion based on virtualization technology for greater flexibility.
We conduct an experiment to examine high network loads.
The conventional motion-control method cannot control the
motor at downstream traffic values of 9 or 10 Gbps, whereas
our motion-control method can handle the delay and its motor
control settling times are within 2.7 s and 8.0 s, respectively.
Extension of the proposedmethod to PassiveOptical Network
(PON) systems is a likely future work. PON systems can
accommodate a large number of devices with large capac-
ity, which is especially beneficial for use in factories. PON
systems have some network parameters such as dynamic
bandwidth allocation (DBA) cycle that significantly affect the
delay, and it is necessary to design a control system that takes
these parameters into account. Also, reduction in the delay
itself should be considered.
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