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ABSTRACT Medium- and long-term wind power output time series are required in stochastic programming
model for power system planning. Hidden Markov model (HMM) is a common method to generate wind
power output time series, which can simultaneously consider the temporal and spatial correlation of multiple
wind farms. However, the existing HMM methods use discrete matrix or Gaussian distribution to describe the
output distribution of multiple wind farms, which usually leads to a relatively large error in statistical indices
between the generated time series and the historical time series. Therefore, this paper proposes a method
for generating medium- and long-term correlated output time series of multiple wind farms based on the
Gaussians mixture model-Hidden Markov model (GMM-HMM). The discrete state variable in the hidden
Markov model is used to describe the meteorological state. The Markov chain between discrete state variables
is used to describe the temporal correlation of wind power output. The wind power output vector of multiple
wind farms is used as the observation variable, and the mixed Gaussian probability distribution mapping
relationship between the state variable and the multidimensional wind power output vector is established.
Based on the Monte Carlo sampling method, the multi-wind farm output series satisfying the spatiotemporal
correlation of historical output series are generated monthly. In the calculation example, the monthly wind
power output series generated by five wind farms in Jilin Province are analyzed. The results show that the
main statistical characteristics of the multi-wind power output time series generated by the proposed method
are generally superior to those obtained with the traditional wind power output modeling method, which
proves the superiority of the proposed method.

INDEX TERMS Multiple wind farms, spatiotemporal correlation, Gaussians mixture model-hidden Markov
model (GMM-HMM), time series generation.

NOMENCLATURE B. INDICES ) )
Most of the symbols and notations used throughout this paper t Index of time n HMM
are defined below for quick reference. N Index of the hidden state
W Index of the observation variable
A. ABBREVIATIONS M Index of wind farms
HMM Hidden Markov model
GMM  Gaussians mixture model C. PARAMETERS
A The state transition probability matrix in
HMM
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T The initial state probability vector in HMM

A An HMM consisting of A, B, and &

qi The i-th value of the hidden state

Vi The i-th value of the observed variable

ajj The transition probability from state i to
state j

b; The joint probability distribution of the

observation variable when hidden state is

i

The k-th Gaussian distribution in the Gaus-

sian mixture model when the state is i

Uk The mean vector of the M-dimensional
Gaussian distribution in the k-th multidi-
mensional Gaussian distribution

Ni(/“Lks Zk)

>k The covariance matrix of the M-
dimensional Gaussian distribution in
the k-th multidimensional Gaussian
distribution

o The weight coefficient of the k-th Gaussian
distribution

D The cumulative state transition probability
matrix

djj The sum of the probabilities between the

current state { and the next state between
state 1 and j-1

0 The number of hidden state
R The number of mixed Gaussian distribu-
tion
D. VARIABLES

it The state value of the hidden Markov chain
at time ¢

oy The observed value of HMM at time t

Py (t) The wind power output of the M-th wind
farm at time ¢

1 The hidden state time series

0] The observed variable time series

I. INTRODUCTION

With the massive access to renewable energy sources in
power systems, a large number of wind power grid connec-
tions now have a noticeable impact on the safe and stable
operation and scheduling of power systems [1]. The fluctu-
ation and intermittency of wind power output brings about
great difficulties in renewable energy planning and medium-
and long-term scheduling. Due to the lack of sufficient wind
power output data, it is difficult to effectively quantify the
impact of wind power integration on the power system [2].
It is necessary to mine the statistical characteristics of wind
power output from historical output data to generate medium-
and long-term wind power output time series [3]. Short-term
wind power forecasting for under 7 days usually uses phys-
ical methods based on numerical weather forecast (NWP)
data to achieve high accuracy. As there are large errors in
weather forecasts beyond 7 days, long-term wind power
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forecasting (monthly and annual) does not pursue point-
by-point accuracy but focuses on the extraction and recon-
struction of statistical characteristics. With the large-scale
access of the regional wind power cluster, there is a strong
correlation between the wind farms in the region, and the
output uncertainty mechanism is more complex than the
one of single wind farm, which will affect the security and
stability of the power grid. Therefore, it is necessary to
explore time series of medium- and long-term multi-wind
farms considering the spatiotemporal correlation of wind
power cluster output [4]. The existing power system planning
models and medium- and long-term operation models are
mainly all equivalent annual cost models, which require an
annual power output time series. However, since there are
many years of historical wind power data, there is a need to
extract a typical annual output time series from the historical
years.

Wind power output time series generation mainly extracts
and reconstructs the statistical characteristics of historical
wind power output data based on statistics, and then uses a
simulation method to obtain output time series with similar
statistical characteristics [5], [6]. There are two kinds of
stochastic simulation methods for medium- and long-term
wind power output series [7]: 1) modeling the wind speed
and calculating the wind power output by the wind power
curve or 2) modeling the wind power output directly. The first
kind of method [8] requires a large amount of historical wind
speed data, and the errors commonly occur in the process of
wind-power conversion, which cannot effectively capture the
temporal and spatial correlation of wind power output. The
purpose of the second kind of method is to characterize the
temporal correlation of the output time series of a single wind
farm, the spatial correlation between different wind farms
and other statistical features conveniently. The mainstream
statistical models include autoregressive integrated moving
average (ARIMA), Markov chain Monte Carlo (MCMC)
methods, etc.

In references [9]-[11], the MCMC method is used to sim-
ulate the time series of wind power output directly, which
can relatively accurately simulate the main statistical charac-
teristics of historical data, including the probability density
function and autocorrelation function. However, the wind
power output time series generated by the MCMC method
usually stay on a certain output state. Furthermore, the out-
puts extracted within the corresponding power range of the
same state fluctuate frequently. In addition, this method only
models the output time series for a single wind farm.

In references [12], [13], a stochastic wind power model
based on the ARIMA model is used, which can describe
the nonstationary characteristics of wind power output with
less model parameters and accurately reconstruct the main
statistical characteristics of historical data. However, since
the mean and covariance matrix of time series generated
by ARIMA are time-invariant, it is impossible to accurately
describe the volatility of time series at a long time scale.
Moreover, for the large-scale wind farm cluster, it is difficult
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to describe the spatial correlation between different wind
farms using the high-dimensional ARIMA model.

In view of the shortcomings of the MCMC model and
ARIMA model in terms of simulation accuracy for long time
series, reference [14] uses the hidden Markov model (HMM)
to discretely simulate the total power output of a single
turbine and multi-turbines in a single wind farm. The upper
quantiles (90%, 95%, 99%) of the distribution of the wind
farm total power output are calculated. This reference proves
that although the structure of the HMM is relatively simple,
it can still reproduce important statistical characteristics of
wind power output. However, the discrete HMM cannot be
applied to the joint output distribution of multiple wind farms
directly.

Accurate reproduction of the spatiotemporal correlation
can yield a reasonable investment in power system plan-
ning. In the study of describing the output correlation of
multiple wind farms, the copulas function [15], [16] and
nonparametric kernel density function [17], [18] are usually
used to describe the nonlinear correlation of wind power
output. However, when the number of wind farms is large,
high-dimensional modeling is difficult, and it is difficult
to effectively describe the complex nonlinear relationship
between wind farms.

The dominant existing statistical learning models are diffi-
cult to consider spatial correlation, so it is difficult to directly
apply it to model multiple wind farm outputs time series.
To simultaneously consider the spatiotemporal correlation of
multi-wind farm output, reference [19] uses Gaussian HMM
to simulate the monthly output time series of multi-wind
farms. Since the actual wind power output distribution does
not meet the common probability distribution such as Gaus-
sian distribution, it is obviously insufficient to describe the
actual output distribution of multiple wind farms by using
a discrete observation transfer matrix in the discrete HMM
or multidimensional Gaussian distribution in the Gaussian
HMM.

The Gaussians mixture model-Hidden Markov model
(GMM-HMM) is a typical statistical learning model,
which has been used in many other time series modeling
fields [20]-[22] and is proved to be better than Gaussian
HMM in some research [22]. Since the actual wind power
output does not conform to the Gaussian distribution [9],
the Gaussian HMM uses the Gaussian distribution as the
emission distribution in each hidden state, which does not
conform to the actual wind power output distribution. In order
to improve the modeling accuracy of wind power output with
HMM, the mixed Gaussian distribution is used to fit the
characteristics of any shape distribution. Using the Gaussian
mixture distribution in HMM to represent the emission dis-
tribution in each hidden state can simulate the actual wind
power output more accurately.

Aiming to address the shortcomings of the above, this
paper proposes a multi-wind farm correlated power output
time series generation method based on GMM-HMM. First,
the HMM is used to model the time correlation of multi-wind
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farm output. The transfer relationship between discrete hid-
den states is used to represent the time-varying characteristics
of wind power output at different moments. After taking
the output vector of a multi-wind farm as the observation
variable of the HMM, the probability distribution of multi-
wind farm output in each hidden state is established by using
the Gaussian mixture model. Then, the probability mapping
relationship between the hidden state and multi-wind farm
output is established. Then, the model parameters are trained
with the historical wind power output data, and the transition
probability matrix between the hidden states, the probability
distribution between the hidden states and the multidimen-
sional wind power output vectors are obtained. Finally, the
Monte Carlo sampling method is used to generate a time
series of output that considers the spatiotemporal correlations
of multiple wind farms. The proposed model can simultane-
ously consider the temporal and spatial correlation between
the output of multi-wind farms and use a multidimensional
mixed Gaussian distribution to fit the actual output distri-
bution of multiple wind farms. Parameter learning with this
method is easy to implement, and the results are more con-
sistent with the actual distribution characteristics of wind
power output [23]. The example analysis uses five wind farms
to learn the two-year output data monthly and generate the
output time series. The main statistical characteristics of the
proposed method are compared with those of the other 3 typi-
cal wind power output modeling methods, and the superiority
of the proposed method is proven.

The structure of the remainder of this paper is as follows.
Section 2 introduces the modeling method of multi-wind farm
output correlation based on the GMM-HMM. Section 3 pro-
poses the generation method of multi-wind farm correlated
output time series based on the GMM-HMM. Section 4 pro-
vides case studies. Section 5 gives the conclusion.

Il. OUTPUT CORRELATION MODELING OF MULTI-WIND
FARMS BASED ON THE GMM-HMM

A. HIDDEN MARKOV MODEL (HMM)

The HMM is the simplest dynamic Bayesian network gen-
eration model; it is a typical statistical machine model deal-
ing with annotation problems in natural language that has
been widely used in many fields of pattern recognition and
machine learning [24]-[26].

The HMM describes the process of randomly generat-
ing unobservable state random sequences from a hidden
Markov chain [27] and then generating an observable random
sequence from each hidden state. The HMM includes a state
sequence and an observation sequence, in which the state
sequence refers to the sequence of states randomly generated
by the hidden Markov chain, and the observation sequence
refers to the random sequence of observations generated cor-
responding to each state.

The HMM is determined by initial state probability vec-
tor 7, state transition probability matrix A and observation
probability matrix B. The HMM is represented by a ternary
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FIGURE 1. State jump and output mapping diagram of the hidden Markov
model.

symbol A:
L= (A,B, ) ()

Two basic assumptions of HMM are as follows:

1) HOMOGENEOUS MARKOV HYPOTHESIS

The state of the hidden Markov chain at any time #; only
depends on its state at the previous moment i,_1, which is
independent of the state and observation of other time:

P(l.f|il7150[7]9"' 9l]901)=P(l[|l[71)’
t:1a21"'sT (2)

2) OBSERVATION INDEPENDENCE HYPOTHESIS

The observation o, at any time only depends on the state i;
of the Markov chain at that time and is independent of other
observations and states at other times:

Ji,0)=Po; i) (3)

Fig 1 shows the HMM state transition diagram, where the
state variable set is {g1,q2,...,gn}, and the observation
variable set is { vi, v2, ..., vw }. The transition probability
between state variables satisfies the state transition proba-
bility matrix Ayxy, and the emission probability between
state variables and observation variables satisfies the obser-
vation probability matrix By xw The observed variables in
the HMM can be discrete or continuous. When the obser-
vation variables are continuous, the emission probability is
described by continuous probability distribution.

P(Ot | iT70T9"' ail—laol—17”'

B. STATE VARIABLES AND OBSERVATION VARIABLES OF
HMM OUTPUT IN MULTIPLE WIND FARMS

Because the wind power output is determined by the meteo-
rological conditions and other factors, the wind power output
can be regarded as the observation state. Due to the chaotic
characteristics of factors, such as the meteorological evolu-
tion, that determine the wind power output, we cannot directly
determine the hidden state, but the discrete value 1 to N can
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state sequence: o e e
observed sequence: o o °

FIGURE 2. Schematic diagram of the hidden Markov model for
multi-wind farms.

be used to represent the hidden state [14]. Therefore, this
paper sets the hidden state i; of each wind power output time
series at each time as an integer between 1 and N and uses the
Markov chain to describe the transfer relationship A between
the hidden states.

In the output time series of multiple wind farms,
the observed variable is the output vector of each wind farm at
each time, namely, o; = [p1(¢), p2(t), ..., ppm(t)], and pps ()
is the wind power output of the M-th wind farm at time #,
as shown in Fig 2.

C. GAUSSIAN MIXTURE MODEL (GMM)

The Gaussian mixture model is a model to fit the proba-
bility density distribution of any non-Gaussian by weight-
ing the sum of several Gaussian distribution functions. Its
probability density function is expressed by the sum of the
product of each single Gaussian model and the corresponding
weight [28], [29]. It is also a typical clustering method that
projects the data in the sample onto a class represented by a
single Gaussian model. Assuming that the mixed Gaussian
model consists of K Gaussian models (namely, the data con-
tain K classes), the probability density function of GMM is
as follows:

K
PO 160) =) o (v |6h) &

k=1

where oy is the weight coefficient, o > 0, and Zszl o =
1,or = (Mk,akz),qb(y | 6x) is the Gaussian distribution
probability density function:

Y 70 )
«/Eo‘k 20'k2

The advantage of the GMM is that if the number of
Gaussian models fused by the mixed Gaussian model is
large enough, and the weight between them is set reason-
ably enough, it can fit any distribution of samples. When
describing the joint distribution of multi-wind farm output
under each hidden state in the HMM, the GMM is sure to be
more consistent with the actual distribution characteristics of
wind power output than the Gaussian distribution used in the
general HMM. Compared with other methods that represent
the correlation of multi-wind farms, such as the copula func-
tion and nonparametric kernel density, it is simple in form
and convenient in parameter learning. It is also applicable
under the high-dimensional joint probability distribution of

o I16) =
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multi-wind farm output when the number of wind farms is
large.

D. CORRELATED OUTPUT TIME SERIES MODEL OF
MULTI-WIND FARMS BASED ON THE GMM-HMM

A multi-wind farm output time series model based on the
GMM-HMM with consideration of spatiotemporal correla-
tions is established in this section. Through the known wind
power output observation sequence, the hidden state tran-
sition matrix in the HMM and the probability distribution
between hidden state variables and observation variables are
learned. Model parameters include the initial state probability
vector 7t, state transition probability matrix A and joint prob-
ability distribution of observation vector B [30]. Furthermore,
the hidden state variable of wind power output at each time is
represented by discrete variable i;, and the observed variable
at each time is represented by the output vector of multiple
wind farms o;.

1) INITIAL STATE PROBABILITY VECTOR =

Atthe initial time ¢ = 1, the hidden state probabilities of wind
power output are expressed by vectorr = [, T2, -+, TN,
where

mi=P@l1=0),1<i<N (6)

2) STATE TRANSITION PROBABILITY MATRIX A
The state transition probability matrix A describes the tran-
sition probability between two hidden states at adjacent
moments. The element a;; in row i and column j of A rep-
resents the probability that the state at time ¢ is i and the state
attime t 4+ 1 isj:

aj =PQ11 =jlPG =1, 1<ij<N @)
3) MULTIDIMENSIONAL JOINT PROBABILITY DISTRIBUTION
B OF OBSERVATION VARIABLES
When the observed variable is discrete, the probability matrix
of the observed variable corresponding to the state i at time ¢
is expressed as B = [b;(p)Inxw:

bi(p) =Plo, =wli; =1, 1<i<N,1<p<W (8)

Since the observation variable in this paper is continu-
ous, the emission probability from the state variable to the
observed variable is no longer the form of the observation
probability matrix but is described by the continuous prob-
ability distribution, namely, the joint probability distribution
of the observation variable. In this paper, a multidimensional
mixed Gaussian distribution is used to describe the joint prob-
ability distribution of the observation variables. Therefore,
when the state at time ¢ is i, the probability distribution of
the observed variable is expressed as follows:

K
bi=) aNui. ) ). 1<i<N ©)
k=1 k
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where N;(ug, Zk) represents the K-th Gaussian distribution
in the mixed Gaussian model when the state is i at time 7.
Ui = {/,L]i, /1,,%, R MQ/I} and ), represent the mean vector
and covariance matrix, respectively, of the M-dimensional
Gaussian distribution in the K-th multidimensional Gaussian
distribution, and M is the number of wind farms. Equation (9)
indicates that when the state at time ¢ is i, the observation
variable o, is subject to a mixed Gaussian distribution with
a weight coefficient of o, a mean value of Gaussian dis-
tributions of all dimensions of uy, and a covariance matrix

of ) .

Ill. GENERATION METHOD OF MULTI-WIND FARM
CORRELATED OUTPUT TIME SERIES BASED ON THE
GMM-HMM

The generation method of the multi-wind farm correlated out-
put time series based on the GMM-HMM is mainly divided
into two steps. The first step is to learn the parameters of
the GMM-HMM by using the historical observation time
series of wind power output in which the maximum like-
lihood method is used to estimate the parameters, and the
Expectation-Maximum (EM) algorithm is used as the opti-
mization algorithm, so that the probability P(O|X) of the
historical observation time series O is the in the model param-
eter A is the largest. The second step is to generate the time
series according to the model parameters given the length of
the observation sequence and to continuously generate the
hidden state and observation state of the next moment. The
observation time series is the time series of wind farm output.

A. MODEL PARAMETER LEARNING

Given the Gaussian distribution number K of the GMM
and the hidden state number N of the HMM, the model
parameter A = (A, B, x) needs to be learned. The main
method to learn parameters in the GMM and HMM is the EM
algorithm [31], which also makes the process of parameter
learning easier. The EM algorithm is a maximum likelihood
estimation method that can solve the model parameters with
hidden variables from the known data set when the maximum
likelihood estimation method or Bayesian estimation method
cannot be used directly due to the hidden variables in the
model.

When the model variable includes hidden variable I =
(i1, 12, ..., 1ir), the input of the EM algorithm is the obser-
vation data O = (01,02, ...,0T1), and the output is the
model parameter X that needs to be estimated. Then, suppose
that the likelihood function of incomplete data O is P(O|A),
the joint probability distribution of O and I is P(O, I|A), and
the logarithmic likelihood function of complete data (O, I) is
logP(O, I|)). Solving the maximum likelihood estimation *
of model parameter X is to maximize the logarithmic likeli-
hood function L(}) of O with respect to A:

A= arg mflx log L(A) (10)

L(A) = log P(O|)) = log ZP(O, I|2)
1
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= log (Z P(O|1, A)P(IM)) (11)

1

Since equation (11) contains hidden data I, it is diffi-
cult to optimize directly [24]; therefore, the EM algorithm
approximates the maximization of L(}) by iteratively solving
the maximum Q function step by step. The Q function is
the expected value of the logarithmic likelihood function
logP(0, I|)) of complete data (O, I),with respect to the cur-
rent conditional distribution P(I|0, .)) of I given O and the
current estimates of the parameters A() and is also known as
the lower boundary function:

o, 1) = E [log PO, 111)]0, ,\“)]
=Y logP(0.I|)PU|0, A7) (12)
1

The steps of the EM algorithm are shown in algorithm 1:

Algorithm 1 EM Algorithm

Step 1: Select the initial value of the parameter A, set i =
0 and start the iteration;

Step 2: step E: The estimated value of the i-th iteration
parameter A is denoted as () and the Q function of the i+ 1-th
iteration is calculated.

Step 3: step M: The parameter estimate of the i+ 1th iteration
is A1 which is A that maximizes o, AD):

AT = arg max Q(, AL (13)

Step 4: Repeat steps 1 and 2 until convergence condition
2D — 3D < ¢ is satisfied

When the EM algorithm is used to train parameters of
the GMM-HMM, the observation data o;, t = 1,2,...,N
can be regarded as generated by selecting the k-th Gaussian
distribution model according to the weight coefficient. When
I and O are known, variable y; ; is defined as the joint
probability of i;—j, and o, comes from the k-th Gaussian
distribution under i;. & ;; is defined as the joint probability
of transition from hidden state i at ¢ to hidden state j at r + 1:

Veik = Pie =Jj, b j = ¥jxl0, 1) (14)
€rij =P =1,i41 =10, 1) (15)

where, ¢;; represents the Gaussian distribution from the
hidden state j, which is used to obtain the observation
data o,. ¥ represents the k-th Gaussian distribution cor-
responding to the hidden state j. In step E(step 2) of the
EM algorithm, to reduce the calculation time, y;; and
&:,i; can be obtained according to the forward-backward
algorithm[30].

In step M(step 3), according to the probability distribution
V1,j,k of the hidden variables under the current model param-
eters, the parameters are re-estimated, including the proba-
bility of hidden state j at the initial time 7;, state transition
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probability ; ; from hidden state i to hidden state j, weight
coefficient o &, mean vector (i x and covariance matrix X i
of the k-th Gaussian distribution corresponding to hidden
state j:

K
A=Y Vi (16)
k=1
T—1
Z %_t,l/
N =1
@)= g an
> Vi.jk
=1 k=1
T
Z Vt.j.k
" i—1
Gk = 7 g (18
> Vt.j.k
j=1k=1
T
Z Yt.j,kOt
R =1
Aji ==k (19)
Z Yt.jk
=1
r T
Z Yt.jk (Ot - Mj,k) (Ot - Mj,k)

~
Il
-

= (20)

T
ik Y Vijk
=1

B. MULTI-WIND FARM CORRELATED OUTPUT TIME
SERIES GENERATION METHOD

After the monthly correlated output model of multiple wind
farms for 12 months is established based on historical wind
power output data, the monthly wind power output time series
of multi-wind farm is generated by the Monte Carlo random
sampling method. Assuming that the number of wind farms is
M, the number of hidden states is NV, and the required output
time series length is 7, the output time series generation
process is as follows:

(1) According to the state transition probability matrix
A = (a;j))n xn, the cumulative state transition probability
matrix D = (djj)nxw-+1) is calculated where dj; repre-
sents the sum of the probabilities between the current
state i and the next state between state 1 and j-1 (when
J =1, d,j is 0). The calculation formula is as follows:

0, j=1

di = i1

v Sag.j=2,...,.N+1, i=12,...,N
k=1

2n

(2) According to the probability distribution 7 of each hid-
den state at the initial time in the HMM model parame-
ters, sampling generates the common hidden state g; = o
for M wind farms at time ¢t = 1;

(3) After the hidden state ¢g; at the current time ¢ is
obtained, the mean vector and covariance matrix of
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Standardization
of wind power
output data

Training GMM-HMM
model parameters
(m,A,B)

I

According to m, the
hidden state ¢, at =1
is generated

«
v |
According to mixed Gaussian According to the hidden state ¢,.,
Distribution B under hidden state and the state transition matrix A,
4 ,the multidimensional wind the hidden state g, is generated

farm output O; is generated by
sampling

No
t=t+1

Yes

The multidimensional
wind farm output time

series [01, 02,..., 0f] is
obtained

End

FIGURE 3. Flow chart of the GMM-HMM-based output time series
generation method for multi-wind farms.

k multidimensional Gaussian distributions that consti-
tute the output vector of M-dimensional wind farm are
obtained according to the parameter N.(px, Y ) of the
Gaussian mixture model. At this time, k M-dimensional
wind power output subvectors are obtained by ran-
dom sampling and then weighted by the weight coeffi-
cient oy of each Gaussian distribution in GMM; thus,
the M-dimensional wind power output vector o; = [p1(t),
p2(t), ..., pu ()] is obtained.

(4) Since the current time is 7 (1 < t < T) and the hidden
state of the current time is ¢;, the random number s is
generated according to the uniform distribution of (0,1);
s is compared one by one with each column element in
the g;-th row in the cumulative state transition probability
matrix D calculated in the first step. When s is larger than
the element in column c of the g; row and smaller than
the element in column ¢ + 1, the hidden state g;11 of the
next moment 7 is set as c;

(5) Judge whether time ¢ is the last time 7', if not, sett = ¢+1,
and repeat step (3)-(4); if so, the algorithm is termi-
nated. and M -dimensional wind power output time series
o1, 02, ..., or] are obtained.

The flow chart of a multi-wind farm correlated output
time series generation algorithm based on the GMM-HMM
is shown in Figure 3. First, the wind power output data are
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TABLE 1. The basic information of the wind farms used in the case
section.

Wind farm Installed . .

. . Geographic Geographic
serial capacity . .
longitude latitude
number (MW)

1 98.8 122°25'56" 45°23'49"
2 197.9 122°5927" 45°47'57.5"

3 45 122°24' 45°49'30"

4 200.5 123.582544 45.27323
5 99 122°56'0.00" 45°45'18.00"

normalized, and the model parameters are trained according
to the historical wind power output data. Then, the hidden
state of the initial time g is sampled according to the proba-
bility distribution of each hidden state at the initial time. The
parameters of multidimensional mixed Gaussian distribution
are determined according to the hidden state value at that
time g;, and the multidimensional wind farm output vector
at that time O(¢) is then generated by sampling. Whether
the desired length of the time series is produced is then
determined. If not, the hidden state at the next moment ¢,
is generated according to the hidden state at the moment ¢y,
and the state transfer matrix A and the wind farm output
vector at the next moment continue to be generated until the
multidimensional wind farm output time series with sequence
length T is generated, and the algorithm ends.

IV. CASE STUDIES

Since the wind power output beyond 7 days cannot be pre-
dicted accurately, this paper does not pursuit point-by-point
accuracy for the generated medium- and long-term wind
power output time series but focuses on the extraction and
reproduction of the statistical characteristics of the historical
output series.

In this paper, the historical power output data of five
wind farms in Jilin Province of China every 15 minutes
in 2017 and 2018 were adopted. Because the monthly meteo-
rological model is more stable and consistent than the annual
meteorological model. Hence, the monthly output model is
adopted in the paper. Table 1 shows the installed capacity,
geographical longitude and latitude of the five wind farms.
In the use of historical wind power output data, we con-
ducted a normalization process. The 5 wind farms and mul-
tiple wind farms mentioned below refer to the 5 wind farms
in Table 1.

A. COMPARISON OF MAIN STATISTICAL
CHARACTERISTICS OF POWER OUTPUT TIME SERIES
GENERATED BY EACH METHOD

In Case 1, the proposed GMM-HMM method is used to
generate the output time series of 5 wind farms at a total
of 70080 moments in two years, in which the number of
hidden states of HMM is set to 7, and the number of Gaus-
sian distributions of GMM is set to 11. At the same time,
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FIGURE 4. Mean square errors of monthly output series of five wind
farms produced by different methods.
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FIGURE 5. Mean absolute errors of monthly output series of five wind
farms produced by different methods.

the MCMC, ARIMA and discrete HMM (the discrete matrix
is used as the observation emission matrix) [14] methods are
used to generate the output time series of each single wind
farm. In the MCMC model, the number of discrete intervals is
15. In the ARIMA model, p=1,d = 1, q = 2. In the Discrete
HMM, the number of discrete intervals is 15, and the number
of hidden states is 17. The Gaussian HMM method is used to
generate the output time series of 5 wind farms, in which the
number of hidden states of HMM is set to 20. The proposed
method is compared with the output time series generated
by the MCMC, ARIMA, discrete HMM and Gaussian HMM
method. In this paper, the final probability indicators are the
mean of the probability indicators of 100 different simulation
series.

1) COMPARISON OF ERRORS AND STATISTICAL
INDICATORS

First, the MSE (mean square error) and MAE (mean absolute
error) [32]-[34] of the power output of five wind farms
in 12 months under the five methods are plotted, as shown
in Figure 4 and Figure 5. The MSE and MAE of each method
in the following refer to the MSE and MAE between the
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FIGURE 7. Boxplot of the MAEs of monthly output series of five wind
farms produced by different methods.

output time series generated by this method and the historical
output time series.

The index calculation results show that the MSE of the
GMM-HMM method is the smallest in all months except
the fourth month, when the MSE of the ARIMA method is
slightly smaller than that of the GMM-HMM.

The index calculation results show that the MAE of
the ARIMA method is slightly smaller than that of the
GMM-HMM in the fourth month. At the 8th month, the MAE
of the discrete HMM and MCMC methods are smaller than
that of the GMM-HMM. In other months, the MAE of the
GMM-HMM method is the smallest.

According to the MSE and MAE data of different methods,
the box-line diagrams of MSE and MAE of the power output
of five wind farms in 12 months under five methods are
drawn, as shown in Figure 6 and Figure 7. In Figure 6,
the upper limit value, lower limit value, mean, upper quartile,
median, and lower quartile of errors when using GMM-HMM
method are 0.09294, 0.03672, 0.06063, 0.0700, 0.0568 and
0.0472, respectively. In Figure 7, the upper limit value, lower
limit value, mean, upper quartile, median, and lower quar-
tile of errors when using GMM-HMM method are 0.23287,
0.1443, 0.1830, 0.1967, 0.1791 and 0.1611, respectively.
They are all lower than the indices of the other methods. Thus,
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FIGURE 8. JS distance of the joint probability density of the annual
output of five wind farms with different methods.

the statistical indices based on the GMM-HMM method per-
form well.

2) COMPARISON OF PROBABILITY DISTRIBUTIONS OF
OUTPUT TIME SERIES

First, based on the historical monthly output data of five wind
farms and the monthly output time series generated by five
methods (GMM-HMM, MCMC, ARIMA, discrete HMM,
Gaussian HMM), the kernel density estimation method is
used to estimate the joint probability density function of
five wind farms in 12 months of the year. Then, the JS
(Jensen-Shannon) distance between the output joint proba-
bility density distribution function generated by these five
methods and the historical output joint probability density
distribution function is calculated and compared, as shown
in Fig. 8. The JS distance of each method below refers to
the JS distance between the joint probability density distri-
bution function of output generated by each method and the
joint probability density distribution function of historical
output.

The index calculation results show that in each month, the
GMM-HMM method has the best effect. Its JS distance is
only 0.002-0.01, which is the closest to 0, indicating that the
joint distribution of output generated by this method is closest
to the joint distribution of historical output. The ARIMA
method has the worst performance, with a JS distance up
to 0.23.

3) COMPARISON OF SPATIOTEMPORAL CORRELATION
INDEXES OF OUTPUT TIME SERIES

To compare the time correlation of output time series gener-
ated by different methods, the autocorrelation function (ACF)
of the annual output series generated by the five methods and
the historical annual output series of the No. 4 wind farms are
calculated, as shown in Fig. 9.

The calculation results of the ACF index shows that the
correlation of wind farm output decreases with the increase
in time delay. When the time delay is order 1 to order 15,
the ACF of the GMM-HMM method is lower than the ACF
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FIGURE 10. CCF of annual output between the No. 3 and No. 4 wind
farms generated by different methods.

of the historical wind power output. After order 15, they are
all slightly higher than the ACF of historical wind power
output, but they are closer to the ACF of the historical wind
power output than the other three methods. The sum of the
absolute values of the errors between the ACF of the five
methods (discrete HMM method, Gaussian HMM method,
ARIMA method, MCMC method, and GMM-HMM method)
and the historical ACF of wind power output are 6.1,3.5,
14.5, 9.6, and 2.2 respectively. Thus, the proposed method
can more accurately describe the variation characteristics of
time autocorrelation of single wind power output series with
a time delay. The ACF of the other three methods at each
time delay is less than that of the historical series, which will
lead to overestimation of the wind power output ramp rate
and volatility, resulting in excessive investment in flexibility
resources.

To compare the spatial correlation of wind power out-
put among different wind farms, the cross-correlation func-
tion (CCF) of the annual output series between No. 3 and
No. 4 wind farms generated by the five methods and the
historical annual output series are calculated, as shown in
Figure 10.
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FIGURE 11. JS distance of the No. 4 wind farm generated by the
GMM-HMM method for a single wind farm and multiple wind farms.

According to the calculation results of the CCF index,
the CCF of the annual output series generated by the
GMM-HMM is slightly higher than that of the historical wind
power output when the time delay is order 1 and has been
slightly lower than that of the historical wind power output
after the time delay is order 2. Since the other three methods
do not consider spatial correlation, the CCF of the annual out-
put series generated by them are all close to zero. The sum of
the absolute values of the errors between the CCF of the five
methods (discrete HMM method, Gaussian HMM method,
ARIMA method, MCMC method, and GMM-HMM method)
and the historical CCF of wind power output are 14.4, 2.4,
15.7, 14.9, and 1.4 respectively. Thus, the proposed method
can accurately describe the variation characteristics of spatial
cross-correlation between wind power output series with a
time delay. Insufficient consideration of spatial correlation
will lead to underestimation of volatility and overestimation
of complementarity during planning, resulting in insufficient
investment in flexibility resources.

B. COMPARISON OF MAIN STATISTICAL
CHARACTERISTICS OF THE GMM-HMM METHOD FOR A
SINGLE WIND FARM AND MULTIPLE WIND FARMS

The statistical characteristics of the wind power output time
series generated by the proposed GMM-HMM in the case of
a single wind farm and multiple wind farms are compared.
In Case 2, the proposed GMM-HMM method is used to
generate the output series of a single wind farm for the five
wind farms in Case 1. The HMM hidden state number is also
set to 7, and the Gaussian distribution number of GMM is set
to 11.

First, the JS distances of No. 4 wind farm generated by the
GMM-HMM method of a single wind farm and multiple wind
farms are calculated and compared as shown in Figure 11. The
results show that the JS distance of No. 4 wind farm output
generated by the GMM-HMM method for a single wind farm
is larger than that generated by the GMM-HMM method for
multiple wind farms.

The ACF of annual output of No. 4 wind farm generated by
the GMM-HMM method for a single wind farm and multiple
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farms generated by the GMM-HMM method for a single wind farm and
multiple wind farms.

wind farms are calculated and compared with the ACF of
historical series, as shown in Fig. 12. The sum of the absolute
error of the ACF generated by the GMM-HMM method for
a single and multiple wind farms and the ACF of historical
series are 3.0 and 2.2, respectively.

The CCF of annual output between No. 3 and No. 4 wind
farms generated by the GMM-HMM method for a sin-
gle wind farm and multiple wind farms are calculated
and compared with the CCF of historical series, as shown
in Fig. 13. The GMM-HMM method for a single wind farm
does not consider the spatial correlation among wind farms,
so the CCF of the annual output series generated is close
to 0.

C. SENSITIVITY ANALYSIS OF PARAMETERS IN THE
GMM-HMM

The number of hidden state and the number of Gaussian
distribution are parameters in the model. Case 3 compares
the statistical characteristics of wind power output series
generated by the GMM-HMM under a different hidden
state number Q and mixed Gaussian distribution number R.
Appropriate parameters are selected by comparing the
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residual sum of square (RSS) of the JS distance, ACF and
CCF output of five wind farms in 12 months. Figure 14
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compares the JS distance of the GMM-HMM under different
QO and R values. Thus, at the same R, the JS distance decreases
with an increase in Q, and the JS distance reaches a minimum
when Q is greater than 7 and R is greater than 9.

Figure 15 and Figure 16 compare the residual sum of the
ACF and CCF values of the GMM-HMM under different Q
and R values. When Q is the same, the larger R is, the smaller
the ACF and CCF values are, and the JS distance is smaller
when R is greater than 7.

As shown in the above three figures, the changes in Q and
R have great influence on the statistical indicators; thus, O
and R have great influence on the performance of the pro-
posed method. To achieve the best performance, a sensitivity
analysis of parameters should be performed before using
this method. According to the calculation results, the error
of the above three indicators is minimal when Q = 9 and
R=09.

V. CONCLUSION

This paper proposes a method for generating medium- and
long-term correlated output time series of multiple wind
farms based on the Gaussians mixture Hidden Markov model.
The meteorological state is used as the hidden state variable,
and the multidimensional wind farm output is used as the
observation variable. The output time series is generated
in two steps. First, the meteorological state is continuously
sampled to generate a hidden state sequence, which is a
Markov chain. After that, the output time series is finally
obtained by sampling based on the GMM corresponding to
different hidden states. At the same time, this method takes
into account the spatiotemporal correlation of multiple wind
farms and uses the GMM to fit the joint output distribution
of multiple wind farms so that the generated output series
is more consistent with the actual statistical characteristics.
The generated typical annual wind power output time series
with several years of historical data statistical features can be
used for power system planning and medium- and long-term
operation problems.

The example part is based on the simulation analysis of five
wind farms in Jilin Province, China. The proposed method
is compared with the common MCMC, ARIMA, discrete
HMM and Gaussian HMM methods. The results show that
the output series generated by the proposed method are closer
to the historical output series in terms of the mean square
error, mean absolute error, distance of probability distribu-
tion, autocorrelation and cross-correlation, which proves the
advantages of the proposed method in reproducing these sta-
tistical characteristics. The sensitivity analysis of the effects
of different hidden state numbers Q and mixed Gaussian
distribution numbers R on the statistical characteristics of the
series is also carried out. With increases in Q and R, the error
of the statistical index decreases.

In this paper, the discrete state transfer model is used for
the chaotic meteorological state. Although this model has
the advantage of simplicity in modeling, it may have the
disadvantage of not being able to accurately describe the
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nonlinear state transfer relationship. In future work, the non-
linear transfer relationship between factors such as the mete-
orological state and meteorological conditions in nonlinear
dynamic systems can be studied.
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