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ABSTRACT Attention is the mental awareness of human on a particular object or a piece of information. The
level of attention indicates how intense the focus is on an object or an instance. In this study, several types of
human attention level have been observed. After introducing image segmentation and detection technique
for facial features, eyeball movement and gaze estimation were measured. Eye movement were assessed
using the video data, and a total of 10197 data instances were manually labelled for the attention level. Then
Artificial Neural Network (ANN) and Recurrent Neural Network-Long Short Term Memory (LSTM) based
Deep learning (DL) architectures have been proposed for analysing the data. Next, the trained DL model
has been implanted into a robotic system that is capable of detecting various features; ultimately leading to
the calculation of visual attention for reading, browsing, and writing purposes. This system is capable of
checking the attention level of the participants and also can detect if participants are present or not. Based on
a certain level of visual focus of attention (VFOA), this system interacts with the person, generates awareness
and establishes verbal or visual communication with that person. The proposed ML techniques have achieved
almost 99.24% validation accuracy and 99.43% test accuracy. It is also shown in the comparative study that,
since the dataset volumes are limited, ANN is more suitable for attention level calculation than RNN-LSTM.
‘We hope that the implemented robotic structure manifests the real-world implication of the proposed method.

INDEX TERMS Human-robot interaction, attention level, visual focus of attention, concentration, ANN,

RNN-LSTM.

I. INTRODUCTION

Human concentration differs for objects as well as time-
consuming. From an academic point of view, the depth of
study can be told by how deep the concentration of a student
in the moments of studying. But it is wrong to think that
one’s mind will always be in the same way in that study.
Because when someone sits down to read or pay attention
to something, they become engrossed in different thoughts
and the result is more or less mindfulness. As can be seen
from the analysis, the main reason for the lack of mindfulness
is that human thoughts are spread in different directions.
This may occur due to a lot of mental pressure. Much of
this article concentrated on the attention of students under
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different circumstances. From a student perspective, one can
be under pressure for various reasons. A scenario can be
depicted as a mid or final exam on the next day or a lot
of big homework but it may not be possible under current
circumstances. In most cases, a particular student may have
to study at home or run the household. To do that, more
time may be spent on tuition than studies. On the other hand,
economical pressures and family earnings also create a lot
of hurdles where it is difficult to meet own expenses. The
responsibility of the family members, overloaded daily chores
also create similar distractions. Even with great talents and
skills, study concentration becomes difficult under multiple
stresses and student outcomes deteriorate day by day.

On the other hand, in studies, behavioural activities often
play an important role in attention, potential skill develop-
ment, and many more. Recurring anxiety and depression lead
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to lower grades and poor performance which again increases
anxiety. This leads to an infinite loop and occasionally to
dropout [1]. Again study environments and related elements
like noise, level of comfort, number of people in one room
also affect attention level. Each learning experience may aim
to educate active learners but cannot meet the optimal out-
comes because certain main aspects of the education design
process are not taken into account. Student attributes, interior
requirements elements like manner of study, age, level of
maturity, and participation in developing educational envi-
ronments are critical [2]. Since so many things are connected
towards the attention of students an extensive survey has been
done to grasp the severity and various aspects of the problem.
For attention level detection eye and head movement are key
features that need to be interpreted [3], Eyeball movement
also plays a very important role when someone is reading,
writing, or browsing an article. Whereas steady movement
represents the thoughtfulness of the mind. As the movement
moves from left to right or from right to leftover time, it must
be understood that its attention is in order. With eyeball
movement, we need to pay more attention to whether there
is head movement. So, a unity system is needed where the
level of attention can be detected keeping in mind the eyeball
and head movement.

To define the scope and subsequent methods and esti-
mation is required to calculate the level of VFOA for a
target person when he/she is involved in reading, writing,
and browsing. Initial decisions must be taken to better define
important rules characteristics and care calculation based on
the mathematical model. The system has been implemented
with various types of people when they are reading, writing,
and browsing for evaluating the level of VFOA [4]. Video
clips of participants like students are taken individually with
four levels of attention, high, low, average, and no attention.
These video clips were further analyzed to find out the eye
and head movement pattern for attention level detection.
Fluctuation of attention has been tried to be analyzed in
different ways. Different methods are analyzed and evaluated
which was done by participants. Their attention has been
categorized with a focus on the eyeball, gaze pattern, and
head pose. Initial analysis has been made upon the atten-
tion level during reading, writing, and browsing. For the
analysis, some scenario has been created to simulate behav-
ioral cues during the different task. These scenario includes
doing the task with full attention, background noise, body
movement, phone call and habitual behavior like putting a
hand on mouth, biting nail and brushing teeth with a finger,
etc. [5].

The motivation of our study is to quantify the visual con-
centration of human attention on the current task (reading,
browsing, or writing case) of the targeted participants. The
major contributions of this research are:

« Collecting and Preparing a robust dataset from the visual
focus of human attention based on four categories (e.g.,
High, Low, Average, and No Attention), which contains
eyeball and gaze patterns.
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o To design, fine-tune and compare several deep learning
models on the created dataset and detect real-time atten-
tion using the best performing model.

o To build a robotic system to calculate the attendant’s
attention level that interacts with the user visually and
verbally if necessary.

In this manuscript, section 2 showed the literature review
of head, eyeball movement, and attention level calcula-
tion. Section 3 outlined the materials and methods, and
Section 4 discussed the various analyses results and dis-
cussion. Subsequently, Section 5 presents conclusions and
limitations.

Il. LITERATURE REVIEW

There are several researches that have been done on cal-
culating the attention level and establishing human-robot
interaction. Siriteerakul et al. [6] proposed a mathematical
model for detecting head movement using image process-
ing techniques. Mainly they used the Lucas-Kanade (LK)
algorithm for pattern recognition. To recognise the posi-
tion of the head, GentleBoost classifiers are used. But their
main limitation was that they processed video data from low
resolution-based BU datasets only, and did not check their
system with noise-based video data. Martin et al. [7] used the
movement of the head using an optical flow-based method
and gesture analyzer for the detection of head movement.
They named it OHMeGA analyzer. It requires the estimation
of the head motion. The presented performance evaluations
were under two conditions: controlled laboratory experiment
and uncontrolled on-road experiment. Results show an aver-
age of 97.4% accuracy in motion states for laboratory exper-
iments and an average of 86% accuracy overall in on-road
experiments. This study lacked any motion-based video or
noise-based video data analysis and did not do a fine-tuning
of the model without statistical analysis. A system was pro-
posed by the author SSA Abbas er al. [8] using Raspberry
pi for estimating the direction of the head and track human
using the Haar cascade classifier. The platform chosen for
their implementation of the study was in OpenCV-Python,
which is compatible with the Raspberry Pi 3. They can only
count humans by head detection, but they can’t track if the
same person re-enters the head scene. Mane and Surve [9]
have utilized computer vision methods to identify a person’s
head movement activity. They used KNN (K-nearest neigh-
bor) classifier for learning. They only use the UPNA (Public
University of Navarre) Head Pose Dataset for exploring head
movements of many users and apply KNN and SVM with
accuracy attained as 99.9% and 98.9%, respectively.

The objective of the article proposed by
O’Rourke et al. [10], is to detect the head movement of
raptors like Eagle to understand when they want to prey. Here,
head movement is classified into two types: Regular head
movements and Translational Head movements. They mainly
focus on Cooper’s Hawks, Red-tailed Hawks, and American
Kestrels. However, this study didn’t use any head camera
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and gaze tracker. The statistical data is stored according to
objects color, eye color, eye movement, the position of eyes
on the head, head sideways. Various recorded video files can
also be analyzed using MATLAB and OpenCV [11]. In this
article various geometric and chromatic features were used
as image-based features. A total number of 279 features were
extracted from the video and still more features to be added
in future as reported. Mittal et al. [12], used a distributed
camera set up to monitor the driver’s head movements, which
detect the driver’s head, provide initial estimates of the head’s
position, and sequentially find its position and orientation
in six degrees of freedom. The primary limitation of this
study is the failure of programs dependent on visual features
and behavioural controls to work in low lighting condi-
tions. Ramesh et al. [13] proposed an eyeball tracking and
detection-based computer vision technology. The system was
scripted using the MATLAB programming language. In this
paper, a pupil tracking-based computer mouse movement
application has been developed and implemented using a
webcam. A person has to sit in front of the computer’s web-
cam and make eyeball movements to work on the computer
screen. This system has not been tested using a separate
camera or a separate software system. Likewise, a triangle
similarity based eyeball movement detection can be obtained
when using Haar Cascade classifier for detecting the face
and eyeball area using Hough transform [14]. They did not
work on eye gaze tracking and did not get a success rate in
the case of downward eyeball detection, where the percent-
age of detection success reached 79%. Prasetya et al. [15]
proposed a method for the eye region box (both the vertical
and horizontal division) using the Haar Cascade method and
the KCF filter tracker with a low sensitivity level, where
the computational time was low. Utaminingrum et al. [16]
proposed a method for detecting the area of both eyes and the
Hough Circle Transform of an eye gaze position. It does not
work well in low-light conditions. Jyotsna et al. [17] proposed
a stress level measurement system with Eye tracker. A stress
level measurement system with Eye tracker was proposed
by the author that alerts the human while detecting more
blinks. It is reported that the eyeball movement works very
well for stress detection. But the multi-modal stress detection
system has not been applied as physiological parameters. The
eye detection and tracking system was also suggested using
classification techniques, and developed and tested to work
with 90% double detection accuracy [18]. This system has
not been tested on high-resolution-based images as different
types of head motion or colored background-based images.
Eye movement-based systems using HCI were used in [19],
where the actual period data stream is taken via webcam
using MATLAB. This system has not been tested on high-
resolution-based images and only works with a webcam
camera. Eye-tracking and gaze-based communication sys-
tems were presented by Kassner er al. [20]. It shows that
Pupil can deliver a regular gaze approximation correctness
of 0.6 degrees of graphic viewpoint (0.08-degree precision)
with a dispensation channel potential of only 0.045 seconds.
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The limitation of this paper is: it works for those users
who use contact lenses and eyeglasses. Bhaskar et al. [21]
proposed how to use the independent separation associated
with the optical illumination flow. The independent frag-
mentation allows for the rapid determination of possible
travel locations. They accomplished a 97.0% achievement
rate in sensing blink using the proposed method. This sys-
tem takes a lot of time for blink-detection, which is a
major obstacle to eyeball detection. Alam et al. [22] pro-
posed a Euclidean distance-based thresholding and geomet-
ric slope-based technique for gesture recognition with an
overall accuracy of 91.95%. In addition to RGB cameras,
3D camera modules can be used for recognition. The same
author also detected trajectories [23] with 99.32% accuracy
using LSTM and Convolutional Neural Network (CNN).
In the detection and segmentation paradigm, image-based
surveillance systems play a significant role. Mondal ez al. [24]
examined several tracking and classification-based surveil-
lance systems as well as their benefits and drawbacks. The
authors mentioned challenges such as unusual orientation,
presence in occlusion, and variation in illumination, all of
which are important for recognizing human attention. Human
attention can be extracted from the gesture and position of
the human body, particularly from the eyes. Dutta et al. [25]
has provided a comprehensive review on vision tracking
algorithms. To achieve a certain level of accuracy, machine
learning methods required appropriate parameters such as
loss function optimizers. According to a recent study [26],
Adam is one of the most useful optimizers. Again, LSTM is
used for classification and analysis tasks due to its unique
ability to remember and forget parts of data [27].

A visual attention-based system was proposed by
Yang et al. [28] using Eye movement indicators, where
ANOVA as well as t-test investigation were employed. For
multimedia presentations, attention is calculated based on
eyeball movements, where the presence of images and text
on a slide increases the attention and the presence of images
alone reduces the attention. The limitation in this study is that
it has been done only with the available data of the students
through a multimedia slide presentation. Voice examination
and the head-turning system were introduced by the author
in the paper [29], where the author used a mixture of when
speaking among persons, where the detection of head-turning
sector’s success rate was 87.7%. The ROMEO2 project
has been implemented to create a human-robot interaction
system whose job is to work as an assistant to the people
with loss of autonomy. The main limitation of this work is
that their dataset was small while the audio and video cues
weren’t combined. Comparatively, Frutos-Pascual et al. [30]
calculated the attention skill from various children aged
between 8 to 12 years using their gaze shapes and commu-
nication with eye-tracking instruments. The author achieved
88% classification accuracy using a random forest classifier.
The main limitation is that they work with very little data
(only 32 children in Spain), and the processing speed of
the system is slower. Another paper has also used almost
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similar approaches of eye-tracking technology in the case of
calculating the students’ visual attention from a web-based
interface [31]. Among 500 students, 50 out of 10 groups were
tested (based on Force Concept Inventory or FCI question on
Physics) on the web system and attention level calculation
was done through eye tracker. This system is based on
problem-solving purposes only. Peng et al. [32] suggested
the Interest Meter (IM), a system that adopts blink discovery,
jerk detection, head gesture detection, and facial appearance
appreciation to measure users’ attention. The primary limi-
tation of this study is that different types of head orientation
are not recognized here. In the paper [33], thirty-five images
that contain numerous parts of interest were shown to ten
applicants, where the eye movements were documented using
a head-mounted EyeLink-II system, the key issue here is
how the construction site workers can keep their minds on
hazardous situations. They have worked with only 12 workers
and a half to collect data by analyzing in various ways.
Viola-Jones object detection algorithm can also be utilized
for similar facial feature detection [34]. The algorithm is
trained with some attentive and inattentive faces, and had
14% false positives when the alt-tree training file was used.
In the context of this study and the proposed practical use of
the technology, this is considered low enough. In the case of
detecting faces, images with or without faces are required,
and the dataset needed to be large for accurate prediction.
A real-time monitoring system [35] was proposed to detect
driver fatigue/drowsiness, where the Haar Cascade file is used
for detecting the face. The main limitation of this study is that
the system fails to work if there is a lack of light and the driver
wears sunglasses. The AdaBoost algorithm can adjust the
weight of the sample according to the classification error rate
of the weak classifier. The AdaBoost algorithm constructs
a solid classifier with the lowest error rate. The human
eye detection algorithm based on AdaBoost is suggested in
another paper [36]. Boosting is a fusion of multiple classifiers
that progress the classification presentation of the common
methods. The essence of the boosting algorithm is to use a
different subset for iterative training on weak classifiers and
conduct weighted training on samples until higher accuracy is
achieved. To indicate the level of attentiveness, the percentage
age of eye closure (PERCLOS) system was introduced by the
author Dasgupta et al. [37]. They also used Haar-like features
for face recognition and the Kalman Filter for monitoring.
The system proposed by Canedo [38] uses computer vision
methods for observing classrooms. The system can perceive
the face detection correctness rate with low resolution in a
classroom setting. The main limitation of this study is that
if there are any participants outside the fixed position sitting
on the chair, their attention cannot be calculated. Moreover,
a static database has been used in that study for student
identification. Mastronardi et al. [39] proposed a system
that facilitates distance learning, which means it provides
education beyond the physical barriers. It uniquely identifies
the users. It implements facial detection and recognition.
The main limitation of this study is that this system works
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by creating a database of everyone in advance with a static
bio-metric approach. No hybrid approach has been adopted,
which is a major limitation in that study. Another study [40]
proposes driver drowsiness and distraction-based systems
while the driver is looking ahead. The main limitation of that
study is that fewer users were tested in this system, where the
test time was much shorter. The author proposed multiple
choice-based eye-tracking systems [41], while calculating
visual attention using MATLAB programming language.
Again, an eye-tracking based student’s visual attention-based
system is implemented by Klein et al. [42], where the
student’s mean response sureness result for right answers
(74%) was higher compared to incorrect answers (67%).
The main limitation of both of these studies is that due
to the multiple choice-based question and answer system,
everyone has to pay more attention while answering, and
a lot of time has been wasted to select the answer, which
slows down the performance of the system. Facial appear-
ance and emotions-based structure was proposed using an
API formed by OpenCV [43]. The main limitation of this
study is that the system is built with a simple webcam and
GUI-based C# desktop application, which does not work
on mobile systems and does not work with sunglasses.
Masse et al. [44] explain how to track the gaze and use visual
focus of attention (VFOA) based approach in the context of
social contact. The author proposes a Bayesian state-space
model that takes advantage of the association between head
motions and eye gaze, and on the other hand, determines
the correlation between the visual concentration of attention
and eye gaze. The biggest drawback here is that when two
persons are looking at each other, the attention level cannot
be computed. In another article, Hung et al. [32] proposed an
Interest meter system to measure users’ reactions and interest.
Head and eye movement and related features have been
the main focus of this article Context-aware algorithm has
been utilized to generate interest scores and user emotional
state.

In our earlier study [4], we have established a human—robot
interaction system to detect the visual focus of atten-
tion (VFOA) based on human attention (in case of both read-
ing and browsing purposes). The system detects the person’s
current task (attention) and estimates the level by detecting
the head and estimating the eye region, especially detected
iris center within the eye area (gaze pattern calculation). The
system also determines the interest or willingness of the target
person to interact based on a certain level of VFOA. Then,
depending on the level of interest of the target person, the sys-
tem generates awareness and establishes a communication
channel with him/her.

Moreover, our other study [5] has offered various machine
learning approaches for predicting the level of visual focus
of a human’s attention. Using data collected from survey
reports (environmental data) and eyeball data (eyeball move-
ment, reading time, and head turn) while reading an article,
a dataset with each participant’s attention level was formed.
Eight different classifiers Logistic Regression, Support
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Vector Machine (SVM), Decision Tree, K-Nearest Neighbor
(KNN), AdaBoost, Multilayer Perceptron (MLP), Extra Tree
classifier, and Voting Classifier were trained for classify-
ing the participant’s attention level into three classes: High,
Average, and Low. In that study [5], the Logistic Regression
achieved the highest accuracy of 96% outperforming others
in predicting these classes, whereas the aggregated weighted
Voting Classifier attained an accuracy of 95%. As a reported
future work of that study [5], here in this work, we are inter-
ested to employ deep neural networks since it has the potential
to further enhance the system’s performance to near-human
level judgements.

Ill. MATERIALS AND METHODS

Here we present our proposed deep-learning based frame-
work for human-robot interaction system as depicted
in Fig. 1. The overall methodology is composed of sev-
eral components. First, from the robotic interfaces and sen-
sors, necessary real-time image frames were captured. Next,
the eyeball and head have been extracted from the image
frames, which was followed by a gaze estimation through
the eyeball movement. If the participant is constantly seeing
something, then it was understood that he had no atten-
tion. Otherwise, the attention level is calculated and if the
system finds that attention level as ‘low’ during checking,
then it initiates a verbal communication with the participant.
On the other hand, the system remains noninteractive with the
participant.

A. DATA COLLECTION

To measure the impact of VFOA, a group of student partic-
ipants (where the range of a participant’s age is 20 to 31,
and the average age is 24) has been video-recorded while
studying (i.e. reading and writing) and web browsing very
intensely at different times of a day. From 400 participants,
a complete dataset of video recordings was constructed with
a total of 2705, 2668, and 3165 for three categories, i.g.
reading, writing, and browsing, respectively. The data in each
of those categories were then further classified as ‘Low’,
‘Average’, ‘High’, and ‘No’, based on how long a partic-
ipant’s attention had been on their work. The number of
eye movements, head movements, and time elapsed in sec-
onds for each of those tasks had been calculated [see the
Detection and Segmentation sections below] and collected
in a spreadsheet after labelling them according to the atten-
tion level. In total, the dataset contains 10197 values; where
2954 values of no attention, 1961 values of low attention,
1659 values of average attention and 3623 values of high
attention has been labelled. The labels for the attention level
‘none’, ‘low’, ‘average’, and ‘high’ were categorically one-
hot encoded for four output. Table 1 represents the data
distribution among different attention levels and activity. For
training any classifier algorithm, the data was split into two-
part, training and testing sets. The testing set contained 20%
randomly selected data, and the training set contained the
remaining 80%.
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FIGURE 1. Schematic diagram of our proposed human-robot interaction
system empowered by deep learning models.

TABLE 1. Classification of collected video recordings of participants’
reading, writing and browsing based on their attention level.

Category No Low | Average | High | Total
Reading (400) 997 632 670 1076 | 3375
Writing (400) 864 602 476 1202 | 3144

Browsing (400) | 1093 | 727 513 1345 | 3678
Total 2954 | 1961 1659 3623 | 10197

B. ARCHITECTURAL DEVELOPMENT

1) HUMAN-ROBOT INTERACTION SYSEM

The human-robot interaction system was built with a modular
robotic infrastructure that is equipped with local computation
and power systems. For computational units, a Raspberry pi
3B+ has been used. The computational unit is consists of sev-
eral separate blocks that co-operated with each other. These
hardware blocks are for video capture, camera movement,
real-time output through the LCD panel, and a sound system
for verbal communication. A physical structure was built with
an aluminium frame and additional material to accommodate
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FIGURE 2. Various components and their inter-relation in robotic
interface.

necessary parts. An additional AC power supply also was
added for the wall plug. This was also supported by a DC (bat-
tery) power supply in the case of modular operation. Fig. 2
depicts the overall diagram of the robotic interface, for which
the detailed description are presented below:

2) VIDEO CAPTURE MECHANISM

The first challenge for capturing a participant’s video was
that the distance between robotic cameras the user should
be optimal, as attention level may not be correctly predicted
if its facial area is not visible enough due to distance from
the camera. To resolve this issue, two camera modules were
used as the video capture mechanism. Using a proprietary
connection, a Raspberry Pi camera is wired directly to the
Raspberry Pi. Another USB webcam is connected via a
USB-A port on the Raspberry Pi. The Pi camera has been
strictly used for the web browsing attention level calculation
whereas a USB camera has been used for reading and writing
attention level calculation since it can easily be placed with
the book, reading, and writing material. A demonstration of
this video-capture module is shown in Fig 3.

a: CAMERA MOVEMENT PROCEDURE
The Pi Camera was set on the top of the servo motor, which
allows for horizontal scanning. This scanning consists of a
10 Degree step size i.e: the servo moves 10 degrees at a time.
Then the camera captured frames and extracted facial fea-
tures within the images based on the discussed methods in
the following section. A threshold value has been set to filter
how many frames to be considered to the algorithm before
any movement. If user = 0, that indicates that there is no
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FIGURE 3. Video capture mechanism for reading, writing and browsing
session using Pi camera and external USB camera.

Algorithm 1 An Algorithm for Camera Movement
Angle < 0
Increment < 10
Thrs < 5
while true do
Count < 0
Capture_Frame < image_frame_from_video
Count < Count + 1
User < CountUser(Capture_frame)
if User == 0 then
if Count > Thrs then
Angle = Angle + Increment
RotateServo( Angle )
if Angle < 10 then
Increment = 10
else if Angle > 170 then
Increment = —10
end if
else
go to CaptureFrame()
end if
end if
end while

user in the current frame. Then we move the camera angle
slightly using servo motors and capture frames again to find
out if any user is present or not. This stage is repeated until
the user is found in the captured frame. Algorithm 1 depicts
the overall procedure for camera movement and scans a user
for attention level calculation. The USB camera has been
stationary and could be attached to the target participant’s
reading or writing materials. If there’s no user present at the
current frames, the servo will move again 10 degrees in the
same direction. The servo has been set to scan for O degrees
to 180 degrees, and then back to O degrees. Raspberry pi
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camera has a field of view of 62 degrees. 10 degrees has
been selected as the movement angle. The device has been
implemented keeping the mindset of human recognition up
to 3 meters and the human head is approximately 17 cm
in width. Now ‘T’ is the arc length of a circle of s = r¥x,
where the radius is r and the central angle is x in radians, so,
the Degree = 0.17*170/3 = 10.2. Hence, the rotation for each
turn is selected as 10 degrees.

3) VISUAL OUTPUT

Visual Output is achieved with a seven-inch Raspberry Pi
display. This display uses an HDMI connection for receiving
signals from the Raspberry Pi. Hence an HDMI to HDMI
cable has been employed to connect both ends. The video feed
captured from the cameras is directly streamed to the display
with the annotated eyeball, head movement, where the user
looking at, and their current attention level.

4) VERBAL COMMUNICATION

Since the robotic system has insufficient computing power,
a voice message mechanism is introduced for added conve-
nience, instead of text-to-speech. This component can only
play pre-recorded messages, which are saved in the system’s
internal memory. In the case of a user being out of the camera
frame, a voice message has been set to alert the user. Again if
the user’s attention level becomes too low, another message
for increased concentration has been set to be played.

C. DETECTION AND SEGMENTATION
1) PUPIL POSITION DETECTION
Detection and segmentation of facial features are compulsory
for the precise calculation of eyeball and chin movement.
The histogram of oriented gradients (HOG) is an ideal fea-
ture of the facial image [45]. HOG-based feature detection
is implemented in the ‘DLIB’ library, which is used for
head and eye movement. Since it is widely used for object
detection, and in the robotic system, frames were captured
when the camera was in a stationary position. In factors
influenced by an object, the technique counts instances of
gradient orientation. The gradient has been calculated with
orientation binning and turned into descriptor blocks. Then
these blocks were normalised and used for training a sup-
port vector machine classifier was used to be trained. The
‘Dlib’ [4], a python library is used for this purpose, which
is capable of calculating HOG-based features. In this work,
the shape68 predictor [4] has been implemented to match
the bounding box coordinates from the detection algorithm.
Shape68 is a pre-trained landmark detector of the DIib library.
It calculates 68 coordinate points to map facial features. Dlib
library has been used to isolate the face and eye from the
rest of the image. Then the image was blurred to smooth and
reduce the noise if exists. Next, it was converted into black
and white followed by the contour estimation of the pupil.
The black and white conversion requires a threshold value,
where, if any pixel is greater than this threshold value, then
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FIGURE 4. Pupil position detection using face detection, eye
segmentation and thresholding.
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FIGURE 5. Extraction of eye using 6 point.

the pixel will be set as white, otherwise the pixel will be set
as black. Since each image can be captured with different
lighting conditions and scenarios, this threshold value also
needs to be automated. Thus an adaptive algorithm is devised
to calculate the threshold value where the mean pixel value
of the first few frames is calculated and that ought to be the
threshold value. Fig. 4 represent above-mentioned method for
pupil coordinate calculation.

2) EYE MOVEMENT

The overall eye movement calculation part is divided into
three parts: eye extraction, pupil’s centroid coordinate detec-
tion, and eyeball movement counting.

a: EXTRACT EYE

Using shape68 predictor [4], we get 6 border coordinates P
=pl, p2, p3, p4, pS, p6 of each eye in Fig. 5. We calculated
the minimum and maximum values for the x-axis points and
y-axis points from these coordinates.

Xmin = min(x_axis_points_of _P) (1)
Xmax = max(x_axis_points_of _P) 2)
Ymin = min(y_axis_points_of _P) 3)
Ymax = max(y_axis_points_of _P) “4)

Note, (Xmins Ymin)s Xmins Ymax)> Xmax s Ymin) a0d Cnax » Yimax)
are the corner of the smallest rectangle, which can cover the
full eye [Fig. 5]. Next, we added a margin, m = 5 around each
of the four sides.

Xonin = Xnin — M (5)
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Xmax = Xmax +m (6)
Yimin = Ymin —m @)
Yiax = Yipax +m (8)

Finally, we achieved the coordinates (Xuin, Ymin)s
(Xmins Ymax)s Xmax s Ymin) @0d (Xmax , Ymax) to extract a full eye
and create a new frame with the features of that isolated eye.
Hence, the coordinates of the the eye center was considered
to be the center of the new frame.

(Xcenters Yeenter) = (height /2, width/2), )

where height and width are the dimensions of the eye frame
and (Xcenter » Yeenter) 18 the coordinate of the center of the eye
frame.

b: DETECTING PUPIL’S CENTROID COORDINATE

After getting the isolated eye, we conducted several steps to
detect the coordinate of the iris. At first, we slightly blurred
the image to remove any kind of noise. To remove the back-
light, we erode the image. After that, we binarized the image
to get only black and white pixels. Here, we considered the
black pixels as the contour. Finally, we calculated the centroid
of the contour and considered that value as the position of the
pupil’s centroid coordinate.

¢: COUNT EYE MOVEMENT

To count the eye movement, we check whether the participant
was looking left or right. If it was looking at the left side on the
current frame but was looking at the right side on the previous
frame, we considered that incident as eye movement. To find
out this, we calculated the horizontal ratio of the pupils of
both eyes, which can be calculated by the following formula:

T — (10)

2 % Xcenter — 10°
where hr is the horizontal ratio. If the average of the horizon-
tal ratio of two eyes was greater than 65%, then we consider
that the person is looking to the right, and if the average
horizontal ratio is less than 35%, then it is looking to the
left. The situation between 35% and 65% indicates that the
participant is looking at the center.

3) HEAD MOVEMENT

At first, we detect four coordinates (pl, p2, p3, p4) from a
frame using shape68 detector in the Fig. 6. Where pl is the
midpoint of the two eyes, p2 is the leftmost point of the left
cheek, p3 is the rightmost point of the right cheek and p4 is
the bottom-most coordinate of the chin. Next, we calculated
the pair-wise distances for (pl, p2), (p2, p4), (pl, p3), and
(p3, p4) by the following formula:

dis = \/(x—xl)2)+(y—yl)2 (11)

If the summation of distance from p2 to p1 and p4 is greater
than the summation of distance from p3 to p1 and p4, then the
participant is looking at the left part of the screen, and he was
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FIGURE 6. Head movement detection using 4 facial landmark point.

looking at the right part of the screen otherwise. Same as ‘eye
movement count’, If the participant is looking at the left side
on the current frame and also at the right side on the previous
frame, we consider this incident as a head movement.

D. MODEL DEVELOPMENT

1) ANN

Here, in this study, an Artificial Neural Network (ANN) was
used for modelling attention level estimation. Different layers
were stacked in a sequential style to predict the output. The
particular ANN model has the following layers:

Dense Layer: Dense layers are fully connected to the
previous layers. Each neuron of a dense layer is connected to
every neuron in the following layer. The value of each neuron
is multiplied by some weighted numbers, and then summa-
rized in subsequent neurons. This weighted value changes
according to a given input and output data. An activation
function, typically Rectified Linear Unit (ReLU), was applied
in the hidden layers. Softmax or sigmoid activation function
typically applied to the output dense layer for prediction,
where in this study we have used the softmax function.

Batch normalization: The summation of weighted value
can vary significantly after a finite amount of data being
trained. Thus it creates highly expensive computation as well
as overflow. To overcome this issue, re-centering and rescal-
ing were applied to the input layers. Batch normalization
undertakes similar procedures with a batch size to stabilize
the learning process.

Dropout layer: This is a regularisation technique to reduce
or remove oscillating weights. Drastic changes in weight
values may indicate that the network is unstable or the corre-
sponding neurons have a lower effect on the detection proce-
dure. Thus the dropout layer was applied to avoid over-fitting
problems.

The proposed ANN architecture consists of a total of 8
layers including dense and batch normalization layers. The
dropout layer has been deducted in the fine-tuning pro-
cess. Since the three input attributes (i.e., ‘Time duration’,
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Output Layer

FIGURE 7. Proposed ANN architecture layer organisation and parameter.

‘Head movement’, and ‘Eye Movement’) and four output
labels (i.e., ‘Low’, ‘Average’, ‘High’, and ‘None’) have been
defined in our problem statement, the input dense layer con-
tains three neurons. Three hidden dense layers with batch nor-
malization have been utilised subsequently. Each of the dense
layers contains 16, 64, 16 neurons with ReLU activation.
Intermediate batch normalization increases the stability and
performance of the network. The output dense layer utilizes
the softmax as an activation function. Adam has been used in
architecture as an optimiser. The proposed ANN architectures
description is given in Fig. 7

2) RNN-LSTM

In addition the ANN, a Long Short Term Memory (LSTM)-
based Recurrent Neural Network (RNN) also has been imple-
mented for attention level detection. RNN is typically used
in time series data but it can also be used in classification
tasks [5]. As they take data from previous inputs to affect
the present input and output, they are characterized by their
memories. A variant of an RNN is a long short-term memory
network (LSTM) network that helps to efficiently record past
knowledge in memories. The network’s sensitivity to inputs
decreases over time when new inputs replace the activation
of the hidden layer and the network tends to forget the first
inputs, a phenomenon known as the ‘vanishing gradient’
problem. An LSTM network is similar to a regular RNN,
although the hidden layer summation units are substituted by
memory blocks. The multiplicative gates enable LSTM mem-
ory cells to preserve and obtain information over extended
periods, reducing the vanishing gradient. In one LSTM cell,
three gates were present: an input gate with fanh and sig-
moid activation, a forget gate with sigmoid activation, and
an output gate with sigmoid and tanh activation. Proposed
RNN-LSTM networks contain several layers. The input layer
has three units since the input dataset contains three columns.
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FIGURE 8. Proposed RNN-LSTM architecture layer organisation and
parameter.

Subsequent four LSTM layers were been added to the model
with 32, 64, 128, 256 units respectively. 10% drop out was
also added to each LSTM layer to reduce over-fitting. These
LSTM layers have been set to return sequence to the previous
layer if necessary.

Next, to conduct classification, fully connected layers were
added subsequently. Rectified linear units (ReLu) was used as
and activation functions in dense layers. Dropout and batch
normalization also added to reduce over-fitting issues. The
sequences of fully connected, drop out and batch normaliza-
tion repeated two times, then another dense layer is added
as output with four units. Sigmoid was used as an output
layer activation function. The ‘Adam optimiser’ was used as
an optimiser function along with the binary cross-entropy as
the /oss function for the proposed architecture. The proposed
RNN-LSTM architectures description is depicted in Fig. 8.

IV. EXPERIMENTAL RESULT AND DISCUSSION

The experiment has been conducted using two devices.
The initial training was conducted on a separate computer
equipped with an intel core i7 processor, 16 GB ram, and
4GB Nvidia 920mx GPU. Both ANN and RNN architectures
have been trained with the trial and error basis for fine-tuning
the model. A mini-batch of size 500 was used to run the
calculation on a low-specification computer. The final trained
and tested model was loaded into the Raspberry Pi 3 module
for attention calculation. Raspberry pi cameras and separate
webcams were used for capturing video. An additional servo
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motor has been added for manoeuvring and a sound system
for playing voice message.

A. EVALUATION MEASUREMENTS

To evaluate the performance, at first we calculated the confu-
sion matrix. The confusion matrix compares predicted output
to actual output and calculates true positive (TP), true neg-
ative (TN), false positive (FP) and false negative (FN), and
based on those values, the several performance metrics are
evaluated, which are described below:

Accuracy Accuracy is the measurement of how many
predictions are true including both true positive and true
negative. Which is then divided by the total number of predic-
tions. Accuracy represents the percentage of both correctly
predicted instances that match with the true output class.
Accuracy values depend on not only the class that should be
correct but also not predicting other classes as correct.

TP + TN

Accuracy = (12)
TP+ TN +FP+FN

MSLE Mean squared logarithmic error (MSLE) is the
average of the squared difference between logarithmic pre-
dicted (pr) and logarithmic actual (ac) output. MSLE penal-
izes models by estimating logarithmic differences, and can
also be interpreted as a correct prediction ratio. For taking
logarithmic error both small and larger difference in pre-
diction and true class, MSLE penalizes both types of error
approximately the same.

3 (log(pr) — log(ac))*

MSLE = (13)
n

MAE Mean absolute error is simply the absolute value of
the difference between predicted (pr) and actual (ac) output.
MAE is useful if both of the compared data instances have
the same scaling, in this article which is predicted and actual
attention level.

MAE :fracz |pr — ac|n (14)

Recall Recall represents the percentage of positive label
retrieval with total predicted and actual positive output. In the
scope of attention level, among all the user, it represents how
many of those are truly attentive by the prediction.

TP
Recall = —— (15)
TP + FN

Precision Precision represents the percentage of positive
correct predicted output. It is the ratio between predicted true
and total prediction. The question precision answer in this
scope is: among the predicted user who has a certain level
of attention, how many are true.

. P
Precision = —— (16)
TP + FP

F1-Score F1-Score is the harmonic average of precision
and recall where Score adds extra weights, accurate evalua-
tion of precision or recall rather than the other. For attention
level detection, predictor performance mostly depends on the
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FIGURE 9. Epoch-wise evaluation measurements of ANN, ANN2, ANN3,
ANN4 and LSTM.

correctly predicted true class. Since false negative and false
positive both are taken into account in F1-Score, it is rather
more useful than other statistical measures.

2 % Recall % Precision
F1 — Score = — 17
Recall + Precision

AUC The AUC of a model describes how well it can dis-
criminate between classes. AUC represents aggregate mea-
surements of the true positive and true negative rates. True
positive prediction is weighted more heavily than true nega-
tive prediction by AUC.

B. COMPARATIVE ANALYSIS

Since customized data is used for the experiment, direct per-
formance comparison with other recent literature is unavail-
able. For this reason, several ANN and RNN models have
been designed to find out the final model with the best perfor-
mance. Each of the models has been trained for 100 epochs.
In these experiments, the ANN models perform better than
the RNN-LSTM model. Thus multiple ANN models and their
results have been calculated to find out the optimised model.
Different models that contribute to the selection of the better
model are given descriptions of the parameters and statistical
measurements Fig. 9 respectively are below:

ANNI1: Total three hidden dense layers with 16, 64,
16 units, and three batch normalization were used in this
model. The output dense layer had softmax activation, the loss
function was the binary cross-entropy and the optimiser
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was Adam. After training, it achieved a validation accuracy
of 99.24%, F1-Score of 0.984, and AUC of 0.999.

ANN?2: Total four hidden dense layers with 16, 256, 512,
256 units, and four batch normalization and dropout were
used in this model. The amount of dropout was 25%. The
output dense layer had softmax activation, the loss function
was binary cross-entropy and the optimiser was Adam. After
training, it achieved validation accuracy of 98.38%, F1-Score
of 0.968, and AUC of 0.999.

ANN3: Total three hidden dense layers with 16, 64,
16 units, and three batch normalization were used in this
model. Output dense layer had sigmoid activation, the loss
function was the binary cross-entropy and the optimiser was
rmsprop. After training, it achieved a validation accuracy
of 98.37%, F1-Score of 0.967, and AUC of 0.999.

ANN4: Total three hidden dense layers with 16, 128,
32 units, and three batch normalization were used in this
model. The output dense layer had softmax activation, the loss
function was categorical cross-entropy and the optimiser
was Adam. After training it achieved a validation accuracy
of 99.15%, F1-Score of 0.983, and AUC of 0.999.

RNN-LSTM: Total four LSTM layers and two dense
layers, batch normalization, and dropout were used in this
model. The output dense layer had sigmoid activation, the loss
function was binary cross-entropy and the optimiser was
the Adam. After training, it achieved a validation accuracy
of 97.79%, F1-Score of 0.961, and AUC of 0.991.

C. DISCUSSION

The deep learning model has been designed upon the initial
data analysis discussed in the previous section. Since input
contains three variable and output consists of four classes,
to compute their correlation, hidden layers have been utilized
between the input and output. Weights on nodes and edges
allow for the adjustment of communication signal strengths,
that can be strengthened or reduced by a prolonged period.
ANNs should project the test data based on the training
and subsequent adaptation of the matrices, node, and edge
weights. Batch normalization has been added with a hidden
layer to cope with overflow and over-fitting. RNN-LSTM
model has been also designed to find out possible relations
with a time dimension and input data. Since LSTM layers
are computationally expensive, dropouts are added for reduc-
ing unnecessary neurons. A trial and error method has been
followed to set the different parameters, neurons, and layer
numbers. These parameters include different loss functions
such as binary cross-entropy, categorical cross-entropy, mean
squared logarithmic error, mean absolute error; and different
optimiser algorithms such as rmsprop and Adam. After fine-
tuning, the best performing model with its performances
metrics has been found.

1) TIME COMPLEXITY
Let Ny, N2, N3, N4 ...N,, are the neuron numbers in each
layer. Then the complexity of any neural network can be
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defined as:

where, Epoch (E) = 100 and Train Size (T) = 10197

ANNT : 100 % 10197 % (3 * 16 + 16 * 64
+64%16+16%4)=2.2%10°

ANN2 : 100 % 10197 % (3 % 16 + 16 % 256 + 256 % 512
+512 %256 + 256 % 4) = 2.72 % 10!

ANN3 : 100 % 10197 x (3 % 16 + 16 % 64
+64%16+16%4) =2.2%10°

ANN4 : 100 % 10197 % (3 % 16 + 16 % 128
+128 %32+ 16 % 4) = 6.44 % 10°

LSTM : 100 % 10197 % (3 % 32 + 32 % 64 + 64 *« 128
+ 128 % 256 + 256 x 1024 + 1024 x 256
+256%3)=5.79 % 10'!

From the complexity perspective, the LSTM model has
the highest complexity although it has lower test and val-
idation accuracy than other models. The ANNI1 model has
been calculated as the lowest time complex model among
all other models. Though LSTM provides more robustness
due to its unique characteristic to process time-series data,
it suffers lower statistical performance due to the smaller
dataset, input, and output size. If the inclusion of time series
data can be omitted, ANN1 training metrics closely follow
the validation metrics, which probe to more robustness. The
difference between ANN1 and ANN3 is that ANNI1 has been
implemented with ’Adam’ [26] and ANN3 has been imple-
mented with ‘rmsprop’ optimizers, where ANNI1 superior
results reflect the former one to be the best suited as an
optimizer in this context. The results can be further improved
by using more epochs and further fine-tuning.

To compare various ANN and LSTM models, the val-
idation accuracy, F1-Score, and AUC of different models
are estimated and depicted in Fig. 10. Training accuracy
is omitted because a different number of parameters makes
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models prone to under-fit, which in turn creates higher train-
ing results. It can be easily observed from the figure that
ANNT1 performance is better than other models. LSTM-RNN
models have performed poorly since the dataset only contains
time-independent structured data.

The deep learning model has been saved with the cor-
responding weights to implement in a real-world scenario.
As described in methodology the ANN saved model then
implanted into the raspberry pi device to conduct head
detection, pupil detection, and movement algorithms. The
human-robot interaction system has been deployed to specify
the applicability of the proposed machine learning models
and overall robotic features. The rest of the mechanism in
the system mostly rule-based features that enable easier tran-
sition and communication between a user and the systems.
Though it can be prone to slower response than the regular
computer as a result of using raspberry pi with multiple mod-
ules and algorithms. Two directional scanning using servo
motors enables searching and locking of user position, thus
the system can be Independent of being positioned in certain
places. Users can better understand the system’s output by
using verbal and visual communication.

V. CONCLUSION

In this study, we have analyzed the reading, writing and
browsing categories of videos from a range of participants
and created a dataset. A deep learning-based architecture has
been proposed, which is used to categories the dataset into
four classes of attention level (low, average, high, and none).
A robotic system has been implemented with the trained
model to calculate attention level in real-life scenario. Since
the performances of deep learning algorithms depend on a
large amount of data, we postulate that a dataset larger than
our’s could lead to better prediction. Another limitation of the
proposed system is that it used various libraries for detection
and segmentation. Completely custom algorithm design may
also provide better results, which are to be solved in our future
works. Nonetheless, this research work provides multiple
aspects of deep learning and human-machine interfaces for
human attention level calculation for further integration into
human-robot interaction.
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