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ABSTRACT Cluster analysis using metaheuristic algorithms has earned increasing popularity over recent
years due to the great success of these algorithms in finding high-quality clusters in complex real-world
problems. This paper proposes a novel framework for automatic data clustering with the capability of gen-
erating clusters with approximately the same maximum distortion using nature-inspired binary optimization
algorithms. The inherent problem with clustering using such algorithms is having a huge search space.
Therefore, we have also proposed a binary encoding scheme for the particle representation to alleviate
this problem. The proposed clustering solution requires no prior knowledge of the number of clusters and
proceed with the process based on re-clustering, merging, and modifying the small clusters to compensate
for the distortion gap between groups with different sizes. The proposed framework’s performance has been
evaluated over a wide range of synthetic, real-life, and higher dimensional datasets first by considering
four different binary optimization algorithms for the optimizer module. Then, it has also been compared to
multiple classical and new clustering solutions and two other automatic clustering techniques in continuous
search space in terms of separation and compactness of the clusters by utilizing internal validity measures.
The experimental results show the proposed solution is highly efficient in creating well-separated and
compact clusters with approximately the same distortion in most datasets. Moreover, the application of
the proposed framework to the correlated binary dataset is also reported as a case study. The presence
of correlation in a dataset results from the similarity between data points in the same category, such as
repeatedmeasurements in remote sensing, crowdsourcedmulti-view video uploading, and augmented reality.
Simplicity, customizability, and flexibility in adding extra conditions to the proposed solution and having a
dynamic number of clusters are the advantages of the proposed framework.

INDEX TERMS Automatic data clustering, binary search space, binary clustering, cluster-level constraint,
distortion, dynamic clusters, nature-inspired optimization algorithms.

I. INTRODUCTION
The increasing penetration of artificial intelligence tech-
nologies and the widespread usage of sensors, networking
devices, and IoT smart applications in people’s daily lives
impose massive amounts of unstructured data into wireless
networks every day. This massive volume of data is extremely
beneficial in data analysis, social sciences, and many other
modern applications if it is appropriately classified and ana-
lyzed in a meaningful way [1], [2]. Clustering is a popular
unsupervised data analysis technique that captures the nat-
ural structure of a dataset and places similar objects into
a set of groups to simplify the process of analyzing and
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understanding information coming from different sources.
As a result, objects within a cluster are expected to be more
similar to each other. Nowadays, clustering analysis methods
are being widely used in many fields such as wireless sensor
networks, mobile networks, image and video processing, and
data summarization [3]. In some applications of wireless sen-
sor networks, having clusters with approximately the same
distortion (radius) is desirable, while there is no prior infor-
mation to specify the exact number of clusters in most cases.
One example is designing compression schemes for the nodes
in distributed source coding problems [4], [5]. Distributed
source coding problem considers the compression of multiple
correlated information sources that are statistically dependent
but physically distinct. Requiring an appropriate clustering
solution in such applications motivated us to propose an
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automatic clustering framework that can create compact and
well-separated clusters with approximately the same distor-
tion without requiring any extra information.

Assigning all objects correctly to different groups and
determining the optimal number of clusters are the two funda-
mental challenges in automatic data clustering problems [6].
The number of combinations in assigning m objects into K
groups is calculated by the Stirling number of the second
kind:

S(m,K ) =
1
K !

∑K

i=0
(−1)K−i

(
K
i

)
(i)m (1)

On the other hand, the size of the search space for deter-
mining the optimal number of clusters is calculated by the
Bell numbers described by:

B(m) =
∑m

K=1
S(m,K ) (2)

Moreover, it has been shown [3], [6] that finding an opti-
mal solution for the clustering problem is NP-hard when
K > 3. These problems become evident, especially in the
case of having a high-dimensional dataset or dealing with
non-overlapping clusters having the potential of being differ-
ent in density, size, and shape.

Over the years, an extensive number of clustering algo-
rithms have been proposed for different types of data, algo-
rithms, and applications. In general, partitional and hierarchal
clustering algorithms are two main approaches for cluster
analysis in the literature [3], [6]–[12]. The partitional algo-
rithms can be performed in two different modes: hard and
fuzzy. In the hard-clustering algorithm, each pattern only
belongs to one cluster, while in the fuzzy clustering algo-
rithm, different membership degrees are assigned to each
pattern in a group. Partitional algorithms are often non-
deterministic. These algorithms require a priori knowledge
of the number of non-overlapping clusters [3], [7]. The well-
known K-means method is a famous example of this type that
is initialized with a random solution and tries to partition a
given dataset into a predefined number of clusters. Although
it is an efficient and robust algorithm, the results are strongly
dependent on the initial random guesses. Furthermore, this
algorithm computes the local minimum and cannot guarantee
the global optimum solution [8]–[10].

The hierarchical clustering algorithm, on the other hand,
develops a tree-based data structure to reach the exact number
of clusters by splitting the tree at different levels. This algo-
rithm creates a more deterministic and flexible mechanism
compared to the partitional approach. However, the final
grouping is static since each cluster’s assigned objects can-
not move to other groups. Besides, hierarchical clustering
exhibits poor performance when the separation of overlap-
ping clusters is carried out [3], [9], [11]. In this case, the fuzzy
clustering algorithm can express the overlapping nature of
clusters much better than the hierarchical model. The fuzzy
C-mean (FCM) algorithm [12] is a widely used clustering
algorithm that divides objects into a C number of clusters.
This number is determined by trial and error in advance.

Although FCM is a powerful method, it is highly dependent
on initial guesses; thus, it can be easily entrapped within local
optima [3], [7], [12].

Being sensitive to initial solutions, entrapping in local
optima, and requiring a priori knowledge of the number
of clusters in most classical clustering algorithms made it
challenging to handle this task in some applications. On the
other hand, most of the real-world clustering problems can be
described as a typical optimization problem that tries to opti-
mize a criterion and specify the clustering quality [9]. There-
fore, the use of nature-inspired metaheuristic algorithms in
automatic clustering has been proposed as a superb solution
to work with different applications and datasets and over-
come the weaknesses of the classical approaches in recent
years [13], [14].

In a nutshell, metaheuristic algorithms can address the
clustering problem via two main approaches. In one
approach, the optimization algorithm tries to find the opti-
mum centroids for the desired dataset. Then, it divides data
points into predetermined clusters according to the identi-
fied centroids. This approach requires a priori knowledge
of the exact number of clusters. In another approach, the
optimization algorithm assigns each data point directly to a
group and tries to reach the best possible solution over the
course of iterations. The second approach is more convenient
since the number of clusters is not required to be predefined,
and a sufficient number of clusters evolve during the entire
clustering process. However, it suffers from a huge search
space, which makes the overall solution extremely difficult
without providing additional insights.

The advantage of not requiring predefined information in
the second approach motivated us to develop our clustering
problem based on this solution. In this regard, we have for-
mulated the clustering problem as an optimization problem
and adopted a dynamic range of clusters in accordance with
the input data to improve the convergence speed.

One of the main contributions of this paper is that the
obtained clusters will have approximately the same distor-
tion. Therefore, as mentioned earlier, it is highly beneficial
in applications such as compression schemes that need to
have relatively close values for the maximum distortion in
each cluster. Another contribution is that we have consid-
ered a merge and modify step in the objective function to
compensate for the distortion gap between clusters of dif-
ferent sizes without increasing the number of clusters. This
step significantly improves the convergence speed of the
proposed framework compared to similar solutions without
this assumption. Example 1 can elaborate on this effect.
Since we believe assigning a cluster number to each data
point has a discrete nature, another contribution is propos-
ing a binary encoding scheme for the particle representa-
tion. In most of the previous work, such as [15], [16], this
problem is usually carried out by considering a continuous
encoding algorithm requiring additional assumptions. More-
over, the proposed framework is a customizable solution that
can effectively work considering other assumptions or using
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different datasets and distance measures. The correlation-
aware clustering scheme discussed in section VI shows this
capability.

The performance of the proposed framework has been
evaluated over a wide range of synthetic, real-life, and higher-
dimensional datasets. This evaluation has been performed
in two parts; At first, the performance of the proposed
framework has been examined by considering four different
binary optimization algorithms, including binary bat algo-
rithm (BBA) [17], binary particle swarm optimization algo-
rithm (BPSO) [18], binary genetic algorithm (BGA) [19],
and binary dragonfly algorithm (BDA) [20]. Then, the perfor-
mance of the proposed solution has been compared to other
classical and new clustering algorithms as well. Moreover,
a correlation-aware clustering scheme for a binary dataset
is proposed and discussed as a case study. In this sense,
the proposed framework has been tailored to the binary case
and provided a solution for the automatic clustering prob-
lem in applications with correlated binary sources. Binary
data is the simplest case of categorical data in which only
two possible values describe discrete attributes and can be
reflected as a special case of quantitative data. Binary data
clustering is a challenging task due to its high dimensionality
and sparsity [21]. The correlated binary clustering solution
is beneficial in various disciplines such as medical sciences,
machine learning, big data, pattern recognition, image analy-
sis [3], [7], and many other recent applications such as cache-
aided networks and edge caching [22]. In such cases, taking
advantage of the similarity between the sample sets in the
clustering solution can improve efficiency and reduce the
delivery load [23].

The rest of this paper is organized as follows. Section II
presents a literature review on automatic clustering using
nature-inspired optimization algorithms and cluster-level
constraints. Section III briefly presents data clustering
problem definitions. In Section IV, the proposed frame-
work and the problem formulation are described in detail.
Section V addresses the experimental results and discussions.
Section VI discusses a correlation-aware clustering scheme
for the binary dataset as one of the applications of the pro-
posed solution. Finally, Section VII presents the conclusion
and some directions for future work.

II. LITERATURE REVIEW
Over the years, many optimization algorithms have been
proposed to overcome the problems caused by traditional
algorithms in cluster analysis. Tabu search algorithm [24],
the simulated annealing (SA) algorithm [25], and the par-
ticle swarm optimization (PSO) algorithm [26], which is
one of the most powerful optimization algorithms for data
clustering in complex problems, are some of the well-known
examples in this area. Van der Merwe and Engelbrecht [27]
have investigated the capability of several swarm intelligence
algorithms in partitioning different types of datasets. They
have also proposed a novel approach for clustering differ-
ent datasets into an optimal number of clusters through an

optimization process. In [28], the data clustering problem
has been formulated as a single objective problem, and the
standard gbest of the PSO algorithm has been used to identify
the centroid of the clusters. Evolutionary algorithms have
also been among themost frequently usedmetaheuristic algo-
rithms for the clustering problem [29]. Hence, different types
of this algorithm have been studied in the literature, ranging
from a straightforward encoding, when the ith gene coding
for clustering membership of the ith object, to a more sophis-
ticated solution similar to Falkenauer’s grouping genetic
algorithm [30].

Although many optimization algorithms have been used to
solve the traditional clustering problems, only a few studies
have focused on applying nature-inspired metaheuristic tech-
niques to solve automatic data clustering. In [13], the auto-
matic data clustering problem has been addressed by utilizing
a hybrid solution called FAPSO based on an improved firefly
algorithm and the particle swarm optimization algorithm.
The authors also investigate the applicability of the proposed
solution in detecting the correct number of clusters according
to the Davis-Bouldin index (DB-index) [31] and the compact-
separated index (CS-index) [32] as the validity measure. The
proposed algorithm’s performance has been evaluated on
thirteen benchmark datasets, and it has also been compared
to other well-known clustering algorithms. The experimental
results indicated that the FAPSO outperforms the compar-
ative studies in most cases in terms of the accuracy of the
results.

In [33], an automatic data clustering algorithm using an
improved PSO algorithm (ACPSO) has been proposed to
address the clustering problem. The focus of the proposed
algorithm is determining the correct number of clusters
and adjusting the centroids. The authors have considered
the K-means algorithm and a sigmoid function to adjust
the cluster centroids and manage the infeasible solutions.
This algorithm has been evaluated by considering four
benchmark datasets in terms of consistency and accuracy.
Abraham et al. [34] proposed a kernel-based automatic clus-
tering using a modified PSO algorithm. This approach
employs a kernel-induced similarity measure instead of the
sum of square distances. They believed that using a kernel
function in this solution leads to clustering linearly non-
separable data into homogenous clusters in a high dimen-
sional feature space transformation. This algorithm has been
evaluated by considering five synthetic and three real-life
datasets in terms of convergence, accuracy, and robust-
ness. In [35], Nanda and Panda proposed a multi-objective
automatic clustering algorithm called MOIMPSO to clas-
sify actions of 3D human models. This algorithm provides
a Pareto optimal archive for automatic clustering prob-
lems by considering a developed hybrid evolutionary algo-
rithm immunized PSO and two objective functions. Besides,
a single best solution from the Pareto optimal archive has
been provided to satisfy the users’ requirements. They have
also evaluated the proposed algorithm on eleven benchmark
datasets in terms of computation time and accuracy.
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Liu et al. [36] proposed a solution based on the genetic
algorithm with unknown K called AGCUK. They employed
the DB-index as the validity measure of clusters. The per-
formance of this algorithm has been evaluated on several
artificial and real-life datasets in terms of determining the
correct number of clusters and the accuracy of the clustering.
Then, He and Tan [37] proposed a novel two-stage genetic
algorithm called TGCA to solve the clustering problem. This
algorithm uses the selection and the mutation operators of the
original genetic algorithm. The TGCA algorithm attempts to
gradually reach globally optimal cluster heads by focusing
on determining the correct number of clusters for each input.
The experimental results on four artificial and seven real-
life datasets in this study indicate this algorithm shows high
performance in determining the number of clusters and the
clustering solution’s accuracy.

In [38], the application of the differential evaluation (DE)
algorithm is described for the clustering problem with an un-
labelled large dataset. The proposed algorithm is called the
ACDE algorithm and used an improved differential evalua-
tion algorithm for the data clustering problem. The ACDE
algorithm has been evaluated by considering five benchmark
datasets via DB-measure and CS-measure. The authors also
reported the application of the ACDE algorithm to the auto-
matic segmentation of images. Then, in [39], a new hybrid
algorithm based on differential evaluation and fuzzy cluster-
ing called ADEFC has been proposed to solve the automatic
clustering problem. In this algorithm, the cluster heads are
encoded in the vectors. The data points are then assigned
to different clusters based on the Xie-Beni index, a validity
measure for the clustering validation. The performance of the
ADEFC algorithm has been evaluated on two synthetic and
two real-life datasets. It has also been compared to the fuzzy
C-mean algorithm and the variable-length genetic algorithm
based on fuzzy clustering. The authors indicated that the
ADEFC has the capability of being considered for micro-
array data clustering. An improved differential evaluation
algorithm with cluster number oscillation called ACDE-O
has been proposed in [40]. Since poor initial guesses lead to
inefficient clusters, a cluster number oscillation mechanism
is used in this algorithm to improve searching and finding
more possible clusters. This algorithm’s efficiency has been
evaluated on three real-life datasets compared to the ACDE
algorithm and reported better performance. Kuo et al. [41]
proposed automatic kernel clustering with bee colony
optimization (AKC-BCO) to address the weaknesses of the
automatic clustering problem in determining the number
of clusters and the accuracy of the clustering. The authors
employed a kernel function to increase the capability of the
clustering algorithm. The performance of the AKC-BCO has
been evaluated on several benchmark datasets compared to
three other clustering algorithms. The experimental results
indicate that the AKC-BCO algorithm demonstrates superior
performance in terms of not trapping in local optima, con-
vergence speed, and accurate and stable clustering results.
Then, in [42], Kuo and Zulvia proposed a hybrid solution of

an improved artificial bee colony optimization and K-means
algorithm called iABC for the automatic clustering prob-
lem and the customer segmentation problem. In this study,
the onlooker bee exploration in the original ABC algorithm
is improved by guiding their movements to a better location,
leading to a better initial centroid in the K-means algorithm.
Then, to increase the algorithm’s efficiency, only the worst
cluster centroid will be improved through an updating pro-
cess. The experimental results on several benchmark datasets
show that the iABC algorithm provides better performance
than the classical ABC algorithm. They mentioned that the
average value of the computational time for some datasets
is less than the original ABC algorithm. The reason is that
the iABC algorithm generates better solutions compared to
the original ABC algorithm. However, its performance is not
faster than the PSO and GA-based algorithms.

In [43], the harmony search algorithm has been employed
by Kumar et al. to present a parameter adaptive harmony
search algorithm called ACPAHS for automatic data clus-
tering problems. The number of clusters in the proposed
algorithm is determined by using a real-coded variable-length
harmony vector. The data points are assigned to clusters
according to the developed weighted Euclidean distance. The
authors also reported the application of the proposed algo-
rithm to the automatic segmentation of images. The efficiency
of the ACPAHS algorithm has been evaluated on several
real-life datasets and compared to four other well-known
clustering techniques in terms of the determined number of
clusters and the accuracy of the clustering solution.

In [44], the problem of automatic data clustering has been
solved based on an evolutionary metaheuristic algorithm
known as invasive weed optimization (IWO). This algorithm
can perform the clustering task without requiring any prior
knowledge of the datasets and employs the genetic algo-
rithm’s fitness function as the validity measure. The algo-
rithm’s proficiency has been evaluated on nine artificial and
four real-life datasets, and the results are compared to three
other clustering algorithms. The experimental results have
indicated that the IWO algorithm shows great performance
in population size and computation time.

Qaddoura et al. [45] proposed an open-source and cross-
platform framework called EvoCluster for data clustering.
EvoCluster is a customizable framework that can employ var-
ious objective functions in addition to different well-known
nature-inspired optimizers developed by other researchers to
perform partitional clustering tasks. It can also evaluate the
result according to different validity measures such as Purity,
Entropy, the sum of squared error, and some other common
validity measures. Since this framework covers a different set
of algorithms andmeasures, it can be useful in different appli-
cations. Although it is a comprehensive framework, it does
not overlap with what we have proposed since our main focus
is elsewhere, and we are not in the same direction.

A comprehensive survey on data clustering using meta-
heuristic algorithms can also be found in [6], [14], [38],
[46], [47].
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Reaching clusters with the same radius can be discussed
under the cluster-level constraint as well and has many prac-
tical applications. The cluster-level constraint considers some
available information about the underlying cluster structures
in the form of limitations [48], [49]. The facility location
problem discussed in [50] is similar to the clustering prob-
lem with a cluster-level constraint. In this study, the authors
propose two heuristics algorithms for the facility location
problems that can be interpreted as a clustering problem
with upper bounds on the radius of the clusters. In [51],
the authors study two types of cluster-level constraints in
a search-based agglomerative hierarchical clustering algo-
rithm. This algorithm forms initial partitioning using the
must-link constraints and then merges some groups by taking
constraints into account to meet the stopping criteria. Finally,
they mentioned creating a feasible dendrogram is intractable
since solving the clustering problem with unspecified K is
NP-complete under these constraints. One of the other excit-
ing applications using cluster-level constraint approaches is
discussed in [52] for a distributed sensor network. In such
applications, each sensor has one master node, and the aim
is to find balanced clusters of sensor nodes while attempting
to minimize the distance between master and sensor nodes.
The authors formulated the problem as a minimum cost flow
problem and optimally solved it.

We have reviewed many related studies that focus on the
clustering problem from different aspects in this section.
Since cluster analysis is being exploited in diverse research
fields, a unique algorithm cannot be a solution to all clus-
tering scenarios due to the differences in the nature of the
patterns and applications. Hence, considering this paper’s
main purpose, we remain focused on reaching clusters with
approximately the same distortion value while the number of
clusters is in accordance with the number of inputs. For this
purpose, we have utilized nature-inspired binary optimization
algorithms. This framework is highly beneficial in clustering
correlated binary sources used in distributed source coding
applications discussed as a case study in Section VI.

III. DATA CLUSTERING PROBLEM DEFINITION
LetPm×l represents a set ofm patterns, each having l features.
Then, the data clustering problem considers a given dataset
Pm×l = [P1, P2, P3, . . . ,Pm] and attempts to partition it
into K clusters C = [C1, C2, C3, . . . ,CK ] such that K ≤ m.
In such partitioning, the following properties should be main-
tained:

• ∀i ∈ {1, 2, 3, . . . ,K },Ci 6= ∅

•

K⋃
i=1

Ci = P

• Ci ∩ Cj = ∅,∀i, j ∈ {1, 2, . . . ,K }, and i 6= j

Given dataset Pm×l , the fitness function f is defined as a
partitioning adequacy measure to quantify the goodness of a
partition based on the similarity of the patterns. Therefore,
the clustering problem turns into finding optimal partitions
among all other feasible solutions [7].

Euclidean distance, which has also been used in this paper,
is widely used as a distance measure to evaluate the similarity
between data points in clustering problems. The Euclidean
distance between any two l-dimensional data point is
given by:

d(Pn,Pm) =

√∑l

i=1
(Pin − Pim)2 =

∥∥∥−→Pn −−→Pm∥∥∥ (3)

IV. PROPOSED DATA CLUSTERING FRAMEWORK
A. METHODOLOGY
The main idea of designing the proposed framework is reach-
ing a sufficient number of compact and well-separated clus-
ters with relatively close values for the maximum distortion
in each group without requiring any prior knowledge of the
clusters. To this end, we consider the clustering problem as an
optimization problem and solve it in a discrete search space
using nature-inspired binary algorithms for the optimizer
module. Furthermore, to overcome the inconvenience of hav-
ing a huge search space as well as not having a priori knowl-
edge of the adequate number of clusters, we propose a binary
encoding scheme for the particle representation of the opti-
mization algorithm in a predetermined range [Kmin, Kmax],
where Kmin =1, Kmax = b

√
mc, and m is the total number of

data points.
Kmax is considered as b

√
mc according to similar assump-

tions discussed in [53] for a clustering solution with fuzzy
C-mean model and [6] for an automatic clustering using
nature-inspired metaheuristics. It is mentioned in those stud-
ies that K =

√
m usually provides a decent answer for such

clustering solutions as a rule of thumb. Hence, we applied
this assumption to our dynamic range of clusters in the pro-
posed solution. We observed that considering this assump-
tion along with the proposed binary encoding scheme will
provide excellent results in our proposed framework. Overall,
the proposed framework works in two main steps: First, each
data point will be directly equipped with an initial cluster
number. Consequently, a primary clustering solution will
be formed in this step. The obtained clusters will then be
re-clustered, merged, and modified based on some conditions
to compensate for the distortion gap between groups with
different sizes and improve the result according to the desired
objectives.

The optimizer module, the binary encoding scheme, and
the objective function will be described in detail in the
following.

B. OPTIMIZER MODULE
The optimizer stands at the highest level of the proposed
approach and considers the clustering problem as a black
box that needs to be optimized iteratively. In this regard,
the automatic clustering problem will be formulated as an
objective function based on the problem’s desired goals. The
optimizer takes a binary vector as input and calculates the
corresponding output according to some merit factors while
minimizing this function during the entire process. In other
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words, the optimizer checks combinations of the input to
determine which input vector (cluster numbers) will yield
the minimum output of the function. A wide range of binary
optimization algorithms can be utilized for the optimizer. This
paper considers the BPSO algorithm, the BBA algorithm, the
BGA algorithm, and the BDA algorithm due to their excellent
performance discussed in the literature.

FIGURE 1. The relation between the objective function and the optimizer
module in the proposed clustering framework.

Fig. 1 shows how the optimizer and the objective function
are related to come up with the optimum solution for the
clustering problem.

C. BINARY ENCODING SCHEME
Similar to other iterative metaheuristic algorithms [6], our
approach requires a representation of a solution, which is
directly related to the objective function to be optimized.
Therefore, a binary encoding scheme for the particle rep-
resentation has also been proposed in this paper. The pro-
posed binary encoding scheme assigns binary vectors with
the length of m × L bits to each particle in the optimizer. L
is the number of required bits to address each cluster number
and calculates as L = LogKmax

2 .

FIGURE 2. The proposed binary encoding scheme for the proposed
clustering framework.

The suggested binary vectors will be considered as the
candidate solution for the optimizer and evaluated by the
algorithm in each iteration. For this purpose, every L bit of
this vector will be converted to the decimal equivalent in
sequential order. These decimal numbers are assigned to data
points as the initial cluster numbers. Fig. 2 shows a simple
example of the proposed encoding scheme for m = 16 data
points. In this case, Kmax = 4 and each particle is represented
by a binary vector of length N = m × L = 32 bits.

D. OBJECTIVE FUNCTION
We formulate the data clustering problem as a single objec-
tive optimization problem that needs to be minimized. More
formally, let f be a single criterion function, and ψ be the
set of all feasible ways of clustering a given dataset ψ =
{C1,C2, . . . ,CS(m,K )}.We aim to find the clustering solution
C∗ = [C1, C2, . . . ,CK ] where f (C∗) = min {f (C)|C ψ }.

1) INITIAL CLUSTERING STAGE
Once the initial clustering solution is formed, a representative
is selected for each cluster. The representative is defined
as the nearest data point to the current centroid in each
group. The centroid is the mean of all data points in each
cluster. Then, data points will be re-clustered according to
the identified representatives of the clusters. Consequently,
the representatives will also be updated according to the
recent changes. These two steps, re-clustering and updating
the representatives, will be repeated several times until the
representatives do not change anymore.

2) MERGING AND MODIFYING STAGE
Although the achieved clustering solution up to this stage
consists of separated clusters, it is not well-organized yet and
needs to be revised to satisfy our goals. To reach clusters
with approximately the same maximum distortion1 while
keeping the number of clusters less than Kmax the distortion
gap between the largest and the smallest clusters must be
compensated. Therefore, the proposed framework tries to find
the smallest clusters and mark them as the defective ones that
need to be merged appropriately with the adjacent clusters.
To this end, first, the cluster that has the largest maximum
distortion is determined. Then, the maximum distortion of
other clusters will be compared to this value according to
inequality (4). Those clusters that are not true in this inequal-
ity will be considered defective and selected to be merged
with adjacent clusters two by two.

δCi ≤ 0.9max
C∈ψ
{δCi} (4)

where δCi is the maximum distortion within the cluster Ci.
Then, the process of re-clustering and updating the represen-
tatives will be repeated over again to stabilize the achieved
clustering solution. In this stage, the optimizer takes the cur-
rent clustering solution as the best result for the correspond-
ing input vector and calculates the following parameters out
of it; Kmax as the maximum number of clusters, δCi as the
maximum intra-cluster distance within each cluster Ci, 1 as
the distortion deviation over all clusters, d̄max

C as the average
of the maximum distortion over all clusters, and Ēmin

C as the
average of minimum inter-cluster distances. The definition of
these parameters is given as follows.
Definition 1: Let δCi be the maximum distortion of cluster

Ci, then d̄max
C is defined as the average of the maximum

1In this paper, the maximum distortion and the maximum intra-cluster
distance are used interchangeably since both meaning the same in our
application.
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distortion over all clusters and is calculated as:

d̄max
C =

1
K

K∑
i=1

δCi (5)

where i ∈ {1, 2, . . . ,K }, and C ∈ [C1, C2, . . . ,CK ]
Definition 2: The distortion deviation 1 is defined as the

difference between the maximum and the minimum value of
maximum distortion over all clusters and is defined as:

1 = max
C∈ψ
{δCi} − min

C∈ψ
{δCj} (6)

where i, j ∈ {1, 2, . . . ,K }, i 6= j, and C ∈ [C1, C2, . . . ,CK ]
Definition 3: Let Epij be the inter-cluster distance between

data point p within cluster i to the cluster-head j, where p ∈
Ci, i ∈ {1, 2, . . . ,K }, j ∈ {1, 2, . . . ,K − 1} and i 6= j.
We calculate this parameter for all data points in all clusters

to determine the inter-cluster distances. Then, we extract the
minimum of these distances for each cluster and denote it
with Emin

Ci Next, we calculate Ēmin
C as the average of the

minimum inter-cluster distances over all clusters as:

Ēmin
C =

1
K

K∑
i=1

Emin
Ci (7)

Finally, the output of the function f will be calculated
according to the defined parameters, and the goal is to mini-
mize it.

f =
Kmax ∗1 ∗ d̄max

C

Ēmin
C

(8)

The entire process is simply described in the flowchart (1).
Also, example (1) illustrates the process of evolving clus-

ters and migration of data points to other groups during dif-
ferent stages.2 This evaluation has been performed on dataset
R15 with m = 320 points (Fig. (3-a)), which is one of the
standard datasets in UCI machine learning [54]. We have
considered the BBA optimization algorithm with 100 agents
and 200 iterations for this experiment. Fig. (3-b) shows the
result of initial clustering, where an initial cluster number
is assigned to each data point. Fig. (3-c) and (3-d) show the
result of clustering after two levels of re-clustering. Although
the clusters are distinguishable in this stage, the smallest
cluster and the largest cluster still have a considerable size
difference. During Stages (e) to (h), the process of merging
and modifying the small clusters is performed, and the result
is evaluated according to output. As can be seen, the proposed
framework provides a sufficient number of compact and well-
separated clusters with relatively close values for maximum
distortion.

Fig. (4) illustrates the convergence curve of this example.
As it is shown, the proposed framework demonstrates high
convergence speed in a small number of iterations when we
perform the merging and modifying steps to compensate for
the distortion gap.

2Supplementary information is available for this example at
https://github.com/BehnazMerikhi/Automatic-Framework from the
corresponding author upon request.

FLOWCHART 1. Flowchart of the objective function for the proposed
clustering framework.

FIGURE 3. Process of evolving clusters and migration of data points to
other clusters during different stages of the proposed clustering
framework.

V. RESULTS AND DISCUSSION
In this section, the performance of the proposed automatic
clustering framework has been evaluated on twenty-four
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FIGURE 4. Convergence curve of example 1 in three different stages.

benchmark datasets. The details of the used datasets and the
parameter settings for this performance evaluation have also
been presented here. Then, simulation results and compara-
tive study have been discussed. Finally, a correlation-aware
clustering scheme for the correlated binary dataset has been
reported as the application of the proposed clustering frame-
work in the binary case, and the result has been evaluated on
three artificial binary datasets.

A. DATASETS AND VALIDITY MEASURE
In this experiment, twenty-four different synthetic and real-
world datasets are collected from the UCI Machine learn-
ing [54] and KEEL repositories [55]. This collection includes
datasets with different shapes, densities, and dimensions
ranging from 2 to 512, with diverse data points from
106 to 3100. Table 1 describes the summary of the datasets.

We have used the internal validity measures to exam-
ine the quality of the proposed clustering. In this regard,
we have calculated the sum of intra-cluster and inter-cluster
distance validity measures [3], [7] to ensure the compactness
and the separation of the clusters. We have also evaluated
the proposed framework by utilizing the DB-index validity
measure [31], which describes a trade-off in maximizing
intra-cluster compactness and inter-cluster separation. In the
DB-indexmeasure, the intra-cluster distances in the ith cluster
and the inter-cluster distances between cluster ith and jth are
defined as (9) and (10).

Si,q =
[
1
Ni

∑
−→
P ∈Ci

∥∥∥−→P −−→m i

∥∥∥q
2

]1/q
(9)

dij,t = {
∑d

l=1

∣∣mi,l − mj,l ∣∣t }1/t = ∥∥−→m i −
−→m j
∥∥
t (10)

Ri,qt = max
j∈K ,j6=i

{
Si,q + Sj,q

dij,t
} (11)

Finally, the DB-index is given by (12).

DB(K ) =
1
K

∑K

i=1
Ri,qt (12)

The smaller the value of the DB-index, the better the
compactness and the separation.

TABLE 1. Summary of used datasets with different features.

B. EXPERIMENTAL RESULTS AND PARAMETER SETTINGS
The experiments have been carried out on a PC with
Windows 10 Professional 64-bit operating system, an Intel(R)
Core TMi7-6700HQ processor, and 16 GB RAM using
MATLAB software 2018 a. We have also used MATLAB
packages,3 Yarpize packages,4 and NPIR source code5 [59]
with its required python packages for the comparative study
during this experiment. Besides, the IBM SPSS Version 27
has been used for performing the statistical analysis test.

The comparison results are explained in two parts. The
first set of results describe the effect of considering different
binary optimization algorithms on the proposed framework.
In this regard, we have evaluated the proposed framework
performance using BBA, BPSO, BGA, and BDA algorithms
in the optimizer module and presented the result for different
cases. The parameter settings for the used algorithms are
represented in Table 2. For this evaluation, twenty indepen-
dent trials are performed on each dataset with each optimizer
module. Then the best and the worst cost, the average cost,
and the standard deviation are reported. These comparison
results are described in Tables 3, 4, and 5. The best entries

3https ://www.mathworks.com/products/matlab.html.
4 http://yarpiz.com/64/ypml101-evolutionary-clustering
5http://evo-ml.com/2019/10/28/npir/
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TABLE 2. Parameter configuration of the utilized optimization algorithms in the proposed framework and two of the comparison studies.

TABLE 3. Comparison results for the shape dataset considering BBA, BPSO, BGA, and BDA optimizer module in the proposed method.

TABLE 4. Comparison results for the real-life dataset considering BBA, BPSO, BGA, and BDA optimizer module in the proposed method.

are shown in boldface in all tables. From the results, we can
see the four binary optimization algorithms have reached a
very competitive result. However, the performance of the

proposed framework by considering the BBA algorithm in
the optimizer module is more significant in most datasets.
We have also provided the convergence curve of the shape
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TABLE 5. Comparison results for the higher-dimensional dataset considering BBA, BPSO, BGA, and BDA optimizer module in The proposed method.

and the real-world datasets by considering all four optimizer
modules in Fig. (5). The convergence curve is a useful tool to
visualize how an algorithm improved the gbest as the first best
path iteratively to reach the global optimum solution starting
from a random solution. In all these curves, the optimizer
that reaches the minimum cost after passing all iterations
is suitable for that specific dataset and can provide the best
solution. Fig. (6) shows the result of performing the proposed
framework on the shape datasets to visualize some results.
As seen in the figures, the proposed approach can generate
different well-separated clusters while keeping a trade-off
between the sufficient number of clusters and the shape of
the clusters.

In the second part of the comparison results, the per-
formance of the proposed framework has been compared
with other classical and new clustering algorithms in terms
of internal validity measures. To this end, we have con-
sidered the K-means ++ [56] as a representative of parti-
tional clustering and the Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) algorithm [57] as a rep-
resentative of density-based models. Also, we have consid-
ered the Expectation-Maximization (EM) algorithm [58] and
the Nearest point with indexing ratio (NPIR) algorithm [59].
EM is a famous example of distribution-based clustering that
employs a fixed number of Gaussian distributions to reach the
distribution of the objects. NPIR is one of the latest clustering
algorithms and works based on finding the nearest neighbors.
Moreover, we have considered two well-known optimization
algorithms in the continuous search space. These two algo-
rithms are known as GCUK [60], a genetic-based cluster-
ing with an unknown number of clusters, and DCPSO [61],
the dynamic PSO.

In this comparison, we have evaluated the sum of intra-
cluster distances, the sum of inter-cluster distances, and
the DB-index for twenty independent trials with each
approach. We have also calculated the distortion deviation
in all clustering solutions and compared the result. The
distortion deviation, which is calculated in (6), shows the
difference in the size (radius) of groups in a clustering
approach. We wish to keep it minimized in our proposed
method. Based on the described results in Tables 3 to 5, both
BBA and BGA algorithms provide excellent performance as
the optimizer module in most datasets. We have considered

the BBA algorithm as the optimizer module for the rest of the
experiment. For the comparative study, preliminary experi-
ments have been done to determine the best settings for the
required parameters to calculate internal validity measures.
For GCUK, and DCPSO the parameter settings are described
in Table 2. The EM algorithm needs to know the number of
clusters in advance. The NPIR algorithm also requires prior
knowledge of the number of clusters and the indexing ratio
(IR) [59]. Therefore, we have performed multiple runs with
various clusters in both algorithms and also have considered
different IR values suggested by the authors for the NPIR
to find the most appropriate parameters for each dataset in
these algorithms. The DBSCAN algorithm forms clusters
based on the density-based connectivity, and its performance
is affected by MinPts and eps parameters. The MinPts can
be selected based on dimensionality, and the eps can be
specified based on the elbow in the k-distance graph [57].
Authors in [62] suggest using larger MinPts for a noisy and
large dataset. Also, depending on the aim of clustering, you
can decrease eps to avoid large clusters or increase it to
avoid noise. Hence, we have run the DBSCAN with different
MinPts and eps for each dataset to find the value leading to
the best result in the mentioned validity measures.

The numerical results over twenty-four datasets have been
summarized in Tables 6, 7, and 8.

It can be seen that in comparison with k-needed cluster-
ing methods (NPIR, K-Means++, and EM), the proposed
framework has shown an excellent performance in most
of the datasets in terms of the DB-Index and the distor-
tion deviation measures as the main focus in our clustering
method. In some cases, such as D31 and R15 in the shape
datasets and Ionosphere, Iris, and vehicle in the Real-world
datasets, the NPIR algorithm has shown better performance
in the DB-index measure. However, the proposed method
has been yielded a smaller distortion deviation in all these
datasets.

The reason why the proposed framework has reached a bit
higher DB-index compared to the other algorithms in some
datasets can be explained as follows. The proposed frame-
work focuses mainly on reaching clusters with approximately
the same distortion while satisfying the other designed merit
factors. This goal has been achieved by dividing the dataset
into more or fewer groups compared to other algorithms
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FIGURE 5. Convergence curve of the shape and the real-life datasets considering BBA, BPSO, BGA, and BDA optimizer module. The algorithm
with the better performance is shown with thicker line. The color code for each algorithm is as follows: .
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FIGURE 6. Visual results of performing the proposed clustering framework on the shape dataset.

TABLE 6. Mean and Standard Deviation of the Sum of Intra/Inter-Cluster Distances, DB-Index and Distortion Deviation Over 20 Independent Runs for the
Proposed Framework, DCPSO, GCUK, K-means++, DBSCAN, EM, and NPIR for the shape datasets.

in some cases; for example, D31, which contains several
spherical clusters with high overlap. The proposed framework
has divided D31 into fewer clusters compared to others.

Consequently, the sum of intra-cluster distances has signif-
icantly increased, while inter-cluster distances have consid-
erably decreased. As a result, we have reached a higher

93714 VOLUME 9, 2021



B. Merikhi, M. R. Soleymani: Automatic Data Clustering Framework

TABLE 7. Mean and Standard Deviation of the Sum of Intra/Inter-Cluster Distances, DB-Index and Distortion Deviation Over 20 Independent Runs for the
Proposed Framework, DCPSO, GCUK, K-means++, DBSCAN, EM, and NPIR for the Real-world Datasets.
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TABLE 8. Mean and Standard Deviation of the Sum of Intra/Inter-Cluster Distances, DB-Index and Distortion Deviation Over 20 Independent Runs for the
Proposed Framework, DCPSO, GCUK, K-MENAS++, DBSCAN, EM, and NPIR for the Higher-Dimensional Datasets.

DB-index. Yet, we have demonstrated the best performance
in terms of the distortion deviation in this dataset.

K-means++ has shown highly competitive performance
in the Pathbased and the dermatology datasets in terms of
the DB-index. It has also been able to achieve better per-
formance in distortion deviation on spiral and Haberman
datasets. However, by increasing the dimension and the data
points as shown in higher-dimensional datasets, the proposed
framework outperforms the K-means++ in terms of the
distortion deviation measure. The proposed algorithm has
achieved the best DB-index in the Appendicitis dataset, but
the EM algorithm reached the best distortion deviation in this
case.

On the other hand, the proposed framework has shown
highly successful results in the automatic k-determination
clustering methods (DBSCAN, DCPSO, and GUCK) in
most datasets. DBSCAN algorithm has reached the best
value of DB-index in the Housevotes and WDBC dataset.
Nevertheless, the proposed method has obtained the best dis-
tortion deviation among all other algorithms in both datasets.
It should be mentioned that DBSCAN is fundamentally
different from center-based clustering methods. Although
DB-index may not be considered a fair validity measure for
this clustering method, we needed to evaluate the proposed
solution in terms of the DB-index with other algorithms for
the purpose of this paper. Aside from this point, the algo-
rithm has not performed well in reaching the minimum

possible value of distortion deviation compared to the other
algorithms.

In a few datasets (such as Jain, Pathbased, and Spiral), the
DCPSO and the GCUK algorithms have reached the same
value as the proposed solution in the DB index. Nevertheless,
the distortion deviation, which is a primary goal in this paper,
still yields lower figures in these datasets for the proposed
framework.

To validate the above numerical results, we have performed
a non-parametric statistical test called the Friedman test
[63], [64]. This test which is similar to the ANOVA [13],
can point out significant differences between the behavior of
two or more algorithms. Table 9 describes the achieved ranks
by the Friedman test in the proposed framework considering
different optimizer modules. The ranks indicate that all four
optimizer modules have shown competitive performance,
especially among the BBA, BGA, and BPSO. However, BBA
and BGA optimizer modules have been ranked better in
most datasets with our proposed framework. Then, we have
performed another statistical test called the Wilcoxon rank-
sum test [65], [66] to draw a more meaningful conclusion
on the results. The Wilcoxon rank-sum test for equal medi-
ans establishes a proper pairwise comparison between the
algorithms. It compares the null hypothesis that two values
are samples from a continuous distribution with equal medi-
ans against the alternative that they are not. For evaluating
the first set of comparison results, the Wilcoxon test has
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TABLE 9. Achieved Ranks by the Friedman Test for the Proposed
Framework Considering four Different Optimizer Modules.

been applied to the optimizer module with the best average
performance against the rest of the modules according to
Tables 3 to 5. The significance level is considered as 0.05,
which gives strong evidence against the null hypothesis. The
achieved p-values by the Wilcoxon test for the first set of
comparison results considering different optimizer modules
have been reported in Table 10. As can be seen in some
datasets (i.e., R15, Wine), the p-value of one of the optimizer
modules has a significant difference from others. On the
other hand, the achieved p-values by two or three optimizer
modules are not significantly different in some other datasets
(i.e., Pathbased, Dermatology, Haberman, Housevotes,
Wdbc, Dim256). It means the proposed framework utilizing
all these optimizer modules exhibits similar performance for
that dataset.

We have also applied these non-parametric statistical tests
to the second set of comparison results to compare the pro-
posed framework with other algorithms statistically. During
this experiment, we have implemented the proposed frame-
work considering the BBA optimizer. We have applied the
statistical tests to the DB-index and distortion deviation mea-
sures achieved in the second set of comparison results. The
achieved ranks by the Friedman test and the p-values by the
Wilcoxon test for the second set of comparison results have
been reported in Tables 11 and 12. As shown, the proposed
framework has been able to reach the best or the second-best

TABLE 10. Achieved P-values by the Wilcoxon Rank-Sum Test for the
Proposed Framework Considering Different Optimizer Module.

DB-index rank in multiple datasets. Besides, the best distor-
tion deviation rank in almost all datasets has been achieved by
the proposed framework, which is a great success. The reason
why we have not achieved the lowest DB-index rank in a few
datasets lies in how the problem has been formulated in our
model. In line with the initial motivation of this paper, reach-
ing the minimum distortion deviation has been prioritized in
our proposed model. Therefore, there might be cases where
the proposed framework achieves the minimum distortion
by dividing the data points into more or fewer groups; thus,
it also affects the DB-index.

We have observed the performance of the proposed frame-
work in some of the datasets which have higher data
points and larger dimensions. (e.g., D31, Segment, and Dim
datasets). From our perspective, the proposed framework
effectively works with small to mid-size datasets from dif-
ferent dimensions. We come to this conclusion that hav-
ing a dataset with high data points can slightly affect the
performance as it is directly related to the binary encoding
scheme and can increase the search space size while increas-
ing the dimension only affects distance calculation, which
is normally expected to happen. Also, as discussed in [59],
it is worth mentioning that using Euclidean distance is not
a proper distance measure in higher-dimensional datasets.
Hence, we can substitute this measure with other appropriate
distance measures for further investigation.
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TABLE 11. Achieved Ranks by the Friedman Test on the DB-index and Distortion Deviation Measures for the Proposed Framework Compared to Other
Algorithms.

VI. CORRELATION-AWARE CLUSTERING SCHEME
Without loss of generality, the proposed clustering framework
has been applied to a set of correlated binary datasets as a
case study in this section. The presence of correlation in a
binary dataset can be realized as the relevance of content files
in the same category, such as the repeated measurements in
remote sensing [52], the updated versions of dynamic con-
tent, augmented reality, news updates, etc. [3], [22]. Crowd-
sourced multi-view video uploading is another application
that can benefit from correlation among binary datasets [23].
Moreover, correlated binary data clustering is widely used in
medical studies, such as dental and radiologic studies. In such
cases, the observations are taken from multiple representa-
tions of the same subject [67].

In the binary case, each data point is denoted by an
n-bit vector with i.i.d binary random symbols. Therefore,
the n-dimensional binary dataset with m data points is indi-
cated by A.

A =

 p1,1, p1,2 . . . , p1,n
: : :

pm,1, pm,2 . . . , pm,n


m×n

(13)

Since the proposed clustering approach has been designed
as a general framework, it can also successfully cope with
binary datasets. Hence, all the steps are similar to the general
framework. However, the definition of distance measure and
representative selection has been tailored with binary space.

The distance measure is considered as the Hamming dis-
tance [3], which is defined as (14).

dHi,j =

{
1 if pi,n 6= pj,n, ∀i 6= j
0 Otherwise

(14)

In this case, the maximum distortion of each cluster is cal-
culated according to the Hamming distance measure between
each data point P and its representative Yi within each cluster
Ci where Ci ∈ C and i = [1,2,. . . ,K ].

δCi = max
Ci

dH (P,Yi) (15)

Selecting cluster representative in the binary case is carried
out in two steps. First, the centroid of each group is identified
by performing the majority rule. Then, the data point with
the least hamming distance to the centroid is selected as the
representative. According to the majority rule, a decision is
made based on the majority of alternatives. The following
example shows how a centroid is determined based on the
majority rule for a group of 4 binary data points.
Example 2:
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TABLE 12. Achieved P-values by the Wilcoxon Rank-Sum Test on the DB-index and Distortion Deviation Measures for the Proposed Framework Against
Other Algorithms.

The similarity between correlated vectors is extracted by
a statistic measure named the simple matching coefficient
(SMC) [58], [68], which is closely related to the definition
of the hamming distance on bit strings.

Let Pi and Pj be two different n-bit binary vectors in a
cluster. Let n11 and n00 represent the number of bits that are
1 or 0 simultaneously among two vectors, while n01 and n10
represent the number of bits that are not the same in each
position. Then SMC is defined as follows.

SMC =
n00 + n01

n00 + n01 + n10 + n11
(16)

Similar to the discussed experiment in the general frame-
work, the goal is partitioning Am×n into K number of com-
pact and well-separated clusters with relatively close values
for the maximum distortion in each group, such that K ≤ m.

A. RESULTS AND DISCUSSION ON CORRELATION-AWARE
CLUSTERING SCHEME
In this section, the performance of the proposed correlation-
aware clustering scheme has been analyzed on a corre-
lated binary dataset. For this purpose, based on assumptions
considered in [22] for generating correlated binary vectors,
three synthetic binary datasets are generated with dimensions
128 × 100 bits and a maximum similarity of 50%, 60%,
and 70%, respectively. Similar to the general framework,
the correlation-aware clustering scheme has been evaluated
under the presence of the BBA, BPSO, BGA, and BDA

optimizer modules. For each algorithm, twenty independent
trials have been performed on each dataset. The best and
worst cost, the average cost, and the standard deviation have
been reported in Table 13. The convergence curve of binary
datasets by considering all four optimizer modules is also
presented in Fig. 7. Finally, the statistical analysis has been
described in Table 14. According to the experimental results,
all four optimizer modules show high capabilities in perform-
ing the proposed correlation-aware clustering scheme and
present very competitive results in this case. However, both
the BBA and BDA optimizer modules provide superb per-
formance in solving such a binary clustering problem since
the fastest convergence rate belongs to the BBA optimizer
module, followed by the BDA optimizer. The BBA algorithm
can take advantage of the loudness and pulse emission bal-
ance between the exploration and exploitation to accelerate
the convergence rate toward the global optimum and not trap
in local minima over the course of iterations. Besides, the
V-shaped transfer function in the BBA algorithm helps the
particles not go through the unpromising area of the search
space, and therefore it contributes to having a fast conver-
gence rate in this case. The BDA optimizer also inherits
high exploration and exploitation from the DA algorithm and
provide an excellent result. Furthermore, the convergence
curves of this experiment show that by increasing the simi-
larity among data points, the convergence speed significantly
increases. Consequently, reaching the minimum cost can be
achievable in fewer iterations. The reason is that, as the
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TABLE 13. Comparison Results of the Proposed Correlation-Aware Clustering Scheme Considering BBA, BPSO, BGA, and BDA Optimizer Modules.

FIGURE 7. Convergence curve for the correlated-binary datasets considering BBA, BPSO, BGA, and BDA algorithms for the optimizer module in
the correlation-aware clustering scheme. The algorithm with the better performance is shown with thicker line. The color code for each
algorithm is as follows: .

TABLE 14. Statistical Results of the Proposed Correlation-Aware Clustering Scheme Considering four Different Optimizer Modules.

correlation among datasets increases, the similarity between
data points becomes very large. As a result, the maximum
Hamming distance between data points decreases; therefore,
the clustering problem becomes a much simpler problem
that can even be solved in less than half of the iterations.
In such cases, the maximum distortion in each cluster will
be decreased as well.

VII. CONCLUSION AND FUTURE WORK
Clustering algorithms are developed as a powerful tool to
analyze the massive amount of data produced by modern
applications. Over the years, various meta-heuristic searching
techniques have been proposed to achieve optimal or near-
optimal solutions due to the challenges such as defining a
suitable objective function and ambiguity in data clustering
definition. In this paper, the clustering problem has been
formulated as an optimization problem with the motivation
to reach well-separated clusters with approximately the same
maximum distortion. Such clustering solution is highly bene-
ficial in applications such as compression schemes that need

relatively close values for the maximum distortion in each
cluster. The proposed framework employs binary optimiza-
tion algorithms as the optimizer module. It also adopts a
dynamic range of clusters in accordance with the input data
to tackle the problem of determining the correct number
of clusters in advance. Hence, users do not need a priori
knowledge of the number of clusters. We have also proposed
a binary encoding scheme for the particle representation in
the proposed framework. Moreover, a correlation-aware clus-
tering scheme is reported as the application of the proposed
framework for the correlated binary datasets. The binary
correlation-aware clustering scheme is useful in a wide range
of practical applications such as the repeated measurements
in remote sensing, medical studies, cache-aided networks
with dynamic content, augmented reality, and crowdsourced
multi-view video uploading. The experimental results show
that the proposed framework exhibits superior performance
in all binary datasets and most of the typical datasets by
utilizing the considered binary optimizer module. According
to the results, we have successfully reached a proper number
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of well-separated clusters with approximately the same max-
imum distortion value for each cluster in most datasets.
This paper can be considered the opening to conduct further
research to improve the distortion gap between clusters in
other applications. Future studies can consider the proposed
automatic clustering framework with approximately the same
maximum distortion in each cluster as a multi-objective opti-
mization algorithm problem and consider the maximum dis-
tortion of the clusters as an objective to possibly improved the
distortion deviation gap. Besides, improving the efficiency of
the proposed framework in the case of having a large dataset
can be considered a future work.
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