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ABSTRACT Granular computing is usually considered as a representative method for solving complex
problems, which can be solved quickly through freely switching among different granular models. In this
paper, a genetic programming method based on the concept of granular computing is proposed to provide an
efficient solution for optimizing the topology and parameters of a satellite system simultaneously. According
to the coupling relationship of multiple physical fields, the multi-granularity description method of the
satellite system scheme is defined and a multi-granularity digital satellite model is constructed. The genetic
programming method is improved according to the principle of falsity preserving in granular computing.
The concept and calculation method of granular risk factor are proposed to allow different individuals of
the current population to switch among different granularities. The convergence difficulty caused by the
complexity, hugeness, and high integration of satellites is effectively alleviated. The application to design
and optimize an earth observation satellite proves the effectiveness of the proposed method.

INDEX TERMS Satellite system design, system topology optimization, granular computing, genetic
programming, MBS.

I. INTRODUCTION
System engineering is the theoretical basis for satellite system
design. Text-based systems engineering (TBSE) has been
widely applied in the 1980s. When the spacecraft becomes
complex, the application of TBSE shows limitations. In addi-
tion to the problems of low cooperation efficiency and long
development cycle, the main problem is that the system
design scheme cannot be accurately evaluated quantitatively.
For instance, one of the important reasons for the accidents
of the space shuttle Challenger [1], [2] and Columbia [3] in
history is that there is not enough quantitative evaluation in
the design stage. Currently, model-based systems engineering
(MBSE) is gradually replacing TBSE to apply in complex
satellite design. In MBSE, quantitative evaluations are usu-
ally applied to help improve the design scheme of the space-
craft. One of the mature MBSE applications is conducted
by NASA, who developed an MBSE infrastructure [4] and
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applied it to help design CubeSat [5], James Weber Space
Telescope [6], and the MARS 2020 project [7]. However,
the above-mentioned applications involvemore or less human
participation in the design process. We aim to use MBSE
for satellite design with autonomous optimization procedure.
More specifically, we try to look for a new optimization
method and develop a new system modeling method to opti-
mize system topology and parameters simultaneously.

In terms of optimization methods, parameter optimiza-
tion algorithms and topology optimization algorithms have
been studied a lot. However, in the previous study of the
satellite system design, almost all of the successful applica-
tions are based on parameter optimization algorithms. The
most widely used algorithms include genetic algorithm [8],
ant colony algorithm [9], and simulated annealing algo-
rithm [10]. However, in the algorithms above, the structures
of the optimization objects are invariant. Therefore, these
algorithms are not suitable for the optimization of the satellite
system composition and structure (i.e., the system topology),
which is also very important in satellite system optimization
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besides system parameters. This problem restricts the effec-
tiveness of satellite system design and the optimality of the
scheme. One of the promising methods that can optimize
system topology and parameters simultaneously is genetic
programming (GP) proposed by Professor Koza [11]. GP is
widely used in the optimal design of mechatronic systems.
Sripramong et al. [12] designed an automatic circuit design
system for a CMOS amplifier by GP. Sun et al. [13] real-
ized the automatic evolution of satellite attitude control law
expression by GP. Malhotra et al. [14] evolved a threshold
comparator circuit of a satellite for safe mode detection by
GP. The main feature of these current applications of GP is
that the system model is relatively simple and only involves
a single discipline. In contrast, the satellite system model
is much more complex, including multidisciplinary coupling
relationships.

Another key problem when applying MBSE in satellite
system design optimization lies in satellite digital modeling.
In previous studies, simplified satellite models or empirical
formulas are enough for satellite parameters optimization.
But for satellite topology optimization, it is necessary to
develop a complex model including the coupling relationship
of satellite system components and structures. The quantita-
tive evaluation of a single complex model will cost a lot of
computing resources. And it will cost much more resources
in the process of satellite system design optimization where a
large number of satellite schemes are supposed to be quan-
titatively evaluated and compared. On the other hand, the
complex model may also have convergence difficulty during
optimization [15]. According to the granular computing the-
ory, the uncertainty of the concept model is closely related to
granularity [16]. A human can switch freely among different
granularities according to the complexity of the problem.
A plan can be assessed under coarse granularity with little
resources and time consumption. Once the plan is evaluated
and considered applicable, it can then be more detailly eval-
uated under fine granularity with less uncertainty [17], [18].
For this reason, the satellite design and optimization process
can be divided into different stages by designers [19]. In the
early stage, some influencing factors are neglected and the
coarse granularity model is used for optimization. In the sub-
sequent design stages, fine granularity models are gradually
used to obtain more reliable results. The design phase and the
model granularity are coupled, thus making the optimization
process to be iterative [20]. However, as far as we know,
there is little mature application of granular computing theory
in satellite system design optimization. Current researches
mainly have two limitations: 1) lacking multi-granularity
expressions in satellite digital modelingmethods, and 2) lack-
ing expressions and processing methods of multi-granularity
individuals in GP applications.

In this paper, the idea of granular computing and the GP
method is introduced to optimize the system design scheme
of a satellite. Genetic programming is used to describe the
topology of the satellite system. It breaks through the limita-
tion of the expression of the general parameter optimization

algorithms. The idea of granular computing is introduced into
the optimization process. The simple model is used for rough
selection, and the complex model is used for fine selection.
With relatively low consumption of computing resources,
the satellite system topology and parameter optimization
problems can be quickly converged.

The main contributions of this paper lie in the following
two aspects: 1) By combining the granular computing theory
with the satellite digital modeling method, a multi-granular
satellite digital model definition method is proposed, which
provides the model granularity choice for the satellite sys-
tem design; 2) A multi-granularity genetic programming
optimization (MGGPO) method is proposed and applied to
the optimization design of satellite system scheme, which
reduces resource consumption and improves efficiency.

The remainder of this paper is organized as follows.
Section II introduces the problem description of multi-
granularity satellite system design optimization. In Section III,
the method of establishing multi-granularity satellite models
is described. The MGGPOmethod is presented in Section IV.
Then the flowchart of satellite system design optimization
based on MGGPO is shown in Section V. The case study and
analysis are given in Section VI. Finally, the conclusions are
provided in Section VII.

II. PROBLEM DESCRIPTION OF MULTI-GRANULARITY
SATELLITE SYSTEM DESIGN OPTIMIZATION
The optimization problem of the satellite system design can
be described as [21]

find S

min J (X)

s.t. S
DS
−→ f

Ẋ = f (X),X(t0) = X0

C(X) ≤ 0 (1)

where S represents the design variable of the optimization
problem, which is a possible satellite system design scheme;
f represents the digital model uniquely determined by a
specified satellite scheme S; DS represents the digital mod-
eling method, and the mapping relation between Sand f is
expressed as S

DS
−→ f ; X is the set where all the states of the

satellite system described in f are included; t0 is the initial
time, and the X0 is the initial value of X; X = f (X),X(t0) =
X0 express the system state equation of the satellite; J (X) is
the objective function of the satellite system design; C(X) is
the constraints of the satellite system design. Our purpose is to
find a satellite system scheme described by design variables
S to minimize the objective function J (X), e.g., an equivalent
index concerning mass and cost, under constraints C(X).

According to the theory of granular computing [22],
an equivalence relation of scheme S is defined on a coarse
granularity. The quotient set of S can be obtained, which is
denoted as [S]. Similarly, we can get the quotient set [f ], [X],
[J ], and [C], corresponding to f, X, J , and C respectively.
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Denoting the original optimization problem as (S, f ,X, J ,C),
the quotient space on a certain granularity can be expressed
as ([S], [f ], [X], [J ], [C]). When we study the same problem
using different granularity, we can get the results of different
granularity, such as ([S]1, [f ]1, [X]1, [J ]1, [C]1), ([S]2, [f ]2,
[X]2, [J ]2, [C]2).
In this paper, three kinds of granularity of the satellite

model are defined. The coarsest granularity is called the
point satellite model (short for point model), and its quotient
space is defined as ([S]p, [f ]p, [X]p, [J ]p, [C]p). In the point
model, it is assumed that each satellite service subsystem is
ideal and can work perfectly without affecting the system
function. In the point satellite model, the satellite orbit motion
is the main concern. The second level of granularity is called
the stream satellite model (short for stream model), and its
quotient space is defined as ([S]s, [f ]s, [X]s, [J ]s, [C]s). In the
stream satellite model, it is assumed that the satellite subsys-
tems do not affect each other, each component is an ideal
component, and it will not affect other components except
those involved in the stream of its function. The finest granu-
larity is called the field satellite model (short for field model),
and its quotient space is defined as ([S]f, [f ]f, [X]f, [J ]f, [C]f).
Some characteristics of the digital twin system are included in
the field satellite model, that is, multi-dynamic, multi-scale,
and multi-physical field coupling. Multi-dynamic refers to
the orbit, attitude, and micro-vibration spectrum. Multi-scale
includes celestial bodies, whole satellite, and components.
Multi-physical fields mainly include mechanical, electrical,
thermal, optical, magnetic, and radiation fields.
The principle of falsity preserving quotient space points out

that if there is no solution to a problem in the quotient space,
there must be no solution to the corresponding problem in the
original space [22]. For the satellite system design optimiza-
tion problem, the three granularities defined in the previous
paragraph are introduced, and the design variable S becomes
a set of schemes with multiple granularities. The objective
function becomes to find the minimum J in the finest gran-
ularity. Constraints are determined from the point model,
stream model, and field model, and can be satisfied under
each granularity. The problem of multi-granularity satellite
system design optimization can be described as follows

find S ={[S]p, [S]s, [S]f}

min [J ]f([X]f)

s.t. [S]p
DS
−→ [f ]p

[Ẋ]p = [f ]p([X]p), [X]p(t0) = [X0]p
[C]p([X]p) ≤ 0

[S]s
DS
−→ [f ]s

[Ẋ]s = [f ]s([X]s), [X]s(t0) = [X0]s
[C]s([X]s) ≤ 0

[S]f
DS
−→ [f ]f

[Ẋ]f = [f ]f([X]f), [X]f(t0) = [X0]f
[C]f([X]f) ≤ 0 (2)

where [X0]p, [X0]s, and [X0]f represent the initial values
of [X]p, [X]s, and [X]f, respectively. The objective func-
tion and constraints of the field model are defined in our
previous work [21]. Two levels of the index system are
established which are the system indices and subsystem
indices. The system indices include mass, cost, reliabil-
ity, cost-effectiveness ratio, and performance. Indices of the
payload subsystem include the total power consumption of
itself, data rate, ground sample distance, ground coverage
half center angle, total information transmission, coverage
performance of target, coverage bandwidth, signal to noise
ratio of the image. Indices of the attitude determination &
control subsystem (ADCS) subsystem include attitude mea-
surement accuracy, attitude direction accuracy, attitude sta-
bility accuracy, attitude maneuver angular velocity, stability
time after maneuvering, orbit control accuracy, orbit control
acceleration, flywheel control torque. Indices of the power
subsystem include the total power consumption of itself, mass
to power ratio, solar wing orientation accuracy, solar array
power margin, output power at the beginning of life, output
power at the end of life, battery capacity, discharge depth,
average eclipse factor. Indices of the propulsion subsystem
include propellant mass, specific impulse, propellant extru-
sion efficiency, total impulse. Indices of the TT&C subsystem
include total power consumption of itself, data transmission
rate, ground station TT&C coverage performance, the quality
of the TT&C receiving system (GT), equivalent isotropically
radiated power (EIRP). Indices of the thermal subsystem
include the total power consumption of itself, minimum and
maximum temperatures of typical components, the equilib-
rium temperature of the satellite, the minimum andmaximum
temperature of the satellite in the orbital period. Indices of
the structure subsystem include the structural strength, axial
frequency, transverse frequency, envelope diameter, envelope
height, body width, the diameter of the bearing cylinder,
satellite volume, the ultimate stress required by strength, the
critical stress required by stability.
For the stream model, the objective function and con-

straints are the same as those of the field model. For the point
model, the objective function and constraints are almost the
same as those of the field model, except for a few indices
that are not available under the point model. These indices
that are not included in the point model include flywheel con-
trol torque, minimum and maximum temperatures of typical
components.
The definition of the multi-granularity satellite model

[f ]p([X]p), [f ]p([X]p), [f ]f([X]f) is given in Section III. The
multi-granularity tree structure expression {[S]p, [S]s, [S]f}
and genetic programming method are given in Section IV.

III. MULTI-GRANULARITY MODELS OF SATELLITE
The satellite system model provides support for the quantita-
tive evaluation of satellite schemes. To find out the real impact
of the changes of system topology on the optimization objec-
tives, it is necessary to establish a satellite model as com-
plex as possible. The most complex satellite digital model is
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called the field model. The field model has the characteristics
of multi-dynamic, multi-scale, and multi-physical field cou-
pling. By neglecting or simplifying the coupling relationship
of some dynamic spectrum, spatial scales, and physical field,
the stream model and point model are obtained. In the fol-
lowing subsections, the point model, stream model, and field
model of ADCS and thermal subsystem will be introduced as
examples.

A. POINT MODEL
In the point model, only the celestial body scale and the
satellite scale are considered in the multi-scale. The multi-
dynamic and multi-physics coupling are not considered.

1) ADCS SUBSYSTEM POINT MODEL
In the point model, the ADCS subsystem is ideal, in which
the characters of various components are no longer impor-
tant. An ideal sensor and an ideal actuator can be used to
replace various personalized component combinations. In the
dynamic equation, only the control force and torque gen-
erated by the ideal actuator are included. The system state
variable set of the ADCS subsystem point model is a subset
of the satellite system state [X]p. It consists of variables in
orbit dynamics and attitude dynamics. In orbit dynamics, m
is the total mass of the satellite, V is the velocity vector
of the satellite, Fout is the combined external force of the
environment, and Fideal is the force of the ideal actuator.
In attitude dynamics, I is the total inertia, ω is the attitude
angular velocity, Mout is the resultant torque of the environ-
ment and Mideal is the torque of the ideal actuator [23]. The
orbit and attitude dynamic equations of the point model are
established as follows

dV
dt
=

1
m (Fout + Fideal)

dω
dt
= I−1 (Mout +Mideal − ω × Iω)

(3)

2) THERMAL SUBSYSTEM POINT MODEL
In the point model, each subsystem is ideal, in which the dif-
ference in local temperature is no longer important. Assuming
that the temperature inside the satellite is the same, the surface
of the satellite is coated with multiple layers of heat insulation
material, and the heat dissipation surface is not covered with
heat insulation material but sprayed with white paint. The
thermal network model is built with the satellite interior (T0),
six exterior surfaces (T1 to T6), and up to six exterior surfaces
(T7 to T12). The heat balance equation of the exterior surfaces
and the heat dissipation windows is as follows

Ci
dTi
dt
= αiq̄exiAi + Aiλi (T0 − Ti) δ

−1
i

−εiσAiT 4
i (i = 1, 2, · · · , 12) (4)

where Ci is the heat capacity of node i, εi is the emissivity of
node i, σ is the Boltzmann constant with a value of 1.38 ×
10−23J

/
K, Ai is the area of node i, Ti is the temperature of

node i, λi is the equivalent thermal conductivity of multilayer

or structural plate, δi is the thickness, αi is the absorptivity of
node i, q̄exi is the average external radiation heat flux of each
surface [24].

The heat balance equation of node 0 inside the satellite is

Cs
dT0
dt
=

12∑
i=1

Aiλi (Ti − T0)
δi

+ Pthm (5)

where Pthm is the heat power consumption in the satellite; Cs
is the heat capacity of the satellite [24].

B. STREAM MODEL
In the stream model, the three scales of celestial bodies,
satellites, and components are all considered. Multi-dynamic
and multi-physics coupling are not considered.

1) ADCS SUBSYSTEM STREAM MODEL
In the stream model, the real function stream of the ADCS
subsystem is simulated, and the characteristics of different
sensors and actuators are considered. In the dynamic equa-
tion, the control force and torque generated by the thrusters
and momentum exchange devices are included. The system
state variable set of the ADCS subsystem stream model is
a subset of the satellite system state [X]s. Compared with
the point model, three state variables are added. Fthruster is
the resultant force of all thrusters. Mthruster is the resultant
torque of all thrusters, and Mwheel is the torque of momen-
tum exchange devices [23]. The orbit and attitude dynamic
equations in the stream model are established as follows

dV
dt
=

1
m (Fout + Fthruster )

dω
dt
= I−1 (Mout +Mthruster +Mwheel − ω × Iω)

(6)

where the torque formula of momentum exchange device is
as follows

Mwheel = −(ḢW + ω ×HW + ωW ×HW ) (7)

whereHW and ωW represent angular momentum and angular
velocity of the flywheel in satellite respectively [23].

2) THERMAL SUBSYSTEM STREAM MODEL
In the stream model, each subsystem is relatively indepen-
dent, and there is no coupling between components, so the
temperature difference of different subsystem components is
not considered. The heat network model and heat balance
equation of the satellite are the same as those in the point
model.

C. FIELD MODEL
In the field model, the three spatial scales of celestial bodies,
satellites, and components, the three spectrum dynamics of
orbit, attitude, and micro-vibration, and the coupling of vari-
ous physical fields of mechanics, electricity, heat, light, mag-
netism, and radiation are all considered. The multi-dynamic
model in the field model is introduced by taking the ADCS
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subsystem model as the first example. The multi-scale and
multi-physics coupling model in the field model is intro-
duced by taking the thermal subsystem model as the second
example.

1) MULTI-DYNAMIC MODEL
The system state variable set of the ADCS subsystem field
model is a subset of the satellite system state [X]f . Compared
with the stream model, several state variables related to large
flexible attachments, liquid-filled tanks, andmanipulators are
added. Fflexible, Ftank , Farm are the forces of flexible attach-
ments, liquid-filled tanks, and manipulators on rigid satellite
body respectively. Mflexible, Mtank , Marm are the torques of
flexible attachments, liquid-filled tanks, and manipulators
on rigid satellite body [23]. The orbit and attitude dynamic
equations in the field model are established as follows
dV
dt
=

1
m

(
Fout + Fthruster + Fflexible + Ftank + Farm

)
dω
dt
= I−1

(
Mout +Mthruster +Mwheel +Mflexible

+Mtank +Marm − ω × Iω

)
(8)

where Fflexible and Mflexible are obtained through the
micro-vibration model. They can be calculated as follows

Fflexible = −
∑
i

Btraniq̈i

Mflexible = −
∑
i

Brotiq̈i (9)

where Btrani and Broti represent the translational and rota-

tional coupling matrix of the ith flexible attachment, and qi
represents the modal coordinates of the ith flexible attach-
ment [23]. The translational and rotational coupling matrix
can be expressed as

Btran =
[
B1
tran,B

2
tran, · · · ,B

j
tran, · · · ,B

l
tran

]T
Brot =

[
B1
rot ,B

2
rot , · · · ,B

j
rot , · · · ,B

l
rot

]T
(10)

where l is the modal order. The elements of each row in the
matrix can be calculated as follows

Bjtran =
n∑

k=1

mk

 u
j
kx
ujky
ujkz


Bjrot =

n∑
k=1

mk

 0 −rkz rky
rkz 0 −rkx
−rky rkx 0


 u

j
kx
ujky
ujkz

 (11)

where n is the total number of elements after the flexible
structure is dispersed, mk is the mass of the k th element, uk is
the displacement of the centroid of the k th element, rk is the
position of the centroid of the k th element, and the subscripts
x, y, and z represent the direction of the coordinate [25].
By ignoring the influence of any one of attachments,

liquid-filled tanks, and manipulators, or defining different
modal orders, more models of different granularities can be
obtained in the field model.

2) MULTI-PHYSICAL COUPLING MODEL IN
CELESTIAL-SCALE
For the thermal subsystem, the coupling model of celestial-
scale mainly consists of solar radiation, earth infrared radia-
tion, earth reflection heat flow model. The formula is shown
as follows

qiS = αSiSφ1iAi, q
i
E = εeiEeφ3iAi, q

i
ER = αSiErφ2iAi (12)

where qiS is the solar radiation heat of node i, αSi is the
solar absorptivity of the outer surface of the satellite, S is the
solar constant, Ai is the surface area of node i, φ1i is the solar
direct radiation angle coefficient of node i, qiE is the earth
infrared radiation heat of node i, εei is the emissivity of the
outer surface of node i, Ee is the average infrared radiation
density of the earth, and φ3i is the earth infrared radiation
angle coefficient of node i, qiER is the earth reflection heat
of node i, Er is the average reflection density of the earth
surface to solar radiation, φ2i is the earth albedo coefficient
of node i [24].

The main coupling of the model is that φ3i, φ2i and φ1i are
coupled with dynamics. Their formulas are related to some
variables in dynamics, including orbital altitude, satellite atti-
tude, sun vector, and earth vector [24].

3) MULTI-PHYSICAL COUPLING MODEL IN
SATELLITE-SCALE
For the thermal subsystem, the coupling model of satellite-
scale is mainly the satellite heat balance differential equation.
The finite elements are meshed according to the satellite
configuration, and models of different granularities can be
subdivided according to the size of the finite element space.
The equation is established as follows

Ti (t +1t) = Ti (t)+1t(qiS (t)+ q
i
E (t)+ q

i
ER(t)+ q

i
Rad (t)

+qiCond (t)+ Pi(t)− q
i
OS (t)− q

i
IS (t))/(mici)

Ti (t0) = T 0
i (13)

where Ti is the temperature of node i, t is the current time,
1t is the time interval, and t0 is the initial time, mi is the
mass of node i, ci is the specific heat capacity of node i,
qiRad is the total radiation heat, qiCond is the total conduction
heat, Pi is the sum of the thermal power of all working
components belonging to node i, qiOS is the external surface
heat dissipation, qiIS is the internal surface heat dissipation,
T 0
i is the initial temperature of node i [24].
The formula for calculating the heat radiation and conduc-

tion from other heat nodes is

qiRad =
N∑
j=1

Bj,iAjεjσT 4
j , q

i
Cond =

N∑
j=1

Kj,i(Tj − Ti) (14)

where N is the total number of heat nodes, Bj,i is the absorp-
tion factor of node i to node j, εj is the emissivity of node j,
Kj,i is the conduction factor between node j and node i [24].
The calculation formula for heat dissipation of the inner

and outer surfaces is

qiOS = AiεeiσT 4
i , q

i
IS = AiεiiσT 4

i (15)
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where εei is the emissivity of the outer surface, εii is the inner
surface of node i [24].
The main coupling of the model is that the internal thermal

power of the nodes is coupled with other subsystems such as
power supply, the formula for internal thermal power is

Pi =
Ni∑
k=1

fPThermal
(
XDi,k

)
(16)

where Ni is the total number of all components of node i,
XDi,k is the working state of the component, and its relational
function with thermal power is fPThermal .

4) MULTI-PHYSICAL COUPLING MODEL IN
COMPONENT-SCALE
The coupling model of components in the thermal field and
other physical fields is introduced by taking laser gyroscope
and flywheel as examples. The laser gyroscope model con-
tains the coupling relation with thermal field and radiation
field, and it is formulated as

ωm =
λLlaser1fm
4Alasernr

(17)

where ωm is the measured value of satellite angular veloc-
ity, 1fm is the measured value of the frequency difference
between the positive and negative beams, λ is the wavelength
of the light source, nr is the normalized refractive index of
the optical path, Alaser and Llaser are the area and perimeter
surrounded by the closed optical path, respectively [26].1fm
can be calculated by the following formula

1fm = 1freal + B0 + B1 + B2 (18)

where 1freal is the real value of the frequency difference,
B0 is the error considers the zero-deviation error, B1 is the
random walk error caused by mechanical vibration used to
suppressing the lock area, B2 is the error caused by radiation
flux accumulation [26]. B0 is coupled with the temperature
of thermal field calculation, B2 is coupled with the space
radiation field. The error model can be concluded as

B0 = a0 + a1Tlaser + a2T 2
laser

B1 = �L

√
SK
/
(2π�Dm)

B2 = fRad_RLG (J (≥ E0)) (19)

where a0, a1, and a2 are the zero bias compensation coeffi-
cients obtained by fitting the measurement data, Tlaser is the
gyro temperature, �L is the lock zone threshold, �Dm is the
peak jitter rate, SK is the laser gyro scale factor [26], J (≥ E0)
is the radiation flux of the gyro, fRad_RLG is the relational
function between error and radiation flux [27].

The flywheel model includes the coupling relationship
with thermal field and electric field which is given as

Kf =
1T × Co × ρ × G

1.047× 10−1 × Dw × ωw
MM = KMVC (20)

where MM is the motor output torque, KM is the torque volt-
age ratio coefficient, VC is the input voltage, Kf is the friction
coefficient, Co is the specific heat of the lubricating oil, ρ is
the lubricating oil density,G is the oil required for circulating
lubricating oil,Dw is the flywheel bearing diameter, ωw is the
rotor speed. Considering the friction factor, Mf 0 is the static
friction torque of the bearing, the installation unit vector of
the wheel in the satellite is r [28]. The output torque of the
wheels in the body coordinate is

Mwheel =
(
MM −Mf 0 − Kf ωW

)
r (21)

The ideal gyro model can be obtained without considering
all the error terms, and the laser gyro models with differ-
ent granularities can be obtained by ignoring some of the
error terms. The ideal flywheel model is obtained without
considering the friction factor. Considering constant friction
and considering the coupling of friction and temperature, two
finer granularity models are obtained.

IV. MULTI-GRANULARITY GENETIC PROGRAMMING
OPTIMIZATION METHOD
According to the definition of satellite granularities in
section II, there are three different granularity expressions for
the satellite scheme S. In the GP method, tree structures of
satellite schemes with different granularities are established
in the following subsection A. In traditional GP, all individual
models are of the same granularity, whereas in MGGPO,
individual models of different granularities are included. How
to replicate, crossover, mutate, and switch the granularity of
individuals in a multi-granularity population is introduced
in subsection B. Different granularity models have different
uncertainties and computing resource requirements. How to
adjust the proportion of population granularity to minimize
the risk of problem-solving is introduced in subsection C.

A. MULTI-GRANULARITY TREE STRUCTURE
The five-level tree structure is used to describe the satellite
system scheme [21]. In this paper, combined with the defi-
nition of the multi-granularity model, each node of the tree
structure is redefined, and the tree structures of the point
model, stream model, and field model are obtained.

1) POINT MODEL TREE STRUCTURE
The tree structure of the point model of the satellite system
scheme is shown in Fig. 1.

The level 1 nodes in Fig. 1 represent different satellite
schemes described by the point model. There are two kinds
of granularity of subsystem nodes. One is the ideal subsystem
node, and the other is the real subsystem node. In the 2nd

level nodes, the nodes of the payload subsystem are real sub-
system nodes, and the nodes of other subsystems are defined
as ideal subsystem nodes, such as the ‘‘IdealADCS’’ nodes
in Fig 1. Only the 3rd level nodes of the payload subsystem
indicate device categories, such as infrared payload, optical
payload, and SAR. The 3rd level nodes of the remaining
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FIGURE 1. Point model tree structure of satellite system schemes.

FIGURE 2. Stream model tree structure of satellite system schemes.

subsystems are subsystem parameter nodes, as ADCS sub-
system mass (ma), electric power (Pa), orbital altitude (h),
and inclination (i) shown in Fig.1. In the 5th level nodes,
each ‘‘Type Name’’ node corresponds to a point granularity
component model of that type. For example, ‘‘[PL-SC-5]p’’
represents a point granularity model of a type of optical
payload component named ‘‘PL-SC-5’’.

2) STREAM MODEL TREE STRUCTURE
The tree structure of the stream model of the satellite system
scheme is shown in Fig. 2.

The level 1 nodes in Fig. 2 represent different satellite
schemes described by the stream model. In the 2nd level
nodes, all the nodes are real subsystem nodes, such as the
‘‘Payload’’ and ‘‘ADCS’’ nodes in Fig 2. The 3rd level
nodes of each subsystem may contain two kinds of branches,
namely ‘‘Device Category’’ nodes and ‘‘Subsystem Parame-
ters’’ nodes. In the 5th level nodes, each ‘‘Type Name’’ node
corresponds to a stream granularity component model of that
type. For example, ‘‘[PL-SAR-5]s’’ represents a stream gran-
ularity model of a type of SAR payload component named
‘‘PL-SAR-5’’.

3) FIELD MODEL TREE STRUCTURE
The tree structure of the field model of the satellite system
scheme is shown in Fig. 3.

The 1st level nodes in Fig. 3 represent different satellite
schemes described by the field model. In the 2nd level nodes,
all the nodes are real subsystem nodes. The 3rd level nodes of
each subsystem may contain three kinds of branches, namely
‘‘Device Category’’ nodes, ‘‘Subsystem Parameters’’ nodes,
and ‘‘Dynamics’’ nodes. The ‘‘Dynamics’’ nodes represent
the coupling model of multi-dynamic and multi-physical
fields contained in the subsystem. For example, ‘‘Flexi-
ble Wing’’ represents the flexible solar wing model, and
‘‘Manipulator’’ represents the manipulator model. In the 5th

level nodes, each ‘‘Type Name’’ node corresponds to a field
granularity component model of that type. For example,
‘‘[FOG-1]f’’ represents a field granularity model of a type of
fiber optic gyroscope named ‘‘FOG-1’’.

B. MULTI-GRANULARITY GENETIC
PROGRAMMING OPERATION
As shown in Fig. 3, nodes of the parse tree are divided into
two categories. One category is called ‘‘operator’’, which
locates in the internal of the tree. The other category is called
‘‘terminator’’ located in the terminal of the tree. The defini-
tions of operator set and terminator set are shown in Table 1.

The basic operations of GP include replication, crossover,
and mutation. In this paper, the genetic operation among
individuals of the same granularity in the population is con-
sistent with the method in [21]. A method of how to deal
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FIGURE 3. Field model tree structure of satellite system schemes.

TABLE 1. Definition of operator set and terminator set.

FIGURE 4. Schematic diagram of population multi-granularity GP operations.

with the relationship between groups of individuals with dif-
ferent granularities in a population is proposed. The sorting,
replication, crossover, and mutation operations of population
individuals have all been modified. In the sorting operation,
the individuals in different granularity groups are compared
separately and sorted in each group according to the fitness.
In the replication operation, the number of individuals to be
replicated in the group is obtained by multiplying the total
number of individuals in the group by the replication pro-
portion. Several individuals with high fitness are replicated
from different granularity groups to join the next generation.

After the granularities of replicated individuals are upgraded,
new individuals are generated to join the next generation.
The remaining individuals are generated by crossover and
mutation. Two individuals from each group of replicates are
selected for crossover operations. The new individuals gener-
ated by crossover are mutated according to the set probability.
The resulting new individuals are added to the next genera-
tion. The individual group of the stream model is taken as an
example. The process of generating the (N + 1)th generation
individuals through multi-granularity GP operations is shown
in Fig. 4.
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In Fig. 4,N1 is the total number of individuals in the stream
model group of N th generation, N1∗ is the one of (N + 1)th

generation. ‘‘rs’’ represents the number of individuals to be
replicated in the stream model group, ‘‘rp’’ is the one of the
point model group. [S]s_% represents the individuals in the
next generation population generated by various operations,
where the subscript at the ‘‘%’’ position indicates the index of
individuals.

C. DEFINITION OF RISK FACTOR AND OPTIMIZATION OF
POPULATION SIZE PROPORTION
The risk caused by model uncertainty and simulation time
consumption is considered. If all the individuals in the popu-
lation are point models, the uncertainty of the model is large,
in which case the optimal solution may not be obtained and
the risk is high. If all of them are fieldmodels, theymay not be
able to converge in finite time under urgent tasks, and the risk
is high as well. Theoretically, mixing different granularities in
a reasonable proportion can minimize the risk. The risk factor
can be defined as follows

Krisk = µpointPpoint + µstreamPstream + µfieldPfield
+
∣∣µtime(Tgeneration − Texpected )∣∣ (22)

where Krisk is the risk factors of population, µpoint , µstream,
µfield represent the uncertainty of the point model, stream
model, and field model respectively, Ppoint , Pstream, Pfield
represent the proportion of point model, flow model and
field model in the population respectively, µtime is the risk
coefficient of simulation time consumption, Tgeneration rep-
resents the total simulation time required to complete the
evaluation of all schemes of a certain generation, Texpected
represents the expected time for each generation to complete
the optimization on time.

Based on the risk factor, the proportion of granularity
diversification is adjusted to the direction of low risk in the
process of satellite scheme optimization. After the simulation
of each generation of population, according to the previous
simulation history data, the average simulation time of each
granularity individual is calculated. Tavg_point , Tavg_stream,
Tavg_field are the average simulation time of the point model,
stream model, and field model respectively. Npopulation is
the total number of individuals in a population, fTgen is the
function to predict the total simulation time of the next gener-
ation Tgeneration according to the population size, granularity
proportion, and average simulation time. Tgeneration can be
expressed as follows

Tgeneration = fTgen(Npopulation,Ppoint ,Pstream,Pfield ,

Tavg_point ,Tavg_stream,Tavg_field ) (23)

The proportion of each granularity Ppoint , Pstream, Pfield
are taken as the design variables. The risk factor Krisk
is defined as the objective function. The relationship
between each proportion and Tgeneration is set as the con-
straints. The optimization model of granularity proportion is

established as follows

find Ppoint ∈ [Ppoint_min, 1]

Pstream ∈ [Pstream_min, 1]

Pfield ∈ [Pfield_min, 1]

min Krisk
s.t. Ppoint + Pstream + Pfield = 1

Tgeneration ≤ Texpected (24)

where Ppoint_min, Pstream_min, and Pfield_min are the minimum
proportions of the point model, streammodel, and fieldmodel
in the population.

V. FLOWCHART OF SATELLITE SYSTEM DESIGN
OPTIMIZATION BASED ON MGGPO
The optimization framework is shown in Fig. 5, which
includes a two-level optimization iterative process, that is, the
optimization of the satellite scheme and the optimization of
the population granularity proportion in each generation. The
optimization process of the satellite scheme is divided into
two modules: GP, Modeling & Evaluation.

The optimization process starts with the GP module. The
1st step is to initialize the GP parameters. In the 2nd step,
the initial multi-granularity satellite scheme population is
generated with the initial population granularity proportion,
and the multi-granularity tree structure of the satellite indi-
viduals is obtained. In the 3rd step, the multi-granularity tree
structure is transformed into the multi-granularity satellite
scheme description based on the component library. Then the
optimization process gets into the Modeling & Evaluation
module. In the 4th step, for each individual in the population,
the satellite digital model with corresponding granularity
is established, and the satellite evaluation condition set is
designed from the condition library. In the 5th step, the batch
processing method is used to complete the calculation in the
verification simulation condition set. In the 6th step, the eval-
uation index of each scheme in the population is obtained
by statistics of the simulation results of the condition set.
In the 7th step, the fitness value is calculated according to the
evaluation indices. After the 7th step, the optimization process
enters two branches, one is to the granularity proportion
optimization, and the other is to the GP module. In the 8th

step, after the simulation of all the schemes of the current
generation population is completed, the average simulation
time of each granularity is evaluated, and the initial popula-
tion of granularity proportion for the granularity proportion
optimization is generated based on the granularity proportion
of the current generation. In the 9th step, according to the sim-
ulation time and the uncertainty of the model, the risk factors
corresponding to all granularity proportions in the population
of granularity proportions are calculated. In the 10th step,
the granularity proportions are ranked according to their risk
factors. The 11th step is to judge whether the minimum risk
factor is smaller than the expected value. If so, stop the gran-
ularity proportion optimization, and the optimal granularity
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FIGURE 5. Flowchart of two-level optimization of the satellite scheme (system topology and parameter) and the population
granularity proportion. The component library consists of all component models that can support the satellite system
design [29], [30]. Fit(X) is the fitness function.

proportion is returned to the GP module as the granularity
proportion of the next-generation satellite scheme population.
If not, the process enters the 12th step, a new population of
granularity proportion is generated by the genetic operation
of replication, crossover, and mutation. Then continue to
loop from the 9th step to the 12th step until the termination
condition is met. In the 13th step, the optimization process
returns to the GP module, and individuals in the population
are grouped by their granularity and ranked in each group
according to their fitness. The 14th step is to judge whether
the optimal fitness in the finest granularity group is better
than the expected value. If so, stop the optimization to get
the optimal result. If not, the process enters the 15th step, the
next-generation population of design schemes is generated by
the genetic operation of replication, upgrading, crossover, and
mutation, in which the granularity proportion obtained from
the 8th step to the 12th step is used. The multi-granularity
individual tree structure of the next-generation population is
looped from the 3rd step to the 15th step until the termination
conditions are satisfied, and the ideal satellite design results
are obtained.

VI. APPLICATION OF MGGPO INTO AN EARTH
OBSERVATION SATELLITE
The earth observation satellite described in [31] is taken
as an instance. The ADCS, power, thermal, TT&C, propul-
sion, payload, and structure subsystems are selected to opti-
mize the system composition, structure, and parameters. The
weighted coefficients of the main optimization objectives are
set as [21]. The optimizer parameters are set as Table 2 in
which parameters for the optimization of the satellite system
scheme are set according to [21].

The multi-granularity tree structure of the satellite scheme
is taken as the design variable. It mainly includes the
parameters and composition of the satellite system and the
parameters of the satellite subsystem. System composition
includes component type selection and the number of com-
ponents of each subsystem, and its screening scope is the
component library described in Section V. System struc-
ture information refers to the multi-granularity models
of subsystems, and its model construction and parame-
ter selection are implemented according to Section III.
The main constraints in the satellite subsystem parameter
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TABLE 2. Optimizer parameters.

TABLE 3. Subsystem level constraints.

information are consistent with those in [21], as shown in
Table 3.

The ranges, initial values of system-level design variables
are consistent with those in [21]. The optimization result of
traditional GP in [21] is given in the 5th column of Table 4.
The optimization result of the MGGPO method proposed in
this paper is given in the 6th column of Table 4, and the
change percentage is given in the last column of Table 4.
Compared with the results of GP, the results of MGGPO have
three significant differences, including a 16.73% reduction in
the total mass of the satellite, a 40% reduction in the shell
thickness, and a 53.88% reduction in the design life within the
design ranges. The other results are similar, less than 10%.

The optimization results of system composition and
parameters are shown in Table 5. By comparing the optimized
schemes of GP and MGGPO, we can see that the system

composition has significantly changed. The main changes
are the type and number of components. It can also be seen
from Table 5 that the parameters of components vary with
the component models. To sum up, the results show that
the MGGPO method in this paper is feasible to realize the
simultaneous optimization of satellite system topology and
parameters.

The change of the optimal fitness value of each generation
in GP andMGGPO is compared in Fig. 6(a). The results show
that the MGGPO algorithm shows good convergence, and
the convergence trend of the results is consistent with GP.
The optimal fitness of the two methods is almost the same,
and the final difference is 2.1%. The optimization results of
performance, quality, cost, reliability, and cost-effectiveness
ratio are normalized, and the larger the value, the better the
result. As shown in Fig. 6(b), the results of MGGPO and
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FIGURE 6. GP and MGGPO optimization results of fitness and system indexes. (a) Relationship between optimal fitness value
and generation number of population, (b) Optimization results of normalization system indexes.

FIGURE 7. Performance comparison with traditional GP optimization tools. (a) The comparison of total simulation time (b) The comparison of
fitness changing with time, (c) The comparison of risk factors changing with the generation number of population under the same expected time.

GP methods have a small difference of about 1.2% in the
cost-effectiveness index (CER). In the results, the perfor-
mance index optimized by GP is better. However, the quality,
cost, and reliability indices optimized by MGGPO are better.

Table 4 and Fig. 6(a) show that MGGPO methods can
be used to obtain traditional system parameter optimization
results. Table 5 shows that the MGGPO method is used to
optimize the composition and structure of the satellite system,
which is difficult to be realized by traditional algorithms such
as GA in [31]. The above results substantiate the effectiveness
of the proposed MGGPO method.

The design and optimization of the Earth Observation
Satellite by both GP and MGGPO methods are established
under the same hardware and software environment. Detailed
implementation details are listed in Table 6.

To compare the optimization performance, we perform a
100-generation optimization procedure by taking both meth-
ods. As shown in Fig. 7(a), MGGPO takes 256 hours to
finish the optimization, which is 71% shorter than that of GP
(880 hours). Fig. 7(b) shows that MGGPO converges faster
and the optimization result is better than GP under the same
time consumption. Fig. 7(c) indicates that the average risk
factor value of MGGPO is 70% smaller, the maximum value
is 39% smaller, and the minimum value is 94% smaller than
those of GP, respectively.

FIGURE 8. GP and MGGPO optimization results of fitness and system
indexes.

To quantitatively compare the computational complexity
of different granularity models, we calculate the average
simulation time of each generation of different granularity
schemes in the above cases, as shown in Fig. 8.

It can be seen from Fig. 8 that the computational complex-
ity of the point model is the lowest, while that of the stream
model is 38.9% higher than that of the point model, while that
of the field model is the highest, which is about 3.98 times of
that of the point model.
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TABLE 4. Optimization results of GP And MGGPO on system-level design variables.

TABLE 5. Optimization results of GP and MGGPO on key components in the tree structure.

FIGURE 9. Comparison of MGGPO optimization results with SJ-9A satellite designed by traditional methods. (a) Relationship
between optimal fitness value and generation number of population, (b) Comparison of normalization system indexes.

TABLE 6. Hardware and software environment.

To compare with the traditional satellite design optimiza-
tion method, the design scheme of the SJ-9A satellite is
selected as the reference group. SJ-9A satellite is an exper-
imental satellite launched by China in 2012. It is a typical
satellite designed by traditional satellite design optimiza-
tion methods. The design scheme of the SJ-9A satellite is
added to the initial population of optimization. Under the

same evaluation system, better results are obtained after 100
generations of optimization iterations. Fig. 9(a) shows the
convergence process of fitness, and the final optimized fitness
is 3.9% higher than that of the SJ-9A satellite. Fig. 9(b) shows
the comparison of the main indices. It can be seen that the
SJ-9A satellite is better for the two indices of total cost and
cost-effectiveness ratio, while MGGPO is better for the other
three indices.

VII. CONCLUSION
In this paper, an MGGPO method for satellite system topol-
ogy and parameter design and optimization is proposed aim-
ing to reduce the consumption of optimization resources as
well as to reduce the convergence time. The optimization
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results show that the MGGPO method can simultaneously
optimize satellite system parameters, composition, and struc-
ture by taking an earth observation satellite as an instance.
MGGPO is 71% faster than traditional GP with only a 2.1%
loss in fitness. In the comparison with the SJ-9A satellite,
the fitness was improved by 3.9% after optimization of
MGGPO. The construction method of the multi-granularity
model and the optimization method of multi-granularity
genetic programming can be extended to the system design of
other spacecraft. In this paper, the uncertainties of different
granularity models are defined based on experience, which
may not be the most reasonable values. The quantitative
evaluation of the uncertainty of model granularity can be
further studied. Similarly, the definition of the risk factor is
also based on experience. The impact of different risk factor
definition models on optimization performance and results
can be further studied.
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