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ABSTRACT In this study, a new algorithm dealing with time-varying modes for determining and tracing
multiple frequency oscillations in power systems is proposed. Multiple modes or resonance of forced
and natural oscillations can have severe effects on a power system. Therefore, it is crucial to recognize
the dominant natural and forced oscillations because the oscillation mode possesses time-varying features
that depend on the system operating conditions or changes in the parameters. The salient features of the
proposed algorithm include the use of a time-series-based approach to recognize undesired modes (including
multiple oscillations over a wide frequency range), tracing time-varying modes as the power system operating
condition changes, and effectively determining and applying the oscillation features before implementing the
corresponding control measures in the power system. In this study, multiple frequency oscillation scenarios
for the test system and practical measurement data for a recent incident that occurred in Korea Electric Power
Corporation (KEPCO) system are discussed. Therefore, the proposed algorithm can be practically applied
in wide-area monitoring systems, not only for a single forced oscillation or local mode detection but also for
system-wide inter-area mode recognition.

INDEX TERMS Forced oscillation, mode tracing, multiple frequency oscillation, natural oscillation,

time-varying modes.

I. INTRODUCTION

Power system oscillations are mainly produced by weak
damping or periodic external input. The weak damped modes
in the system can create natural oscillation, whereas the
periodicity of the external inputs can cause forced oscillation.
Resonances between forced and natural oscillations can result
in undesired instability or operational problems [1], [2]; more
specifically, they can have an adverse effect on the generators
owing to the resonance between the forced oscillations and
local modes, although natural and forced responses can be
distinguished from each other [3], [4].
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In contrast, with an increasing number of installed phasor
measurement units (PMUSs), it is feasible to detect these inci-
dents using measurement-based approaches [5]. Numerous
researchers have attempted to perform a post-event analy-
sis in the frequency domain [6] or have used Prony-based
methods [7], [8] for time-domain estimations. Meanwhile,
the empirical technique of mode decomposition is widely
studied for oscillation analysis associated with Hilbert-Huang
Transformation (HHT) [9], [10]. Coherence-based tech-
niques for distinguishing forced oscillations from natural
oscillations are reported in [11]-[13]. In the operation center
of the Bonneville Power Administration (BPA), a simple root-
mean-square (RMS)-based energy filter was implemented to
detect oscillations in multiple frequency bands [14]. The BPA

89439


https://orcid.org/0000-0002-4966-0099
https://orcid.org/0000-0003-3668-3491
https://orcid.org/0000-0003-4177-8639

IEEE Access

H. Cho et al.: Extended Geometric Feature Extraction Process for Detecting Multiple Frequency Oscillations

method is intuitive for the four types of natural oscillations;
however, forced oscillations, which can be observed in every
frequency band, are difficult to identify using this method.
However, if the conditions of the measurement devices are
sufficient for observing the oscillatory behavior addressed
in [15], time-series techniques, such as the maximum Lya-
punov exponent for near real-time oscillation detection, are
available [16]. The aforementioned studies used signal-based
estimators with a low oscillation feature capturing capability,
which are specialized for ringdown or transient data types by
directly adopting certain techniques to detect the components
of interest in a measurement. This indicates that these esti-
mation techniques are mainly used for transient, or ringdown
power oscillations.

Estimation methods with a high oscillation feature cap-
turing capability, which can handle both ambient and ring-
down data types, have also been studied; these meth-
ods consist of adaptive and model-based features. There
are some model-based methods based on dynamics which
adopts reduced-order of grey-box model and estimate from
measurements And these approaches called system identi-
fication [17]. But many of the methods adopt stochastic
models to estimate oscillatory features. In [18], Kalman filter-
ing (KF) techniques were introduced as a successful method
for damping and frequency analysis in Europe. The use of KF
techniques for oscillation detection was initially introduced
in [19] and [20]. Eigenvalues of a converted continuous sys-
tem were used in these studies, which has a changing tuning
parameter for the n-th discrete model. In [21], the authors
shared their experience with Nordic power systems using a
KF technique for WAMS applications. Moreover, the authors
of [22] introduced wavelet transformation with the ran-
dom decrement (WTRD) technique [23], which can man-
age damping in the WT framework. These current adaptive
monitoring techniques are well-defined time-varying analy-
sis methods that can effectively characterize the oscillation
features. However, KF can also yield false results (undesir-
able final error levels) if the model is imperfect [24]. More
specifically, when using high-resolution data, such as data
from PMUs (short time step), or unmodeled repeating exter-
nal disturbances including forced oscillations, are involved.
However, the authors in [25] presented a comparative study
regarding power system mode estimation despite the presence
of forced oscillation by using varying estimation models that
are capable of handling exogenous input. In contrast, [26]
introduced a process to recognize oscillatory behavior using
geometrical feature extraction (GFE), which is a signal-based
estimator with a high oscillation feature capturing capability.
However, the aforementioned studies do not provide simple
solutions to issues arising from multiple frequencies or reso-
nances between forced and natural oscillations.

Furthermore, the detection of forced oscillation in power
systems, which is characterized by low-frequency oscilla-
tion, has become a major problem. Several other methods
have been proposed to extract spectral information using
periodogram-based techniques [27]-[29]. In [30] and [31],
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the authors used self- or cross-coherence methods to detect
when the oscillation begins. These methods use a spectral
technique, allowing them to effectively distinguish between
ambient signals and sustained oscillations. Furthermore, their
high strength against multifrequency oscillation is also note-
worthy. An envelope shape analysis was introduced in [32],
considering that the envelope-shaped forced oscillations are
distinguishable from those of natural oscillations. In [2],
a covariance-based approach was used to detect and estimate
both forced and natural oscillations. However, considering
oscillation features have time-varying properties [33], a new
oscillation recognition methodology is required to handle
multifrequency or resonance issues. This study focuses on a
multifrequency oscillation recognition process based on [26].
The extended application of the GFE process is enabled by
using certain properties of a two-torus dynamical system
in [34]. In this case, the radius of trajectory (RoT), obtained
using the GFE process, is no longer constant; instead, its value
periodically fluctuates. Therefore, this study uses multiple
GFE steps to break down the original signal into several
estimated modes.

The proposed expanded GFE (EGFE) process is motivated
by analytical methods for the nonlinear dynamics of distinct
phenomena, such as oscillations [35], [36]. These approaches
are currently being revisited, considering the fact that certain
phenomena can affect a weak grid or poorly damped system
owing to inverter-based resources or cables [37]. The major
advantages of the time-series-based algorithms for oscillation
detection, such as the GFE process [26], are as follows:

1) Extraction of undesired multiple-mode frequencies
and damping is possible using a time-series-based
approach. This applies to post-mortem analysis and to
the online PMU application.

2) The proposed method can track time-varying multifre-
quency modes, including continuous monitoring. Thus,
by designing the EGFE structure based on [26], oper-
ators can monitor oscillations for not only ringdown
or transient events, but also ambient oscillations (in
regular operations).

3) Oscillatory behavior evaluation is possible for the
observable inter-area modes, despite the presence of
forced oscillations or local modes. More, specifically,
EGFE effectively provides frequency and damping
information, which can be used to determine when the
control measures in the power systems should operate.

Note, certain poorly damped natural oscillations are related
to problems at a particular plant, which are significantly sim-
ilar to forced oscillations [38]. The determination of whether
the oscillation is natural or forced is beyond the scope of
this study. Thus, this study assumes that there is no need to
distinguish between natural and forced oscillations, and these
cases are considered to have an undesired mode with multiple
frequency ranges. This assumption is possible because the
proposed method mainly focuses on poorly damped oscil-
lations as an object of practical interest for monitoring,
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regardless of the forced/natural classification. The proposed
method locally and partially considers the oscillation act as
a response signal of the linear system. Thus, the terms mode
and multifrequency in this study are only valid when defining
and applying the EGFE process. Furthermore, this study dis-
cusses a recent oscillation event triggered by forced input in
Korea Electric Power Corporation (KEPCO) systems owing
to the commissioning of two units of a thyristor-controlled
series capacitor (TCSC).

The Poincaré map for a two-torus problem associated with
spline interpolation is introduced in Section II, which is fol-
lowed by the discussion of the extended GFE structure using
mathematical concepts. The oscillation recognition method
with the proposed EGFE is applied to the composed mul-
tifrequency signal, followed by an evaluation of its accu-
racy. Then, the GFE is applied to the simulation results and
practical power system measurements in Sections III and IV,
respectively, which is followed by the Conclusion.

Il. EXPANDED GEOMETRICAL FEATURE EXTRACTION
PROCESS FOR MULTIPLE FREQUENCY OSCILLATION

The oscillation detection method was developed in [16] by
adopting the MLE algorithm to consider the nonlinearity
of the phenomena. The method considers useful mathemat-
ical conditions, such as the average system and Poincaré
map [39], to enhance the universality of the oscillation
recognition process [26]. In [26], salient features of the
difference with respect to [16] in a mathematical context
were provided. Furthermore, certain useful algorithms for a
measurement-based nonlinear system analysis were defined
and implemented to recognize oscillatory behavior based on
power system measurements.

1) State Space Construction (SSC):

This algorithm consists of two parts.

« This step is important to represent time series data as a
two-dimensional system via periodic delay. The initial
delay setting is updated upon each return of the trajec-
tory.

Je(t, x(1), &) — fa(k, X(k), X (k — 5)), ey

where the function f. is the desired system for which the
oscillation response, depicted by changing the constant
&, needs to be estimated; f; is a generated function with
measured X (k) and buffered Y (k) = X (k — §) signals.

o Periodic averaging is then implemented, considering
that determining the equilibrium point is important for
analyzing systems.

¢ (k)

A—1

1 .

S XG+b. > ko
i=0

dn € [ko — A, kol ,
Xav (k) =

@)

The buffer parameter A can be chosen arbitrarily within
a specific range by trial and error at the initial stage. This
value can be updated by a receptive process.

VOLUME 9, 2021

2) Poincaré Map Construction (PMC):

The use of a Poincaré map is one of the most effective
approaches for the periodic solution. Thus, we implemented
this concept by adding algorithms to find the Poincaré section
in the 2D return map.

i+W
> (X (k) = Xay (k) (Y (k) — Xay (k)
@) _ k=i
Mw = i+W ) -
> (X (k) — Xay (k)
k=i

Using the slope of the 2-D return map (3), the change in
its sign can initially be referred to in the Poincaré section.
In most of the simulations, the window W was set to three
samples.

3) Radius of Trajectory Calculation (RoTC), Frequency
Estimation (FE), and System Damping Estimation (SDE):

Using (1) and (2), a periodic analysis environment for the
time series is constructed. We can then calculate the trajectory
size and estimate the frequency and damping of the oscillation
using selected points.

In this study, damping is estimated with an exponential
decay rate o, rather than the relative damping ratio ¢, where
¢ is defined as follows:

—0
¢ Nz x 100[%], 4)
During the EGFE process, the mode frequency and damp-
ing are estimated at the same stage. However, equation (4)
requires a known value of mode frequency w. Therefore,
this study uses a positive decay rate (negative damping) to
indicate an unstable response, and vice versa.

A. TRACING TIME-VARYING MULTIPLE FREQUENCY
MODES

1) TORUS AND MULTIPLE FREQUENCY MODES

While the GFE algorithm proposed in [26] detects stable
cycle of oscillation, this paper extend the algorithm oscilla-
tions which has multiple frequencies. In mathematics, there
are phenomenon which called invariant tori [40]. If there
were stable cycle after Hopf bifurcation, this cycle can lose
its stability when a pair of complex-conjugate multipliers
crosses the unit circle, which are instability criteria from
Floquet theory. The point where the stable cycle lose its
stability called Neimark-Sacker (torus) bifurcation. Mean-
while, [41] shows a comprehensive bifurcation studies that
a small sustained oscillation evolves into a torus through the
Neimark-Sacker bifurcation. This paper considers this torus
has multiple frequencies and construct our approach from
here.

2) POINCARE MAP FOR TWO TORUS

This mathematical concept, which is related to two-torus
dynamics presented in [34], can be applied to the existing
GFE process; it was mathematically verified by [39]. In [26],
the averaging system enables oscillatory behavior to decouple
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the dynamic equation into two parts, as follows:

x1 = for (x1,x2) + &f11 (2, x1, X2, &)
X2 = foo (X1, x2) + &f12 (¢, x1, X2, €) .

&)

where x1, x» is the state variable for the specific function
Jo1(), fo1(+), which indicates the averaged function. The func-
tion f11(+), f12(+) is the periodic perturbation with a boundary.
Then, (5) can be interpreted as two dynamic phenomena
appearing in the same system.

Therefore, this study proposes an extended approach
for systems with two or more oscillatory behaviors, such
as oscillations consisting of fast and slow dynamics [34];
namely, local or forced oscillations and inter-area oscilla-
tions, in power systems. We consider a problem in a system
presenting torus behavior by making a canonical change of
variables:

f=f(ri,r,01,07) +&fi (r1,r2,01,02), (6)

Without perturbation, ¢ (Fig. 1), we can define (6) as
follows:

f=fh@,r,6,0), @)

Equation (7) aims to create a foundation for tracing and
determining the multiple frequency oscillations. That is,
we intend to extend the system with the oscillatory behavior
of (5) to demonstrate that there are additional slow dynam-
ics beneath the dominant dynamics. Therefore, discussions
regarding specific models and observations of the torus phe-
nomena are beyond the scope of this study. The differential
equations of motion are as follows:

. 0fo . dfo
91 = —_— = CUL rl = -,
ory 960,
. _ fo . 3fo
9 = — = s = -, 8
2=, SO P 20 )

and the solutions are | = ryig and rp, = ryy, where w; and
w»y are constant numbers. This indicates that the motion is on
a 2-torus, with radii rq, r2, and angles 61, 8. We define the
Poincaré map on the surface of the section as follows:

fo(ri,r) =c, 6, =0, and mod (27), )
as shown in Fig. 1. The Poincaré mapping equations, the map
of P, for example, are expressed as follows:

P (r.0)) — <r1,91 +2nﬂ). (10)
w)

From the differential equations (8), we can easily observe
that the frequencies w; and w, are functions of r; and r;.
Because fy(r1, r2) = c, the ratio w1 /w; is a function of r;
and constant ¢, which is a parameter of the mapping (10).
Consequently, the mapping (10) is a twist map. Note, the time
for one revolution along angle 6> is T = 27 /w».
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Smo.oth Dynamics
(Spline Interpolation)

Poincaré
Map P,

FIGURE 1. Concept of Poincaré map for two-torus phenomenon.

3) DERIVATION OF SLOW DYNAMICS
The Poincaré map F (-) in equation (10) is a symplectic map
and is generated by the following:

F = ripe16010 + Go (rins1) (11)
through the relations,
oF oF
=——, 0 = , 12
n 20 1n+1 o (12)
where the function Gy is obtained from
oG 9fo/0
0 _pp @ _ o, 200/ (13)
OF1 n+1 wy afo/or
Using the relation fy (71, r2) = ¢, we obtain the following:
9fo/0
2 PION _ 1300, (14)
9fo/dra

where f (r1; ¢) is a function of | and c. Finally, we find that
the function Gy is expressed as follows:

Go=/g(rl;0)dr1, (15)

Apparently, the mapping of (10) has a constant ¢ as a
parameter. The mapping of (10) can be expressed in the
Poincaré variables as follows:

X1 = +/2ricosbq and Y1 = /2r; sin6y, (16)

which are also canonical variables. Therefore, the notations
X1 and Y; refer to the extracted oscillatory mode. The
Poincaré map for the variables in (16) is shown in Fig. 1,
in the space X1 Y1, which indicates that the successive points
of the mapping corresponding to the initial conditions r; =
r10 and 61 = 09 are on the circular trajectory of the constant
+/2r1. The angle between the two successive points is

AOL =21 - (w1 /w2) . (17

Note, the angle A6; depends on r; (and the constant c),
implying that this is a twist map. The circle with constant
J2r1 is mapped to itself; therefore, it is known as an invari-
ant curve (circle). This invariant circle indicates the internal
inter-area mode or slow dynamics of the system.

Note, (11) through (17) represent other slow dynamics
of the extracted circle. Furthermore, this fact guarantees the
possibility of repetitive applications of the GFE process to
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monitor multiple frequency oscillations. This indicates that
these derivations are not used to directly define the main
algorithm, but to justify the application to the extended GFE.
When ry is equal to zero, the system only contains one oscil-
latory mode. Thus, the situation is the same as that discussed
in [26].

B. EXPANDED GFE PROCESS STRUCTURE

This study proposes the extended application of the GFE
process to recognize multiple frequencies using time-series
data.

1) CONSTRUCTION OF SMOOTH DYNAMICAL SYSTEM BY
SPLINE INTERPOLATION
After the RoTC step is applied following the PMC step,
the first RoT; value is provided with a sampling rate approx-
imately equal to the dominant frequency fi. This RoT; value
is relatively sparse for defining a smooth dynamic system.
Therefore, spline interpolation can be applied to this deficient
dataset.

Note that the Poincaré map is given by F (-). Then, spline
interpolation satisfies the following:

dFi_ _ dF

= — (18)
dx, X1k dx,

X1k

This condition is also applicable to (1), considering it is
quasi-continuous.

2) CORRECTIVE MEASURES AGAINST NOISE

Using (3), certain noise can be neglected because the selective
PMC algorithm only considers changes in the slope. This is
the primary corrective measure, considering that it guarantees
error-tolerant features. In certain cases, noisy data with a
magnitude exceeding that of the magnitude of the second
dominant mode can affect the estimation results. Hence,
an exception rule for neglecting these phase jumps while
choosing the Poincaré section was implemented in the algo-
rithm, as follows:

L (Xak) = Xi(k)
0;(k) = tan <—Xav(k) 7, (k)) , (19)
0.9 6i(k) Ok +D . 20)

< s

Oi(k — 1) 0i(k)

A flowchart is provided in Fig. 2 to present the equations
used at each step to obtain the final results.

Fig. 3 presents the overall structure of the EGFE process,
preceded by the primary GFE process, which is equivalent
to the process introduced in [26]. Each signal processing box
was applied to decompose the components from the original
time-series measurement data. The tertiary GFE process is
optional owing to its ambiguous result for a noisy signal.
The previous method [26] focuses only on local phenomena,
such as locally observed natural modes or forced oscillations.
EGFEs can provide further information regarding widely
spreading natural modes, which can resonate with forced
oscillations. The basic concept is to extract the dynamics of
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A. Initialization
(RoT Criteria, Initial frequency,
\ Smoothing factor, N, &, efc.) Y,

'

~\

B. Get New Measurement

. Y. (18)
Data=Data+N )

i

e N
C. State Space Construction
(8SC) Signal
(1) L Periodic averaging using initial Freq. y Deco-

! = h 7

mposing

A .
3) D. Poincaré Map Calculation Using
(PMC) interpol-

Trajectory flow reverse detection aration

i

E. RoT Calculation
(RoTC)
Euclidian Distance

Poincaré Map Angle>A3

—_— (19), (20)
0" =-0.10%) —
RoT > RoT Criteria

F. Dominant Frequency
and Damping Estimation

Obtained from the RoT values
v
f
G. Smoothing
Average Neighborhood by
L smoothing factor y

FIGURE 2. Proposed EGFE algorithm.

the RoTs or Poincaré sections by repeatedly applying the
GFE method.

C. LINEAR SYSTEM APPLICATION OF EGFE PROCESS

This example presents the result of the EGFE process using
an algorithm constructed, as shown in Fig. 3, based on the
GEFE process in [26]. Consider the power system as a simple
three input and output linear system, which has a total of nine
transfer functions, as shown in Fig. 4.

Among the nine transfer functions, the denominators are
identical (because all areas share modes) and the numer-
ators are unique (because individual mode shapes are
different) [10]. Considering the modes, the following three
dominant transfer functions are chosen: Hi(s) = 3.55

5243.55
for the 0.3 Hz oscillation, Hy(s) = 32193"9‘848 for the 1.0 Hz
oscillation, and H3(s) = szlﬂ% for the 2.0 Hz oscillation.

The oscillation of the linear system is specified in terms of
magnitude and frequency, considering the damping coeffi-
cient of each of the transfer functions is zero. Thus, the values
of the damping coefficient and frequency can be chosen as the
true values for an accurate and precise evaluation.
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SSC | |
[ RoTC >| SDE |-—T--> £

.=’r RoT;
Frequency Update for 3" Mode

FIGURE 3. Structure of extended geometric feature extraction process for recognition of multimode frequency

oscillation of power systems.

Input Output
System

X;(s) _L """ > Yi(s)

Xp(s) ====» : 3" Y2 (s)

Xa(s) ====» = === + Ya(s)

FIGURE 4. lllustration of linear system for EGFE application.

The sampling frequency F; was set as 120 Hz without noise
applied to the output, and the data consist of 12,000 samples.

1) SUMMARY OF EGFE STEPS AND THE RESULTS

With the stand-alone time-series data acquired by the linear
system in Fig. 4, the RoT, damping, and frequency of each
of the three components are individually estimated, as shown
in Fig. 5. For Fig. 5a, the initial frequency was set falsely as
5 Hz, 0.8 Hz, and 0.15 Hz, considering that practical cases
are unknown. For the other settings, the RoT criteria were set
as 0.01 for only output y(k). In addition, no other smoothing
factor was applied to this noiseless case. Fig. 5b presents
the result of the state space construction and Poincaré Map
Calculation. Despite the initial frequency being incorrect,
the circular trajectory was detected for every three compo-
nents of the output.

Fig. 5c presents the normalized frequency spectrum of
the signal and the results of the RoT for the secondary and
tertiary GFE processes. The original signal has the follow-
ing three components: 2, 1, and 0.3 Hz. After the primary
stage, the dominant 2 Hz component disappears, and the
1 Hz component appears as the dominant component. Finally,
the 0.3 Hz component remains in the tertiary stage. Note, this
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0.3 Hz component appears to have a magnitude of approx-
imately 0.1 without normalization of the spectrum, and it
retains the mode information; however, its actual magni-
tude is significantly smaller (mean value of 0.0025). Fig. 5d
presents the frequency plane of the three estimated compo-
nents for damping and frequency. The real axis value (related
to damping) fluctuates owing to the perturbationat5Ssto 5.1 s.
The performance of damping and the frequency results are
discussed in the following section.

D. PERFORMANCE MEASURE OF EGFE

To perform an accuracy test for EGFE, a comparison between
the actual and practical output is necessary. Therefore, a sim-
ple signal with three exponential components is adopted only
in this section, by changing the damping o; and frequency f;
in the equation form of (21).

3
X[k = D" Aie™ 4T - cos 2uf; - KT, + ¢0),
i=1

2n

1) MULTI-CLASS CONFUSION MATRIX

For the performance evaluation, the accuracy and F1 score are
the main considerations. To manage the F1 score, it is nec-
essary to determine the precision and recall. Thus, the input
data for each time interval are applied equally for each pro-
cess. Basic factors, such as true positive (TP), true negative
(TN), false positive (FP), and false negative (FN) are used to
examine these concepts [42]. These factors can be directly
calculated using the confusion matrix presented in Table 1.
Because the EGFE process uses balanced data, the accuracy
is suitable for performance evaluation. Accuracy is defined as
shown in (22).

27:1 jj

o~ (22)
27:1 i i

(Accuracy) =
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(a) Output acquired after Initialization (step A) and new measurement
(step B).
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(c) Spectrum analysis for the result of RoTC (step E) for output y(k),
ROT1 and ROTQ.

= 11 0.11 0.035
=
£ 105 = 01 2
= 2 2
ET S 0.09 e
a 1 o =
E 0,08 oo
< 095 é é
o 095 0.07
'Tj °
= 09 0.06 .02
0.9 1 11 0.06 008 0.1 0.02 0.03

Output, y(k)

(b) Results of SSC (step C) and PMC (step D) from output y(k) to
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(d) Representation of three modes after applying frequency and damping
estimation (step F).

FIGURE 5. Multifrequency oscillation recognition for the three components of the linear system output.

TABLE 1. Confusion matrix with N classes.

Classified Number
Class 1 | Class 2 Class n
R
g g | Class1 11 T12 S Zin
<z
Class 2 To1 T92 - Ton
s Class n Tnl Tn2 s Tnn

TABLE 2. Classification of estimated damping and frequency.

Damping Estimation | Frequency Estimation
Class1 | 6; < —2% fi<(@—2e)f;
Class2 | 2% <6;<—1% | 1-2e)fi < fi<(1—¢€)fi
Class3 | —1% < 63 < 1% A-e)fi<fi<@+e)f;
Class4 | 1% < 6; < 2% Q4e)fi < fi <(1+2e)f;
Class5 | 2% < 65 (142e)fi < fi

2) PROBLEM FORMULATION FOR ACCURACY TEST OF EGFE
In [43] and [44], the acceptable damping limit is
system-dependent and typically in the range of 3%—5%,
which is a significantly large criterion for a long-term
evaluation sample. These damping criteria are defined in
a small-signal stability assessment, which is subject to the
low-frequency oscillation condition. Therefore, the damping
criterion for the accuracy and error analysis of this simple
example of a waveform was chosen as —2%—-2% to avoid
extreme conditions. Consequently, the class for damping and
frequency estimation was chosen as shown in Table 2.

After the primary and secondary GFE processes, the damp-
ing estimation has accuracies of 92.98% and 98.27%, respec-
tively. Meanwhile, the tertiary GFE process has an overall
accuracy of 57.83% (F1 score is 60.72%), which indicates a
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poor performance when compared to the other components.
Regardless, the recall and precision of the positive damping
case are relatively higher than those of the negative damping
case, which indicates that the tertiary GFE process works suf-
ficiently on unstable low-frequency oscillations. In contrast,
the frequency estimation performance demonstrates an accu-
racy exceeding 95% for all three components at ¢ = 10%,
where ¢ refers to the range of confidence of the frequency
estimation.

We added this performance test only for this simple wave-
form application, considering the known true values for
damping and frequency. Thus, the validations presented in
the following sections are only concerned with the existing
signal processing methods, such as the Prony method.

Ill. CASE STUDY ON WECC 179 BUS POWER SYSTEM

A. SYSTEM DESCRIPTION

Fig. 6a presents area 1 of the Western Electricity Coor-
dinating Council (WECC) 179 bus system. The damping
coefficients (D;) of generators 6, 11, and 79 are 3.0, —8.0,
and 0, respectively, whereas those of the other generators are
equal to 4.0. The round rotor generator model, GENROU,
was used for generators 6 and 79, and the constant internal
voltage generator model GENCLS was applied for the other
generators. All loads were assumed to conform to the constant
MVA model. The forced signal input shown in Fig. 6b was
injected into the excitation system with a frequency of 1.0 Hz
at generator 79.

1) PRELIMINARY STUDY USING SMALL-SIGNAL ANALYSIS

The outcome of the small-signal analysis indicates two
inter-area modes. The first mode has a real value of
—0.0158 1/s and an imaginary value of 2.8711 rad/s with a
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TABLE 3. Description of measurement location and comparison results of EGFE and prony method.

Miiirlg;em Branch Location RoT-Proposed EGFE Method Magnitude-Prony Method | Distance from | Distance from
-Maximum Values at 200s -Maximum Values at 200s FO Source NO Source
(M#) (Bus No. Bus Name) (1/s) (1/s) (Level) (Level)
1.0 (Hz) 0.433 (Hz) | 1.0 (Hz) 0.433 (Hz)
Ml 34 CA230 - 35 CMAINGM 0.427 0.233 0.155 0.142 4 20
M2 31 CANADA - 30 CANADGI1 3.285 0.114 1.667 0.094 2 17
M3 80 NORTH - 79 NORTHG3 10.028 0.347 5.130 0.190 0 16
M4 80 NORTH - 78 HANFORD 3.674 0.131 1.892 0.109 1 15
M5 66 MONTANA - 65 MONTAGI1 0.170 0.283 0.166 0.189 2 16
M6 76 JOHNDAY - 77 JOHNDAY 9.497 0.225 4.833 0.106 3 14
M7 82 GRIZZLY - 76 JOHNDAY 2.232 0.226 1.172 0.138 3 13
M8 85 MIDPOINT - 36 BRIDGER2 0.671 0.073 0.374 0.057 12 5
M9 158 EMERY - 159 EMERY 0.246 0.202 0.115 0.153 16 4
MI10 5 CRAIG - 11 HAYDEN Non-observable 0.500 0.028 0.434 16 0
Ml1 8 FOURCORN - 9 FCNGN4CC | Non-observable 0.226 0.043 0.138 18 3

Forced Input L}
A oA
287

Fi
'%.}

Area Il

sz

@—= Monitoring Branch

Area ]

CArealll

(a) WECC 179 bus power system configuration. Forced input was
applied to the generator excitation system of the generator at bus 79.

Gain Time2Deg
SIN TIME
0.01 (Deg) 360.0
1.0 Hz
VILIM IC, 1B END

1.0
- 1+06s > AC/Static [ Epp

5_]1.0 L0 14 60s

Exciter

To System

(b) Forced input with a frequency of 1.0 Hz was applied to the
exciter of generator 79.

Forced Oscillation Dominant Branch

Il‘*ner-area Mode Dominant Branch
h f I 1

5 CRAIG - 11 HAYDEN Current, I(A)
o
80 NORTH - 79 NORTHG3 Current, I(A)

L I L
0 20 40 60 80 100 120 140 160 180
Time(s)

(c) Current response for forced and natural oscillations.

FIGURE 6. WECC 179 bus power system and the forced and natural
oscillations.

mode frequency of 0.457 Hz and damping of 0.55%. The sec-
ond mode has a real value of —0.029 1/s and an imaginary
value of 4.361 rad/s with a mode frequency of 0.6941 Hz
and damping of 0.67%. The participation factors for the
first mode are 1.0, 0.52, and 0.5 for generators 11, 6, and
45, respectively. The second-mode participation factors are
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1.0, 0.48, 0.44, and 0.35 for generators 11, 6, 45, and 9,
respectively. Therefore, the dominant state for the two modes
is the speed of generator 11.

The system damping for both modes is positive and stable.
The gain of the external force is adjusted to have the largest
peak-to-peak value among the active outputs of all generators
at approximately 80 MW at generator 79. Regardless, the out-
put increases to 419 MW over time, owing to the resonance
with the first natural mode.

2) TIME AND FREQUENCY DOMAIN OBSERVATIONS

From here, we use current response to detect the oscillation,
while the KEPCO operators practically use branch quantities
for oscillation analysis. Fig. 6¢ presents the current response
of generator 79 over 200 s. For the measurement branch of
M3, from bus 80 to bus 79, forced oscillation is dominant.
Furthermore, for the measurement branch of M 10, from bus
5 to bus 11, the natural mode of 0.433 Hz is dominant. The
overall observations from comparing the Prony analysis are
provided in Table 3. Both the RoT of EGFE and Prony mag-
nitudes are similar; both are relative to the distance between
the forced and natural oscillation sources.

Fig. 7 illustrates the frequency spectrum for the current
measured from M1 to M11, in which M10 and M11 present
the largest magnitude at 0.46 Hz of the inter-area mode.
Branches M2 to M7 show a large magnitude at 1 Hz of the
forced oscillation. However, measurement branch M3 does
not have the largest magnitude because its steady-state or
0 Hz magnitude for the current is up to 94 pu. The forced
response is the largest at branches M6 and M7. The results of
the EGFE process are discussed in the next section.

B. EVALUATION OF MULTIPLE FREQUENCY OSCILLATION
BASED ON EGFE RESULTS

This section focuses on the EGFE results for the 0.46 Hz
mode, which covers most locations in the area of interest. This
inter-area natural oscillation triggered by the forced input
involves many generators operating in the mode, thus requir-
ing comprehensive observation. In this case, the appropriate
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FIGURE 7. Normalized magnitude spectrum for WECC 179 bus power
system. The oscillation was observed as a forced response and inter-area
mode.
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(b) Magnitude in Prony method for validation.
FIGURE 8. Comparison between amplitudes obtained via the proposed

method and Prony method for the inter-area mode with a 0.433 Hz
oscillation.

strategy is typically to detect fluctuations in the power flows
or currents along the oscillation path; thus, the largest RoTs
of the oscillations in the network can no longer be used as an
indication of the source location.

1) RADIUS OF TRAJECTORY PROFILE ASSESSMENT

Fig. 8a presents the RoT for all measured branches. Fig. 8b
presents the magnitude estimated by using the Prony method.
M9, which monitors the current in the branch between buses
5 and 7, indicates the largest RoT, considering it is closest
to the generator unit that has negative damping parameter
settings. The decomposed RoT obtained from the secondary
GFE at branch M3 was the highest, followed by that at M9.
Moreover, the RoTs for the remaining measurement locations
are comparatively smaller because they are located between
the two natural and forced oscillation sources.

2) ESTIMATION OF SYSTEM DAMPING AND FREQUENCY

After applying the EGFE for all measured branches, the mea-
surement locations near generators 79 and 11 present clear
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and similar results, as depicted in Fig. 9a and Fig. 9c. These
results were also compared to the Prony method results
in Fig. 9b and Fig. 9d.

Fig. 9a shows the estimated system damping for the
selected branches. Most of the selected locations indicate
a damping of approximately 0.013. Similar Prony damping
results can be observed in Fig. 9b. Therefore, the damping
trend in this case indicates unstable responses with large RoT
values at most locations. Note, the damping in the EGFE
results could differ from that obtained from the small-signal
analysis, which is calculated using the linear form at the
equilibrium point.

Furthermore, the proposed result indicates that the detected
time is different for each branch location owing to the RoT
criteria. However, the response comprising both natural and
forced inputs in this case continuously changes and can lead
to significantly more serious situations.

Fig. 9c presents the calculated frequency for the selected
branch quantities. Similarly, the frequencies calculated at
M3 and M 10, which are near the inter-area oscillation source,
are accurately estimated at 0.43 Hz. Every location, except
for M1, presents sufficiently large frequency results that can
be applied to the EGFE process. In contrast, measurement
branch M1 has changing frequency values, which makes
it difficult to apply the frequency results owing to its low
magnitude composition for both forced and natural modes.
This is also the case with the damping estimation. Further-
more, measurement location M7, which monitors the branch
between buses 82 and 76, yields the best estimation result for
both forced and natural oscillations.

IV. KEPCO SYSTEM OSCILLATION EVENT RECORDED
WITH PMU

A. SYSTEM AND EVENT DESCRIPTION

Fig. 10 presents the system configuration for the oscillation
event that occurred in the KEPCO system, which measure
the current and voltage information through PMU monitoring
at 23 locations for the 345-kV system and two locations
for the 765-kV system in the metropolitan, western, and
eastern coastal areas. The oscillation event was observed on
November 22, 2019. The data were recorded for 2 h (UTC,
15:00:00-17:01:30) at the eastern area. Table 4 summarizes
the branch locations and their current and MW flows under
normal conditions. The PMU in the eastern area (connected
to DH#1,2 buses) collected data at a rate of 120 samples/s,
considering both bus and line quantities for the magnitude
and angle of frequency. The PMU monitored the branch
values of the phase current and angle with active and reactive
power.

The oscillation event was triggered during the scheduled
commissioning of the new TCSC facility installed between
the DH and SJC buses, the two branches of B5 and B6.
Specifically, owing to the operation mode of the TCSC,
a forced response of approximately 2 Hz was observed in
the local area. Furthermore, as indicated in the previous
section, inter-area mode oscillation was also found in the
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FIGURE 9. Time-varying mode tracking for multifrequency oscillation in the WECC 179 bus power systems.
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FIGURE 10. Configuration of KEPCO systems. The oscillation event was
observed as the local mode and inter-area mode.

measurement data. Fig. 11 presents the MW flow measured
at each location, where the current measurements were used
for EGFE application. Fig. 12a presents the current measure-
ment data for the branches connected to buses DH#1 and
DH#2. The peak-to-peak value of the active power during
the third interval of 1,050 s was 15 MW from 2019-11-22,
15:30:35 to 2019-11-22, 15:48:20. The peak-to-peak active
power during the final 760 s was 50 MW, which was observed
from 2019-11-22, 16:36:50, to 2019-11-22, 16:49:30. The
TCSCs were bypassed after experiencing four incidents. The
results obtained by applying the fast Fourier transform (FFT)
differed from the time interval; however, the overall dominant
frequency was 2.14 Hz. In contrast, the FFT shows that the
other low-frequency components were approximately 1.0 and
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TABLE 4. Description of PMU measurement locations and branch
quantities in normal conditions.

No. From Bus To Bus Normal Condition
Current (A) | P Flow (MW)
Bl DH#1 YYPP#1 178.30 73.7
B2 DH#1 SYY 184.08 80.3
B3 DH#1 SCG#1 805.66 -494.8
B4 DH#1 SCG#2 811.67 -495.2
B5 DH#2 SIC#1 869.49 535.0
B6 DH#2 SIC#2 862.88 538.7
B7 DH#2 FACTS 498.68 2.5
B8 DH#2 BP#1 559.60 -344.2
B9 DH#2 BP#2 562.32 -342.8
B10 DH#2 BP#3 546.77 -337.1

0.1 Hz. These results are discussed in the next section, which
relates to the EGFE evaluation for the branch between buses
DH#2 and SIC#1 (B5), which is where the main phenomenon
was observed.

B. EVALUATION OF MULTIPLE FREQUENCY OSCILLATION
USING EGFE RESULTS OF ACTUAL PMU DATA

Fig. 12b presents the RoT values for the dominant to
low-frequency modes. The RoT slowly decreases between
0 and 300 s and 300 and 600 s; spikes can be observed at
modes 2 and 3 owing to the interpolation error.

Figs. 13a and 13b present the estimated system damping
and frequency for the three modes extracted using the EGFE
process. The system is in a critical situation if only the esti-
mated damping is considered for the three modes. However,
the RoTs for the lower frequency modes are relatively smaller
than those of the local oscillation mode. Therefore, in this
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FIGURE 11. MW flow measured in each location. The main oscillations were observed at B5 and B6.
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FIGURE 12. Measurement data acquired from the nearby oscillation source in the eastern area of KEPCO system.
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FIGURE 13. Time-varying mode tracking in the eastern area of KEPCO
system.

case, the incident did not cause further harm to the KEPCO
system because the wide-area modes had a significantly small
impact. Similarly, Prony analysis was applied, having an
order model of 200 and data length of 700. The Prony analysis
results for the time interval ranging from 6,014 to 6,020 s
yield the following two observable modes: (i) a mode with
39 pu amplitude, 0.0034 1/s damping, and 2.1 Hz frequency
and (ii) a mode with 10 pu amplitude, —1.5 1/s damping,
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(a) Oscillation observed from current measured at DH#2-SJC#1(BS5)
and DH#2-SJC#2(B6). The oscillations have opposite phases.
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FIGURE 14. Detailed observation over 5 s at branches DH#2-SJC#1(B5)
and DH#2-SJC#2(B6).

and 0.78 Hz frequency. Note, Prony analysis preserves more
information upon comparing RoT to that of the EGFE result.
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Meanwhile, the oscillation observed in the branch from
bus DH#2 to SJC#1 (B5) shows a phase opposite to that of
the branch from bus DH#2 to SIC#2 (B6). Fig. 14a presents
the current measurement for the time interval from 6,155 s
to 6,160 s, where the responses of DH#2 to SJC#1 (B5) and
SJC#2(B6) clearly have opposite phases. Fig. 14b shows the
mapping of the current measurement and its delayed value
for the same time interval. The measurement data clearly
indicates that the two locations have opposite end points.
Therefore, the oscillation is caused by the operating condition
of the TCSC controller; however, paradoxically, it is not
widely spread by the other TCSC controller and disappears
within the local area. The opposite cases for oscillations
which are precursor to power system swing instabilities are
provided in [45].

Moreover, there are growing concerns of renewable or
inverter-based resources integration from the perspective
of power system dynamics and stability. But, some recent
researches proposes some control strategies that, with appro-
priate control in renewables, the oscillation phenomenon can
rather be suppressed [46].

V. CONCLUSION

In this study, an extended application of the GFE was pro-
posed to determine and trace time-varying modes associated
with multiple frequency oscillations based on power system
measurement data. The most important contribution of the
study is that the proposed method determines multiple inter-
nal system modes, whereas the existing time-series based
approaches focus on the dominant components. Further,
tracing the time-varying modes and comparing them with
the dominant component enable the operator to determine
the severity of the oscillation effect on the system. Finally,
the operator can determine when to apply the control scheme
based on the geometrical information provided by the EGFE
process by calculating the frequency at each measurement
location.

There were practical challenging issues in the implemen-
tation stage, such as process disruption, considering that
the desired output of the EGFE algorithm has unstructured
oscillation features, whereas the input has a structured form
with uniformly sampled measurements. Therefore, for future
studies related to time-series-based multifrequency, enhanc-
ing the adaptability or flexibility of the algorithm is recom-
mended by considering the computational burden of each
categorized stage.
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