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ABSTRACT Speaker recognition is related to human biometrics dealing with the identification of speakers
from their speech. Speaker recognition is an active research area and being widely investigated using
artificially intelligent mechanisms. Though speaker recognition systems were previously constructed using
handcrafted statisticalmeans ofmachine learning, currently it is being shifted to state-of-the-art deep learning
strategies. Further, deep learning being a fast-paced domain, an absence of comprehensive survey is observed
in the current deep speaker recognition technologies. In this paper, we focus on deep speaker recognition
technologies. The paper particularly introduces a taxonomy, explains the progress, architectural strategies
and processes of some distinctive approaches. Further, the manuscript classifies and enlists the currently
available datasets and programming tools. Finally, the paper investigates the challenges and future directives
of deep speaker recognition technology.

INDEX TERMS Speech processing, speaker recognition, deep learning, end-to-end architectures, meta
learning.

I. INTRODUCTION
Deep learning (DL) deals with determining optimal parame-
ters of linear and non-linear functions using gradient descend-
ing and optimization techniques. Generally, DL techniques
require training on datasets, resulting in the overall strategy
to be a supervised learning process. However, researchers
have revealed new means of modifying the overall predic-
tion process to be unsupervised [1]. DL techniques earned
their resurgence due to superior accuracy and automated fea-
ture engineering. Yet, the current limitation of DL strategies
involves unexplainable DL models along with theoretical
backlog. Despite such limitations, industries holding large
datasets are confidently depending on DL methods due to
excellent prediction capabilities [2].

Researchers further leverage the robustness of DL frame-
works, which is also perceived in the speaker recognition
domain. Often implementing speaker recognition process
with DL strategies are recognized as deep speaker recog-
nition (DSR) [6]. DL is still exploring its capabilities in
various domains, which also includes speaker recognition.
As a result, a fast-paced improvement is observed, and new
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ideas are anticipated. However, DSR being the new platform
of speaker recognition domain, previous strategies will obso-
lete shortly. Further, the theoretical grounding of ML and
DL based speaker recognition is rather divergent. Therefore,
DL-based surveys are required to illustrate the DL-based
speaker recognition system’s current scenario properly.

Speaker recognition systems started gaining success
through the implementation of Gaussian mixture models
(GMM), Hidden Markov models (HMM), and universal
background models (UBM). The mixture of the GMM-UBM
system leads to the invention of i-vector, which is still
being used as a speaker recognition baseline in various
platforms. However, deep learning methods have proved to
be the current state of the art in computer vision [7], lan-
guage processing [8], communication [9], networking [10],
fault-detection [11], and many other platforms. As a result,
researchers are currently focused on speaker recognition sys-
tems using deep learning.

Although the interest in speaker recognition systems
is being shifted towards DL, surveys related to previ-
ous machine learning systems are becoming antiquated.
DL architectures require new theories, ideas, and architec-
tural skills for building robust DL frameworks. Neverthe-
less, limited effort has been given exploring the architectural
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TABLE 1. The table illustrates a comparison among some of the latest surveys targeting deep learning based speaker recognition strategies.

perspectives of DL frameworks, which would support
researchers in the current DL platform (compared in Table 1).

This paper extensively focuses on deep speaker recogni-
tion strategies. Moreover, the paper illustrates the general
training methodologies, neural architectural analysis, the cur-
rent drawbacks of DSR, along with future directives. The
paper focuses on conceptually analysing well-acknowledged
DSR research work while ignoring statistical analysis and
precision comparisons of the research domain. The research
highlights of the paper is as follows:

• The paper significantly focuses on presenting deep
learning based speaker recognition procedures and
presents a taxonomy.

• The paper elaborates on some of the notable deep
learning approaches, explains the workflow and archi-
tectural concepts of networks, including multi-stage net-
works, end-to-end networks, generative networks [12],
and meta-learning [13] in speaker recognition.

• The paper explores programming tools and datasets
available for speaker recognition. The datasets are
also classified on distinct speaker recognition research
domains.

• The paper further explores the challenges of current
speaker recognition systems, outlines an ideal concept
and examines the opportunities.

In speaker recognition domain, surveys have been con-
ducted targeting feature extraction methodologies [14], [15],
speaker recognition stages [16], domain adaptation of speaker
recognition [17] etc. The survey papers mostly investigate
outdated machine learning methodologies. Currently, there
exists minimal investigation in DL-based speaker recognition
methodologies. No paper completely provides a compact
survey of the DL-based speaker recognition system to the best
of our knowledge. Table 1 compares the latest surveys con-
ducted on a similar domain, which is compared based on dif-
ferent aspects, including datasets, programming tools, taxon-
omy, critical analysis, and deep learning sectors. Apparently,
the survey covers every dimension of survey methodology.

This paper is specifically targeted at researchers and engi-
neers interested in the perspective of DSR. Further, while
describing such strategies, it is assumed that readers bear
the basic knowledge of speech signal processing and deep
learning fundamentals.

The rest of the sections are organized as follows.
Section II provides motivation on speaker recognition
systems by introducing various applications. Section III
introduces the fundamentals of speaker recognition and the
architectural taxonomy of deep speaker recognition systems.
Section IV explains the stage-wise speaker recognition sys-
tems. Section V explains the end-to-end strategies based on
DL architectures. Section VI notes out the available pro-
gramming tools and datasets available for speaker recognition
implementation and evaluation. SectionVII points out a novel
speaker recognition system that points out the challenges with
suggestions. Finally Section VIII concludes the paper.

II. APPLICATIONS OF SPEAKER RECOGNITION SYSTEMS
Speaker recognition has numerous applications in vari-
ous fields related to authentication, re-identification, which
directly depends on human biometric features. Also, speaker
diarization has a broad usage domain. Robust systems can be
developed using speaker diarization while it is merged with
speech recognition systems. In this section, several applica-
tions of speaker recognition systems are discussed.

Speaker recognition has a greater impact on telecom-
munication systems [18]. Speaker recognition can identify
unknown callers based on their existing voice profiles in
a particular database. Also, the recognition system can be
implemented to automatically block unknown callers using
an existing database of known voice profiles.

In the banking sector, speaker recognition systems can
be used for authentication. Users can be easily verified
over the phone and dealt with appropriately in telemetric
banking transactions. Call centers can also inherit speaker
re-identification for personalized services and queries. In the
case of personalization, speaker recognition systems have a
significant impact on IoT (Internet of Things) devices.

Digital assistants and smartphones often require a verifi-
cation system for users. Using speaker verification, digital
assistants can easily verify the actual speaker. In contrast,
smartphones can also inherit speaker verification systems to
unlock without even touching and facing the camera. In the
case of a multi-user platform, a device can recognize multiple
users and provide personalized features to each individual
through speaker identification.

Search engines now inherit speech recognition systems to
search on the web through listening through the microphone.
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For personalized search features, search engines often save
various information. However, search engines only identify
users only when they use specific accounts. If speaker recog-
nition systems are implemented on search engines, person-
alized search results can be directly provided to the user by
identifying their voice. In such a case, no account information
or password-based authentication is required for a personal-
ized search.

Speaker diarization with speech recognition can provide
person-specific transcripts. Such systems impact law courts,
lawyers, judges, or even generating automated transcripts of
corporate meetings. Often such systems help to develop auto-
mated apps for taking notes on any particular conversation.
Also, it is possible to develop applications that may trigger a
panic alarm based on any critical condition through hearing
speech and identifying the speakers.

The speech data can serve as a human biometric similar
to a fingerprint or facial image at a national level. Hence,
fraud calls can be tracked via a speaker recognition system.
Also, speaker recognition systems can be used for forensic
purposes. Student attendance system, employee attendance
systems can be developed using speaker recognitionmethods.

As speech is a human biometric, speaker recognition sys-
tems can be implemented in numerous applications requiring
identification, verification, and justification of individuals
using voice. As speech is the most appreciatable commu-
nication method, speaker recognition systems significantly
impact technologies dealing with voice and voice-based com-
munication. Hence, speaker recognition systems have incred-
ible applications in human biometrics and require extensive
investigation towards generating robust speaker recognition
systems.

III. SPEAKER RECOGNITION FUNDAMENTALS
The general training process of deep learning architectures
includes two phases, training and testing. In the case of
speaker recognition methods, the training phase is often
defined as enrollment. The speaker recognition platform has
such distinguished mechanisms that are described in this
section. Moreover, to properly construct such mechanisms’
instinct and facilitate the readers, the mathematical notations
used in the paper are illustrated in Table 2.

A. TYPES OF SPEAKER RECOGNITION METHODS
Based on the recognition policy and environmental state,
speaker recognition processes can be classified into the fol-
lowing sub-domains, based on the recognition criteria:
• Speaker verification: Speaker verification deals with
authenticating users based on their voices. Intuitively,
a deep speaker verification mechanism is a binary clas-
sification problem. A speaker verification model learns
a specific set of weights wf such that a DL function f is
optimized so that minimal value of the below-mentioned
equation can be achieved:

L(fwf (x), y) (1)

TABLE 2. The mathematical notations used in the paper are summarized.

Here fwf (·) defines a general DNN model containing a
set of weights wf and outputs predictions ŷ for which
the loss generated by the function L(·, ·) is minimal.

• Speaker identification: Speaker identification is a
multi-class classification problem. The task is to iden-
tify speakers for a given utterance where they can be
anyone from a registered set of speakers. However, if the
objective is to find only one specific speaker, it becomes
similar to a speaker verification method. Further, con-
structing an ensemble of speaker verification methods
can result in generating a speaker identification mecha-
nism. Mathematically the identification method can be
derived as,

L(argmax
y
{f 1wf 1 (x), f

2
wf 2

(x), . . . , f nwf n (x)}, y) (2)

Here f iwf i (·) denotes the DNN classifier recognizing the

probability of occuring ith speaker, where i ≤ n. As, it is
observed that a speaker identification being a superset
of verification methods, identification and verification
systems are utilised interchangeably.

• Speaker diarization: Speaker diarization is a similar
instance of a speaker identification system. Speaker
diarization is mostly required for automated speech tran-
scription systems, where dialogue is generated along
with speakers’ information. As multiple speakers can
speak at once, speaker diarization is considered as a
multi-output/multi-label classification problem. More-
over, speaker diarization systems do not have any enroll-
ment process and identifies speakers unsupervisely.

• Speaker recognition in-the-wild: ’In-the-wild’
[19], [20] scenario refers to a real-world scenario of
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FIGURE 1. The figure illustrates the fundamental difference of speaker verification, identification, diarization, and ’in-the-wild’ recognition
strategies.

speaker recognition systems in which conditions are
unknown. ’In-the-wild’ scenariomay contain data (input
speech) similar to speaker verification, identification,
and diarization. Further, ’in-the-wild’, speaker recog-
nition datasets contain numerous corrupted conditions:
noise, laughter, channel effects, music, echo, cross-talks
etc. ’In-the-wild’ challenge is currently being explicitly
targeted by the researchers.

Figure 1 visualizes the common differences of speaker
recognition policies. The general types of speaker recognition
systems can be divided into two categories based on the
recognition rule: (a) text-dependent and (b) text-independent.
Text-dependent systems can only recognize speakers if they
speak specific phrases. Oppositely, text-independent systems
are independent of such phrase limitations. Text-dependent
systems are becoming obsolete as users often consider the
text-dependency as a limitation.

B. ARCHITECTURAL PERSPECTIVE
Deep learning based speaker recognitionmethods can process
inputs in two particular input patterns: a) directly process
raw sound waves, b) pre-processed data. In processing raw
sound waves, speech frames may be normalized based on

the actual sound wave or thresholds. Architectures like Sinc-
Net, RawNet, AM-MobileNet (described in Section V-B1,
V-A2, V-A3 respectively) is trained directly using raw speech
data. However, most systems depend on pre-processing to
transfer time domain data to time vs frequency domain data.

As speech data is represented in a signal of continuous
time, they are generally sliced into shorter segments while
training. In speaker recognition literature, utterance refers to
a window of sounds containing a single word pronouncement.
In contrast, a frame refers to a smaller portion of speech data
(20-500 milliseconds) that can include a complete utterance
or a part of an utterance. In general, speech frames are used
as an input of the recognizer (with/without pre-processing),
containing phoneme information. Enrollment and testing are
conducted by giving speech frames of equal length to the
recognizer. The pre-processing of speech data is observed
to be of three types: a) spectrogram, b) mel-filterbank, and
c) MFCC. Figure 3 illustrates the workflow for extracting the
features.

DL is extensively applied in speaker recognition systems.
Researchers are discovering numerous aspects of speaker
recognition mechanisms due to the advancement of datasets
and DL strategies. Hence, numerous techniques have been
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FIGURE 2. The figure illustrates the difference between stagewise and end-to-end architecture. In stagewise architecture, the front-end
converts speech to low-level embeddings, further classified using back-end models. The front and back ends are trained separately.
In contrast, end-to-end architecture is a combined pipeline and also trained jointly.

FIGURE 3. The figure illustrates the steps required to extract spectrogram,
filterbank, and MFCC from a raw audio wave. Such pre-processing
techniques do not require any trainable weights, hence can be easily
fused with neural networks.

explored in speaker recognition systems. This paper examines
DL methods’ architectural strategies covering the overall
speaker recognition domain as much as possible. Figure 4
illustrates a taxonomy of the deep learning methods inves-
tigated in this paper.

In the taxonomy, the speaker recognition domain is classi-
fied into stage-wise and end-to-end strategies. The stage-wise
strategy involves two stages: speaker-specific feature extrac-
tion and classification of speakers. The first is defined as
the front-end, and the latter is defined as the back-end of a
DL network. Section IV extensively investigates such strate-
gies. All of the speaker embedding systems which maps the
dissimilarities of speech features are presented in stage-wise
architecture.

End-to-end systems do not require a multi-stage network;
however, they may require additional pre-training for better
results. Discriminative models (residual and custom layered
networks) can be jointly trained to produce better results.
In contrast, generative networks require pre-training for better
initialization. Finally, these methods are jointly trained. The
core difference between stage-wise and end-to-end systems
points to the training strategy. In most stage-wise techniques,
the front and back ends are separately trained. In contrast,
end-to-end systems are jointly trained at a specific phase.
Section V thoroughly explains the end-to-end deep speaker
recognition systems. Figure 2 illustrates the common differ-
ence between end-to-end and stagewise architecture.

End-to-end systems are segmented into four categories:
residual networks, networks with custom layers, genera-
tive networks, networks involving meta-learning strategies.
Residual networks are commonly observed in image pro-
cessing [21], which is greatly used in other domains for its
effectiveness against vanishing gradient problem. In speaker
recognition systems, some networks contain customized lay-
ers to capture speaker features, which is pointed to as a
different branch of end-to-end speaker recognition in this
paper (described in Section V). Generative networks include
a variety of usefulness, hence defined as a separate instance
of end-to-end strategy (described in Section V-C). Finally,
meta-learning involves a different approach of learning from
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FIGURE 4. The figure illustrates the taxonomy observed in deep speaker learning, investigated in this paper.

less data. Meta-learning further contains sub-branches, which
are briefed in Section V-D. The following sections describe
the architectures illustrated in the taxonomy.

IV. STAGE-WISE DEEP SPEAKER RECOGNITION
DL architectures substantially auto-extract features from
input data, whereas machine learning technologies required
handcrafted feature extraction processes. Before the exten-
sive DL usage, speaker recognition procedures required man-
ual extraction of speech-related features until the i-vector
appeared [22]. i-vector is an ML approach containing a fea-
ture extractor or frontend implemented using GMM-UBM,
with a probabilistic linear discriminant analysis (PLDA) [23]
used as a classifier or backend. In the machine learning
approach, a feature extractor refers to a function that extracts
prominent values suitable for discriminating among multiple
output classes. The early success of i-vector based systems
lead to many hybrid methods combining i-vector with DL
architectures [24], [25]. However, such methods are rarely
observed in the current scenario, and being out of the scope of
DL architectures, we exclude briefing i-vector mechanisms.
Being inspired by i-vector, researchers implemented

DL based speaker embedding systems, d-vectors [26],
x-vectors [27], and t-vectors [28]. Such embedding systems
are mostly used to construct stage-wise architectures [29].
In the following Sections IV-A to IV-C, such deep speaker

embedding systems are described. Section IV-D describes the
back-end srategies.

A. DEEP VECTOR: D-VECTOR
Deep vectors or d-vectors are trained using frame-level
speech information. The d-vector architecture inputs 300ms
speech frames, containing 40 filterbanks. Further, the net-
work contains four dense (or fully connected) layers with
256 nodes per layer. The last two hidden layers contained
dropout of 0.5, which works strongly withmaxout DNN [30].
dropout layers give better generalization while training DL
architectures on small datasets. The initial d-vector architec-
ture contained approximately 0.6 million parameters.

Initially, the d-vector is trained as a classifier by connecting
a softmax activation layer. Figure 5 illustrates the architecture
of d-vector. As the architecture contains softmax activation
layer, the enrollment process is conducted using softmax loss
[31] function stated as:

Ls = −
1
N

N∑
i

log
eW

T
yi
f (xi)+byi∑C

j e
W T
j f (xi)+bj

(3)

In the equation, N is the batch size of enrollment, C
is the number of class (unique persons) in the enrollment
dataset, f (·) is the embedding function’s produced output.
The W and b are the weight and bias of the softmax layer.
After completing initial training, the softmax layer is left
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FIGURE 5. The leftmost layer receives speech filterbank energies and
passes through the four densely connected layers of 256 nodes. The
rightmost (output) layer is used as a classifier layer, attached with a
softmax activation function. After enrollment, the outer layer is excluded.

FIGURE 6. The network receives 24 filterbanks data produced from 25ms
audio data. The frame-level extractors are five time-delay layers, followed
by a statistical pooling layer. Embedding a and b are dense layers both
produces speech embeddings. The output layer is a dense layer used for
softmax layer.

out. d-vector is produced by averaging the activation of the
last hidden layer of the architecture. The d-vector system is
trained using frame-level information, generating frame-level
embeddings. Further, the utterance-level features can also
be extracted by the having mean of a particular utterance’s
frame-level features. Finally, PLDA is added that receives d-
vector systems output and classifies speakers.

B. TIME-DELAY APPROACH: X-VECTOR
x-vector [27] inputs variable-length speech input and pro-
duces speaker embeddings. The x-vector architecture is
implemented using a stack of time-delay [32] layers, further
passed to statistical pooling function. The first time-delay
nodes of the network receives 25ms speech frames (24 dimen-
tional filters). The statistical pooling produces segment-level
(or utterence-level) features by calculating the mean and

standard deviation of the previous time-delay layer. The sta-
tistical pooling function is followed by two fully connected
layers, considered as embedding a and b, respectively. Similar
to d-vector, the x-vector system is also trained by attaching
a fully connected layer with a softmax layer. Data augmenta-
tion is executed in the training phase of x-vector to boost the
generalization capability. Excluding the last softmax layer,
the architecture contains 4.2 million parameters. Figure 7
explicates the x-vector system’s network architecture. The
x-vector systems are trained using softmax loss function as
explained in equation 3 [28]. x-vector successfully beats
i-vector systems and d-vector systems by achieving lower
equal error rate (EER).

FIGURE 7. Triplet architecture contains a DNN/CNN network (shared into
three networks for three parallel inputs) that receives three inputs. The
negative input is dissimilar to the anchor, while the positive input
belongs to the same speaker as the anchor data. The network learns to
keep anchor and positive data’s embedding closer, keeping the negative
data’s embedding farther than a constant margin of α.

C. TRIPLET NETWORK: T-vecTor
After the success of FaceNet [33] embeddings specifically
implemented for facial images, researchers have imple-
mented such a method in various domains. Such architecture
is implemented based on a triplet loss architecture trained
based on three inter-relatable inputs described in Figure 7.
Triplet architectures are trained using a shared DNN triplet
network and usually trained using triplet loss defined as,

LT =
N∑
i

(||f (xai − f (x
p
i ))|| − ||f (x

a
i )− f (x

n
i )|| + α) (4)

Here xai , x
p
i , x

n
i defines the anchor, positive, and negative

data from the enrollment dataset. The function f (·) produces
the embeddings for a given speech frame. α is a margin that
is enforced between a positive (anchor-positive) and nega-
tive (anchor-negative) pairs. Learning to disciminate against
positive and negative pairs, the triplet-network learns to
cluster

After enrollment, the network receives a single speech
input and produces speaker embeddings, represented as
t-vector [28]. In comparison to x-vector systems, t-vector
does not perform superior yet closely compete against
x-vector systems [17]. The embedding dimension of t-vector
is similar to the last dense/fully-connected/linear layer’s out-
put dimension. It is observed that the last layer does not
attain any non-linear activation functions. The architectural
constrains of the t-vector network is similar to a siamese
network [34].
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TABLE 3. The table illustrates a systematic comparison of different embedding systems.

D. ANALYSIS OF NETWORK BACK-ENDS
Table 3 illustrates the back-end strategies adopted for the
front-end architectures. Implementing PLDA as a back-end
requires separately training the PLDA based on the speaker
vector outputs. In contrast, the cosine (derived in equation 5)
and euclidean-distance back-ends do not require any training
because both back-ends produce final output base on the
distance metric.

Amongst the various DL based embedding systems,
x-vector performs superior in most cases [17]. t-vector
closely competes against x-vector architecture. i-vector and
d-vector architectures becoming obsolete as they lack behind
in comparison of performance. However, t-vector architec-
tures have further possibilities if proper architectural inves-
tigation is conducted. Further, t-vector architectures may
result superior if proper augmentation policies are adopted
compared to x-vector .

The challenge of such speaker embedding systems is the
limitation of proper domain adaptation between enrollment
and test dataset. Such embedding systems may suffer from
erroneous embeddings due to the scarce of adequate data.
However, augmentation strategies help to reduce the variance
of the domain between enrollment and test dataset. Conse-
quently, efforts have been made to reduce the interpretation
of unseen data by improving training policies [35], intro-
ducing generative strategies [36], and so on. Nevertheless,
such speaker embedding systems are becoming outdated,
specifically for the supervised recognition task. DL archi-
tectures’ vast evolution has led to end-to-end systems that
do not require stage-wise training. A single DL architecture
efficiently handles all of the recognition tasks.

V. END-TO-END DEEP SPEAKER RECOGNITION
An end-to-end architecture learns directly from the input
without the necessity of front and back-end strategies. End-
to-end architectures are trained with a single loss function,
and the whole architecture is jointly trained. In most cases,
end-to-end systems are trained only once. In contradiction,
in the deep speaker embedding approach, the front-end and
back-end systems are trained separately. However, the end-
to-end architectures require an extensive amount of train-
ing data to learn the feature representations [38]. Moreover,
designing such end-to-end architecture requires DL skillsets

and often requires customized equations to learn from input
data properly. Hence, researchers need to focus on DL strate-
gies and problem interpretation intensely. The end-to-end
strategies are classified into four different regions (illustrated
in Figure 4), elaborated in the below sections.

A. RESIDUAL NETWORKS IN DEEP SPEAKER
RECOGNITION
Residual networks are widely implemented in speaker recog-
nition tasks and introduced in both speaker feature extraction
[37], [39] and end-to-end systems [40]. Residual networks
actively eliminate the vanishing gradient issue and solve
the reduction of accuracy while increasing layers in DL
architectures.

1) DeepSpeaker: END-TO-END SPEAKER EMBEDDING
DeepSpeaker [37] architecture is the early implementation
of end-to-end architecture. Although the architecture was
specially designed for speaker embeddings, it has pioneered
end-to-end speaker recognition systems [41]. The DeepS-
peaker contains basic CNN and residual network, proved
deep architectures are enough to recognize speakers. Figure 8
explains the flow of the model. Apart from CNN and resid-
ual networks, the architecture performs a temporal average
(averaging over the time dimension) to convert frame level
to utterance level information. It further transforms utter-
ance level information into 512-dimensional feature vectors,
which is normalized to 1. The architecture is trained using
triplet loss (defined in equation 4). However, general triplet
loss architectures implement euclidian distance, whereas
DeepSpeaker implements cosine distance between pairs
stated as:

COS(xi, xj) =
xTi xj

||xi||2||xj||2
(5)

Here xi and xj is the 512-dimensional speaker embed-
dings. As the architecture performs a unit norm operation
it is guranteed that ||xi||2 = ||xj||2 = 1. Although the
performance of the architecture lags compared to the current
implementations, the method revealed that speaker recog-
nition performance is not sensitive to stride in the time
dimension.
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FIGURE 8. The figure illustrates the process of DeepSpeaker [37] architecture. The method receives 64-dimensional 0.25 ms filterbanks. The filterbanks
are further processed using CNN and residual blocks. Later, the outputs are averaged in the time domain, passed to a 512-dimensional dense layer and
unit normalized. The overall method is trained using triplet loss.

FIGURE 9. The figure represents RawNet’s architectural diagram. The naming parameter conventions used for layers are:
Conv (kernel_size, strides, channels), Dense(nodes), GRU(nodes), MaxPool (pool_size). The architecture contains 2 and 4 repetitive
residual blocks confined in dashed rectangles.

2) RawNet: RESIDUALS AND RECURRENT NETWORK
RawNet architecture [42] is implemented based on a con-
volutional architecture with residuals. Apart from the Sinc-
Net architecture (described in Section V-B1), RawNet
does not include any customized layers, while recieving
raw-waveforms like SincNet. Instead, RawNet architecture
proves speaker recognition can be decently handled using
pre-existing methodologies. Figure 9 illustrates the RawNet
architecture. The model includes residual blocks for speaker
identity mapping [43] and facilitate the training process. The
RawNet architecture is firstly trained by adding a global
average layer, removed after the training process, to reduce
overfitting. From an architectural perspective, LeakyReLU
with less residual blocks reduces overfitting chances while
boosting accuracy. Further, instead of the previous general
usage of LSTM layers [44], a GRU layer is attached to
find the inter-relativity of time-based features. The RawNet
architecture requires 5.7 million parameters in total.

The RawNet architecture is trained using an accumulated
loss function described as:

L = LCE + LC + LBS (6)

LCE = −
C∑
i

yi log fw(xi) (7)

LC =
λ

2

N∑
i

||xi − cyi ||

where, λ = 10−3 (8)

1cyi =

∑N
i=1 δ(yi = i)(cyi − ei)

1+
∑N

i δ(yi = i)

where, δ(condition) =

{
1, if True
0, otherwise

(9)

LBS =
N∑
i

N∑
j,j6=i

cos(Wi,Wj) (10)

The LCE is cross-entropy loss derived in equation 7.
LC andLBS is the centre loss [45] and basis loss [46], sequen-
tially. The centre loss reduces the intra-class covariance while
the basis loss function reduces the inter-class covariance. cyi
is the centre calculated for the centre loss, updated by a rate
α multiplied a delta centre value as derived in equation 9.
The Wi is the basis embedding for the i′th class derived in
euqation 10.

3) AM-MobileNet: MobileNet IN SPEAKER RECOGNITION
MobileNet architectures [47], [48] are specifically designed
for mobile devices, requiring lower memory and computa-
tion cost. MobileNet architectures strongly rely on depth-
wise separable convolution that reduces the computational
and memory complexities. Depthwise separable convolu-
tion performs a depthwise convolution followed by a point-
wise convolution. MobileNetV2 [48] further strengthens
the structure of the architecture by fusing residual net-
works. Instead of depending on general residual blocks
[21], MobileNetV2 inverted residual blocks that significantly
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reduces the number of parameters. Further, instead of tradi-
tional ReLU activation, MobileNet architectures implement
ReLU6 activation function derived as:

ReLU6(x) = min(max(0, x), 6) (11)

The ReLU6 function limits the activation values within
[0, 6], which require 3 bits for the left decimal points, guar-
anteeing precision for the right decimal values.

AM-MobileNet1D [49] adapts the strategy ofMobileNetV2
architecture, by replacing 1D convolutions instead of 2D
convolutions. Hence, the resulting architecture is suitable for
recognizing one-dimensional inputs. The model contains 2.8
million parameters in total.

B. NETWORKS WITH SPEECH SPECIFIC LAYERS
Some architectures implement a layer or a set of layers (as
a network), providing specific advantages to DL architec-
tures to speaker recognition architectures. This segment of
speaker recognition models covers architecture like SincNet
(discussed in Section V-B1) are directly based on sound
processing. At the same time, architectures like autoen-
coder (discussed in Section V-B3), VLAD (discussed in
Section V-B2) are adapted from different domain of DL.

1) SincNet: PARAMETERIZED SINC FUNCTION
SincNet [50] architecture depends on bandpass filters for
waveform feature extraction. Bandpass filters only recognize
certain waves frequencies. SincNet architecture extracts vital
audio features using such bandpass filters, which are depen-
dent on a specific person. SincNet architecture implements
sinc functions (sinc(x) = sin(x)

x ) to perform convolutions in
the initial layers, that can mathematically state as:

y[n] = x[n]× g[n, a1, a2]

g[n, a1, a2] = 2a2
sin(2πa2n)
2πa2n

− 2a1
sin(2πa1n)
2πa1n

(12)

Here, x[n] is the input signal and y[n] is the filtered output.
g is a bandpass filter, where a1 and a2 is the low and high cut-
off frequencies. After applying bandpass convolution, the fil-
tered output is passed to a general DL architecture to perform
the classification task. Figure 10 illustrates the overall Sinc-
Net architecture. The advantage of such filters is it requires
a low number of parameters, compared to 1D-CNN. For F
number of filters, each signal being a length of L, a 1D-CNN
requiresF×L parameters. In contrast, sinc layers require only
2F parameters. Further, SincNet architecture achieves better
performance and faster convergence compared to CNN/DNN
basedmethodwith or without additional pre-processings. The
initial SincNet architecture was implemented using softmax
loss (Equation 3) function. However, further investigation
[51] points out softmax loss function obstructs SincNet archi-
tecture’s robustness. Therefore, the usage of AM-softmax
loss is implied. AM-softmax loss can be represented as:

LAMS = −
1
N

N∑
i

es(W
T
yi
f (xi)−m)

es(W
T
yi
f (xi)−m)

+
∑C

j,j6=yi e
W T
j f (xi)

(13)

FIGURE 10. The figure depicts SincNet architecture’s configuration.
Speaker-dependent frequencies are extracted using bandpass filters.
Pooling, normalization and Leaky ReLU is used for non-linearity. Further
information is passed to DNN/CNN layers to derive high dimensional
information.

Here, s is a scaling factor, learned through backpropaga-
tion. m is the margin of AM-softmax loss, which is intro-
duced into the loss function. W is the last weight of the
last layer, and bias values are ignored. f (·) is the embed-
dings produced by the DL architecture, excluding the last
layer.

2) VLAD ARCHITECTURES IN SPEAKER RECOGNITION
Vector of locally aggregated descriptors (VLAD) [52] is a
modification of the Fischer kernel [53], used for visual char-
acterization and description. NetVLAD [54] is an improved
version specifically used as a deep learning layer. Con-
sequently, GhostVLAD [55] is a furnished version of
NetVLAD. BothNetVLAD andGhostVLAD receiveN num-
ber of D-dimensional local descriptors assigned to K clusters
with cluster centers cK . For each j′th dimension of a single
cluster k , the VLAD is calculated as follows:

V (j, k) =
N∑
i=1

ak (xi) (xi(j)− ck (j)) (14)

Here, ak (xi) defines the soft membership (calculated using
softmax) of the embedding xi. GhostVLAD and NetVLAD
share the same formulation, except the number of clusters
K is increased, which is not used in the final identifica-
tion task. Xie et al. [41] proposed a VLAD-based utter-
ance level aggregation strategy. The architecture includes
a lightweight ResNet which’s output is further computed
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FIGURE 11. The figure illustrates three different types of autoencoders, general, denoising, and variational autoencoder, respectively. All of the
architectures include an encoder and decoder. Autoencoder architectures are trained using l2-norm, ||x − x ′||2. The variable z is the hidden low
dimensional representation of input data x . Variational autoencoder contains the mean (µ) and deviation (σ ) of the input data x , further
represented into z .

FIGURE 12. The figure illustrates the VLAD layer used to extract utterance
level information proposed by Xie et al. [41]. A thin-ResNet extracts
frame-level features, which VLAD aggregates to produce the final result.

using NetVLAD and GhostVLAD layers. The architecture
receives multiple frame-level spectrograms and generates
VLAD output further concatenated and reduced to gen-
erate the final output. Figure 12 illustrates the proposed
architectures. The architecture produces superior accuracy
using GhostVLAD. GhostVLAD includes extra cluster cen-
ters than usual (used 2 in such case), which is always
ignored, generating the final result. The extra clusters recog-
nize noises and fragments that result in avoiding erroneous
recognition.

3) AUTOENCODERS IN SPEAKER RECOGNITION
Autoencoders is widely implemented in various tasks, includ-
ing emotion recognition [57], age prediction [58], speech
recognition [59] and so on. Amongst the various domains,
autoencoders have also been introduced in the speaker recog-
nition for data encoding, feature similarity, and denoising
capability [60]. However, the implementation of autoen-
coders is specifically focused on speech variation reduction.
Hence we investigate such implementations in this single
section.

Speaker recognition systems suffer from various environ-
mental attributes such as distance of speakers w.r.t. of the
input device, noise, reverberation, etc. Autoencoders are
implemented to reduce such environmental factors from
speech data [60]. DAE is mainly used in speaker recogni-
tion systems to map far-field [61], and near-field speaker
data to a closer representation [60]. In such a case, DAE is
inputted both far and near field data extracted from speaker
embedding systems. DAE learns to represent far-field and
near-field embeddings to a similar representation, resulting
in a marginal accuracy in complex environments.

DAE is further acknowledged as a domain balancer for
speaker recognition systems [62]. An in-domain data refers
to the data being similar to the testing or actual environment.
Further, data that can be used for the same task but containing
different environmental factors are considered out-domain
data. In such a case pair of encoders are used to input
in-domain and out-domain data. A single decoder learns the
representation of both encoders. However, autoencoders are
currently less-observed, as DL frameworks are more robust
in domain adaptation.
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FIGURE 13. The figure illustrates the general workflow of a GAN. A generator learns to map noise samples z
into a data distribution x . A discriminator tries to identify actual data and generator-outputted data. The
image is adopted from the work of Creswell et al. [56].

C. GENERATIVE ADVERSARIAL NETWORKS IN SPEAKER
RECOGNITION
In the machine learning domain, a model can be classified
into two cases based on the output: a) discriminative and
b) generative [63]. Discriminative models focus on classifi-
cation tasks, f (x) = argmaxy p(y|x). In contrast, generative
models focus on learning the distribution of a particular
dataset, f (y) = argmaxy p(x|y) p(y).
Generative methods have been widely explored in the

speaker recognition domain. Specifically, i-vector is imple-
mented as a generative methods. Conversely DL-based
speaker embedding systems, d-vector, x-vector, and t-vector
are rather discriminative. However, efforts have been made
to convert discriminative speaker embedding systems into
generative using i-vectors [64]. Consequently, present DL
advancement has introduced a new generative strategy, par-
ticularly, generative adversarial network (GAN).

GAN [12] is a type of generative architecture that is
observed to be widely implemented in speaker recogni-
tion tasks. Generally, GAN architecture contains a generator
G(·) that generates data, and a discriminator D(·) that dis-
criminates between actual data and data generated by G(·).
Figure 13 illustrates the basic workflow of GAN. Mathemat-
ically, the objective of GAN can be defined as follows:

min
G

max
D

VGAN (D,G) = Ex[log(D(x))]

+Ez[log(1− D(G(z)))] (15)

The objective is to reduce the value of L(·, ·), which is
similar to a mini-max game. The G(·) tries to outbound the
discriminator D(·), and vice-versa. Ex is the expected value
of selecting x as an input from the actual data. In contrast,
Ez is the expected value of selecting a noise z (from a noise
distribution) to produce fake data from the generator.

GAN architectures are powerful enough to generate unseen
data representations for a given condition [65]. Acquiring

such diversity of data generation, GAN architectures have
been successfully implemented for data augmentation strate-
gies [66]–[68]. GAN architectures exploit interesting aspects
to improve the speaker recognition systems architectures
based on the dataset size, utterance size, and exploit-
ing the perturbation of speaker recognition architectures.
The following sections investigate some of the processes
aforementioned.

1) SHORT UTTERANCE COMPENSATION
GAN has been used to extend short utterances into long
speeches [69]. GAN has been observed to compensate for
short utterances in the process, and the discriminator discrim-
inates among fake and real utterances. The method imple-
ments a similar strategy to CGAN, where the generator trans-
lates short utterances into long instead of receiving random
noises. Figure 14 explains the workflow of the proposed
scheme. The objectives of the overall architecture are mathe-
matically derived as follows:

min
D
loss = Ex[log(D(x, y))]

+Exs [log(1− D(G(xs, y), y))] (16)

FIGURE 14. The image illustrates a general concept of converting short
utterances into long using GAN [69]. The discriminator is fed actual long
utterance or generator produced long utterance to discriminate. Both
generator and discriminator receives the speaker/class information,
similar to CGAN strategy.
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FIGURE 15. The figure illustrates the work of SpeakerGAN [70]. The training is similar to a GAN based augmentation strategy. The
discriminator receives real and generator outputted speech features and classifies the speaker and real/fake data at once. Due to the
feature shift of the generator, the discriminator receives diverse quality data. Hence, the discriminator does not overfit on lesser data and
produces better accuracy.

min
G
loss = Exs [(G(xs, y)− x)

2]

+Exs [log(1− D(G(xs, y), y))] (17)

In the equation, xs refers to the short utterances fed to the
generator translating into long utterances. In the equation 16,
the discriminator’s loss remains similar to Conditional
GAN’s (CGAN) general strategy. However, the generator
is trained based on the reconstruction loss, based on the
mean-square difference between the target long utterance and
generator generated long utterance. Also, a penalty is added
based on the discriminator’s precision.

To better describe the discriminator loss (equation 16),
CGAN architecture is mathematically stated as follows:

min
G

max
D

VCGAN (G,D)=Ex[log(D(x, y))]

+Ez[log(1−D(G(z, y), y))] (18)

Here, y is the target speaker for the input speech x. Com-
pared to GAN’s general strategy (defined in equation 15),
the discriminator CGAN specifically classifies the target
class/speaker from the input, along with the discriminative
information.

The compensation architecture directly translates short
utterances into long and observed to increase the accu-
racy of i-vector systems to [4 − 6]%. The authors also
used the generator instead of the overall GAN architec-
ture to compensate short utterances. Such implementa-
tion resulted in increasing the accuracy of i-vectors to
only 2%. The overall implementation increased the pro-
ficiency of speaker recognition baselines for short speech
segments.

2) SpeakerGAN: LEARNING FROM LESSER DATA
SpeakerGAN [70] is such a variant of CGAN trained on
inadequate speech data (below 2 seconds per speaker) and
achieved marginal performance. Compared to the CGAN
architecture, the SpeakerGAN avoids passing speaker infor-
mation y to the generator. The architecture is similar to CGAN
and depends on the generator to generate a vast amount of
diverse speech data. SpeakerGAN relies on the variation of
data produced by the generator allowing the discriminator
to recognize artificially augmented data, which improves the
discriminator’s robustness. After training, the discriminator is
used as a speaker classifier. To facilitate the readers, the archi-
tecture is illustrated in Figure 15. The training procedure
accumulates three loss functions. Cross-entropy loss is used
to train the discriminator’s classification process (derived in
Equation 7). Huber loss is used to train the generator to
generate an identical mapping of speech features related to
the input. Huber loss can be defined as:

LH =


1
2
(x − G(x))2 |y− G(x)| ≤ δ

δ|x − G(x)| −
δ ∗ 2
2

otherwise
(19)

Here, the authors used δ = 1 in the loss implementation.
Moreover, to train the overall adversarial network, a similar
loss strategy of least square GAN [71] (LSGAN) is imple-
mented. Mathematically LSGAN is implemented as follows:

min
D
VLSGAN (D) =

1
2
Ex[(D(x)− 1)2]+

1
2
Ez[(D(G(z)))2]

(20)

min
G
VLSGAN (G) =

1
2
Ez[((D(G(z)))− 1)2] (21)
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FIGURE 16. The figure depicts the strategy of the work [73]. A generator learns to produce a distracting audio sample. The
sample is further scaled and merged with actual audio. A speaker recognition system mostly misclassifies the resulting
audio.

The LSGAN’s training objective properly instructs the
discriminator gradients if the generator has not captured the
speech data manifold [71]. The LSGAN is implemented
based on the random noise data z. In contrast, the Speaker-
GAN does not input noise data. Instead, it receives actual
speaker data, and the objective is to mimic the data as much as
possible. Hence, the architecture of the generator of Speaker-
Gan is similar to autoencoder architecture. Further, the gen-
erator architecture is implemented using gated linear units
(GLU). The internal functionality of GLU layers is stated:

GLU (x) = (x ∗W + b) ◦ σ (x ∗ V + c) (22)

Here ∗ defines a convolution operation, and ◦ represents
pointwise/Hadamard multiplication. Further, σ (·) represents
a sigmoid activation function. W , b and V , c are the weights
and biases for the convolution and gate convolution respec-
tively. The GLU layers are similar to a self-attention mech-
anism [72] which is promising. The overall implementation
advantages diverse speech information extraction, resulting
in better performance while trained with lesser data.

3) ADVERSARIAL PERTURBATIONS
Apart from increasing the speaker recognition framework’s
robustness, GAN has also been implemented in the speaker
recognition systems to misclassify speakers [74], [75]. Such
a technique is often referred to as perturbations. Further,
a single noise input can cause false recognition of any
speech input, and it is termed as universal perturbation
[76], [77]. Adversarial attacks can be non-targeted and tar-
geted. Non-targeted adversarial attack’s task is to produce
outputs that would be miss classified by a classifier. In con-
trast, targeted adversarial attacks deal with generating adver-
sarial outputs classified as a specific target class by the
classifier.

Perturbation of speaker recognition systems has also been
observed using GAN architectures [73]. Figure 16 introduces
an example of GAN based perturbation. The strategy includes
a GAN that inputs a noise distribution and generates a dis-
tracting audio sample. The distracting audio sample is fused
with an actual audio sample with a specific scale and fed to
the classifier. The objective of the perturbation system can be
stated as:

max
G

L(G) = f (x + G(x)) 6= y (23)

Here, G(x) is the generator that generates disturbance, and
x is the actual input. f (·) is a well-trained classifier. The
authors [78] provide a wide range of investigation related to
the topic and pointed out such a strategy can largely infect the
speaker recognition methods. However, adversarial training
can considerably defend such perturbation attacks [79].

D. META LEARNING IN SPEAKER RECOGNITION
Meta-learning [13] is a branch of DL dealing with classi-
fying unknown or hardly known classes. Meta-learning is
the current enchantment of DL methodologies because of its
ability to learn from lesser data. Meta-learning methods learn
to generalize on unseen data adequately. The generalization
strategy is created using datasets that may or may not contain
the query or test image classes. Such a learning scheme is
attractive as, in most real-world problems, the amount of
labelled data is scarce. Meta-learning approach includes two
datasets, a support dataset (xs, ys) ∈ S and a training or
enrollment dataset (x, y) ∈ D. Based on the support dataset,
methods are named K -shot C-class classification tasks. Here
the total number of classes isC , and for each class,K number
of samples are available. If K = 0, it is considered as a
zero-shot learning strategy [80].
Meta-learning in DL methodology is still a converging

research domain. Consequently, DL based meta-learning
strategies are recently introduced in speaker recognition sys-
tems. Meta-learning is often classified into metric-based,
model-based, and optimization-based approach. Further,
these approaches have different categories and branches
depending on the mechanisms. In Section V-D1, V-D2,
and V-D3 we review some of the latest works falling in
metric-based, model-based, and optimization-based meta-
learning, respectively.

1) METRIC-BASED META-LEARNING
Metric-based DL architectures are mostly build using
strategies like triplet loss architectures [81] (explained in
Section IV-C), Siamese networks [34], Prototypical networks
[82], etc. Metric based algorithms focus on increasing the dis-
tances between distinct classes while keeping similar classes
closer. Such a strategy is greatly similar to speaker embed-
ding’s requirement. Metric learning emphasizes increasing
the inter-class boundaries, which furnishes the generalization
capability for unseen data. In the next section, prototypical
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FIGURE 17. The figure illustrates the core difference between
prototypical and triplet loss. The left image represents the prototypical
loss strategy, which computes each classes’ centroids and measures a
data point’s distance from class centroids (ck ). The right image represents
the triplet loss strategy, which computes loss directly based on the
distance between two data points. Triplet loss strategy might fail to
centralize a cluster in lesser epoch and scarce data.

networks implemented on few-shot speaker recognition task
is resolved.

a: PROTOTYPICAL NETWORK
Aside from triplet loss architectures, prototypical networks
have also been observed in speaker recognition task [83].
Prototypical networks are trained based on prototypical loss,
which solves significant issues of triplet loss architectures
(defined in equation 4). Triplet loss architectures only con-
sider increasing pairwise distances with a margin, ignoring
each class’s cluster centre. In contrast, prototypical loss con-
tains a centroid ck for each speaker in the enrollment dataset.
Prototypical loss can be derived as:

ck =
1
Sk

∑
(xi,yi)∈Sk

f (xei ) (24)

LPN =
∑

(xi,yi)∈D
−log p(yi = ŷi|xi) =

e−d(f (xi),cyi )

e
∑C

k e
−d(f (xi),ck )

(25)

Here LPN is the prototypical loss, |Sk | is the number of
speakers in the support dataset belonging to k ′th speaker.
d(·, ·) is a distance parameter between two inputs. Proto-
typical loss is observed to perform better embeddings than
triplet loss in the case of few-shot learning [83]. Triplet loss
architectures can easily converge to a global minimum state
while not keeping similar class embeddings into the same
cluster. However, triplet loss architectures perform better if
adequate data is available for speaker enrollment [84]. Hence,
selection between triplet loss and prototypical loss greatly
depends on data availability. Prototypical networks are also
observed to better recognizing speakers from short utterances
[85]. Prototypical networks trained with joined prototypical
loss on enrollment and support dataset resemble better results.

2) MODEL-BASED META-LEARNING
The model-based meta-learning approach concentrates on
faster learning of DL architectures with lesser data.
The model-based approach often updates it’s parameters
rapidly, based on some pre-defined schemes. Further, some
model-based approaches are perceived to be memory depen-
dent. In the below sections, we describe some of the
model-based strategies observed in the speaker recognition
task.

FIGURE 18. The figure clarifies a simplified process of neural turing
machine. A controller receives input and encodes/downsamples the
information. Further, it reads data from a memory/cache and saves
encoded data if a new data pattern is observed. WMt

is a weight vector
used to focus on what to read from memory Mt in a timestep t . Further,
it can erase information Et and add new information At if required.

a: MEMORY AUGMENTED NEURAL NETWORK
The model-based approach specifically focuses on designing
optimal models that can better recognize unseen entities.
In speaker recognition, neural turing machine networks are
being implemented. Neural turning machines [86] receive
input, encode them, store them in memory, and search for
a similar match from memory. The data storing mechanism
is described as writing into memory, and reading data from
memory is derived as reading from memory. A controller
network maintains the overall read/write policy. Figure 18
contains a minimal brief of such a network.

Memory-augmented neural networks (MANN) [87], [88]
is similar to a machine that uses memory, which has been
observed to be applied in speaker diarization process [89].
The architectural constraints implement a relational memory
core (RMC) [90] that controls memory modifications via
attention method [91]. The architecture constructs a speaker
memory S = {s1, s2, . . . , sn} and the task is to find closest
match to speaker profile si for a given speech input x. Each
speaker profile si is a 2048-dimensional vector. The archi-
tecture implements x-vectors (discussed in Section IV-B) as
a feature extractor, and further processing is done in RMC.
The approach requires a heavy number of speech data and
may cause overfit when data is limited.

3) OPTIMIZATION BASED META-LEARNING
Optimization-based meta-learning approaches focus on
improving the gradient-based learning method. Generally,
gradient-based optimization requires longer steps to con-
verge. Moreover, gradient-based algorithms overfit in small
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FIGURE 19. The figure illustrates the LSTM meta-learning approach. fWt
is a learner/classifier and mWmt

is a meta-learner at a
specific time step t . The learner receives adjusted weights from meta-learner, computes output on enroll dataset minibatch
(Xi , yi ) ∈D and transfers it’s current weight, loss value, and gradients (w.r.t. loss value) to the meta-learner. The meta-learner
finds optimal weights for the specific case and again transfers the weights to the learner. The meta-learner’s goal is to reduce loss
on the enroll and support dataset (X s, ys) ∈ S jointly.

datasets. As the meta-learning approach deals with smaller
datasets, general gradient-based strategies are neglected.
In optimization-based procedures, the enrollment is con-
ducted in smaller mini-batches compared to speaker recog-
nition tasks’ general batch size. The optimization problem’s
target is to find optimal weight W for a DL model fW (·),
that generates optimal results for all of the mini-batches and
unseen. In the below sections, we expose some of the recent
works conducted in the speaker recognition task based on the
optimization methods.

a: LSTM META-LEARNING
LSTM meta-learning [92] approach finds the optimal adap-
tation of a DL model’s weight enrolled on training dataset
(x, y) ∈ D using a pair of LSTM layers. The pair of LSTM
is named meta-learners. Such methods are also observed
in speaker adaptation [93], where the objective is to learn
from the enrollment dataset, acquiring better precision on the
support dataset (xs, ys) ∈ S. Meta-learner learns how the
learner’s (a DL classifier) weights Wf should be updated so
that it achieves better precision on the small support dataset
(xs, ys). The process of such method is formalized below:

vt =

 Wft
Lt
∇Wft

Lt

 (26)

ht = LSTM (vt ) (27)

forgett = σ (Wforget · [ht , ft−1]+ bforget ) (28)

inputt = σ (Winput · [ht , it ]+ binput ) (29)

Wft+1 = forgett ◦ θt − inputt ◦ ∇Wft
L (30)

The meta-learner recieves a tuple of information:
(a) current weight of the DL model, (b) loss value

w.r.t. to (x, y), and (c) gradients of the loss w.r.t.
to (x, y) (derived in Equation 26 and 27). The first lstm out-
puts a hidden representation ht that is used by a handcrafted
LSTM cell derived in equation 28 and 29. In the handcrafted
LSTM cell, a forget gate forgett is calculated using the
hidden representation ht using weightWforget and bias bforget
(equation 28). Further, an input gate inputt calculates the
rate of update (similar to learning rate) using weight Winput
and bias binput (equation 29). Finally, for each mini batch
timestep t , the learner fWt is updated to Wft+1 as presented in
equation 30.

The LSTM approach approximates the optimal converges
from the enrollment dataset D such that it achieves superior
performance in the support dataset S. LSTM meta-learning
approach is observed to gain better accuracy using a small
portion of speaker data (speakers are presented in the test set),
represented as a support dataset. Such procedures may solve
the problem of requiring more data to recognize a particular
system. However, LSTM based optimization has a memory
limitation. The LSTM requires heavy speaker-dependent hid-
den weights (vt , forgett , inputt ), which often becomes mem-
ory inefficient for a large number of speakers.

b: MODEL AGNOSTIC META-LEARNING
Model agnostic meta-learning (MAML) [94], [95] is a sim-
pler approach of meta-learning where the weights of the
learner fw(·) are updated based on the calculated loss on the
enrollment dataset mini-batches (x, y). To explain MAML,
the mathematical definition of MAML strategy is described:

Wt = Wt−1 − α ∇Wt−1m(Wt−1) (31)

m(W ) = argmin
W

mini_batch∑
i

L(fWi (x), y) (32)
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FIGURE 20. The figure illustrates the model agnostic meta-learning
approach. The meta-learner receives information about the loss value
{∇L1,∇L2, . . . ,∇Ln} and weight for all mini-batches. After a complete
iteration on the enrollment dataset, it updates the weights of the
learner/classifier such that the updated weights produce a minimum loss
for all of the mini-batches.

A meta-learning network tries to adapt the relationship of
the loss and the learner’s weights. The meta-learner suggests
weights based on the overall enrollment dataset, such that the
overall loss value reduces (equation 32). The meta-learner
m(W ), suggests the weight updates of the learner model fW (·),
for a given weight W (equation 31). The meta-learner in
equation 32 adjusts its weights via backpropagation, which
is not derived. The MAML strategy is memory efficient
as it does not depend on LSTM. LSTM based learning
avoids over-learning for specificmini-batches, whereMAML
learns aggregately. Figure 20 illustrates a visual representa-
tion of the calibration process of MAML.

MAML strategy has been implemented in speaker adapta-
tion task [96] to reduce the speaker variability between enroll-
ment and testing phase. Although the MAML strategy has
shown its diversity in various tasks [95], it hasn’t produced
marginal improvement in speaker adaptation. Such imbalance
in speaker adaption requires more investigation related to
speech feature extraction as well as DL-based solutions.

4) FEATURE BASED META LEARNING
a: META-ClusterGAN
Meta-ClusterGAN (MCGAN) [97] is a speaker clustering
system specially designed for speaker diarization system.
The architecture involves both the capability of meta-learning
(prototypical loss) and GAN, achieving better speaker
diarization clustering performance. Figure 21 introduces the
training procedure of MCGAN, which is further elaborated
in the current section.

The MCGAN contains a generator (G), encoder (E) and
discriminator (D). The generator tries to mimic x-vector
embeddings by receiving noise zn and speaker label zc. The
discriminator discriminates between the actual x-vector input
and generator generated input. The encoder tries to recon-
struct zc, and zn from the generator generated embeddings.

The training objective of the GAN is:

min
G,E

max
D

[w1·UIWGAN (D,G)+w2 ·COS(G,E)+w3 ·CE(G,E)]

(33)

The joint training criteria of MCGAN contains three
weights w1,w2,w3, which are tuned to prioritize specific
objectives or loss. The CE(G,E) calculates the cross-entropy
loss (equation 7) between the generator’s input and the
encoders predicted class/speaker output. COS(G,E) defines
the cosine distance between the generator’s noise input zn and
the encoder’s predicted noise output zn, derived as:

minLcos = COS(G,E) = Ez
[
1−

E(G(zn)) · zn
||E(G(zn))||2 · ||zn||2

]
(34)

TheMCGAN avoids general adversarial loss function, as it
is observed to face mode collapse problem. AlthoughWasser-
stein GAN (WGAN) [98] solves the problem, the authors use
an improved WGAN (IWGAN) [99] loss strategy that avoids
such collapse issues. The UIWGAN (D,G) defines IWGAN
loss derived as:

min
G

max
D

UIWGAN (D,G)

= Ex[D(x)]− Ez[D(G(z))]
+ λ · Ex ′ [(||∇x ′D(x ′)||2 − 1)] (35)

x ′ = εx + (1− ε) · G(z) ε ∈ [0, 1] (36)

In the equation, x ′ defines the accumulation of generator
outputted and real vector embeddings scaled by random value
ε ∈ [0, 1]. The normalized gradient value of the discriminator
network based on x ′ is also calculated and accumulated to the
IWGAN loss value.

After the joint training of equation 33, the encoder is
removed from the architecture. Further, the encoder is sepa-
rately trained based on the input of x-vector and prototypical
loss (derived in equation 24, 25). The training is conducted on
small support set S. Hence the architecture requires a small
amount of label data.

VI. SPEAKER RECOGNITION RESOURCES
The advancement of speaker recognition systems greatly
depends on the programming tools available for speaker
recognition investigation. Moreover, as DL is a data-driven
approach, datasets play an essential role in the research and
development of DL strategies. This section explores the pro-
gramming tools and datasets available for speaker recognition
systems.

A. PROGRAMMING TOOLKITS
The present advancement of DL-based speaker recognition
architectures has widely been possible due to DL frame-
works’ rise. The frameworks give easy access to automatic
differentiation [100], which are used to implement state-of-
the-art DL strategies. Further, toolkits specially developed for
speech processing have facilitated researchers implementing
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FIGURE 21. The MCGAN architecture includes a generator (G), encoder (E) and a discriminator (D). The generator receives noise zn and
speaker class zc and tries to mimic x-vector embeddings. The encoder further tries to reconstruct zn and zc from the embedding. The
encoder is further used as a cluster classifier. Lcos, LCE is cosine-loss and cross-entropy loss between generator and encoder. Ladv is the
adversarial loss between discriminator and encoder. Lptl is prototypical loss of the final stage training of encoder, defined as MCGAN.

TABLE 4. The table illustrates the programming toolkits available for
developing speaker recognition systems.

and investigating both existing and new speech and speaker
recognition methods. Table 4 reports the available program-
ming frameworks extensively used for speaker recognition,
from pre-processing stage to the recognition stage.

Specifically for speaker recognition pre-processing,
Kaldi [101] and HTK [102] has been one of the favorite
choices among researchers. However, currently, Kaldi is
mainly used for the pre-existing implementation of i-vector
and x-vector systems. For DL based tasks, TensorFlow [103],
and PyTorch [104] is being extensively used by researchers.

B. DATASETS
Apart from the toolkits, the advancement of speaker recog-
nition systems also depends on the datasets available for

research and development. Currently, an abundant amount of
datasets are available for the evaluation of speaker recogni-
tion systems. Speaker recognition datasets contain data from
various sources and criteria of data collection. Based on the
origin and criteria, the datasets can be classified into the
following segments:
• Clean speech is the general type of speaker recogni-
tion datasets collected from a quiet environment. Clean
datasets are primarily collected in a studio environment.
A conventional speaker recognition system refers to
methods mostly trained and tested in clean datasets.

• Telephony speaker recognition datasets contain speech
gathered using telephone and mobile devices. How-
ever, such collection can be done using two variations,
directly collecting data from telephone mic or telephone
calls.

• Broadcast speaker recognition dataset contains speech
data from various physical broadcast devices: television,
radio, etc. The broadcast dataset contains similar noise
compared to the telephony dataset. However, it includes
a variation due to sources.

• Meeting dataset contains data from a meeting envi-
ronment. The speech utterances may overlap, may
have laughter, noises and interruption. The dataset may
slightly carry a far-field condition.

• Far-field dataset guarantees audio input devices are
at a greater distance from the speaker. Such a condi-
tion is equivalent to in-home personal assistant devices,
in which the device is placed far from the speaker.
Further, far-field datasetsmay contain distracting noises,
which is also challenging.

• In-the-wild is a unique condition for speaker recogni-
tion systems where the state is unknown. The speaker
utterances may get overlapped, may also contain a
far-field situation. Apart from containing heavy real-life
noises, datasets may have meeting scenario as well.

Among the various dataset, the clean speech speaker recog-
nition dataset only contains clean audio. In contrast, the rest
of the categories may include noise, speech overlap, variance
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TABLE 5. The table illustrates the present speaker recognition datasets, along with data distribution, collection source, and properties.

of distance between speaker and input device, etc. Table 5
refers to the currently available datasets used for speaker
recognition.

VII. CHALLENGES OF SPEAKER RECOGNITION SYSTEMS
Most speaker recognition architectures are implemented to
solve a specific challenge. Hence, while solving one, archi-
tectures lack some aspects of speaker recognition standards.
Table 6 overviews the performance of the architectures, based
on the benchmark datasets. Table 7 illustrates the specialty of
architectures, along with the drawbacks they face most. Fur-
ther, some overall suggestions are also provided to improve

the performance of the architectures based on accuracy and
environmental perspectives. Most architectures are tested on
a clean speech dataset. Hence they require noise cancellation
strategies for real-world usage.

Based on the general implementations, the stagewise archi-
tectures and end-to-end architectures have both advantages
and disadvantages. Stagewise architectures are losing their
interest as the back-end layers are non-trainable. In contrast,
end-to-end architectures also require pre-training in some
phrases to get better weight initialization (this is always nec-
essary for GAN architectures). However, end-to-end architec-
tures can be trained jointly. Therefore the entire architecture
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TABLE 6. The table illustrates the performance comparison of the discussed architectures based on the benchmark datasets (provided in Table 5).

can jointly focus on feature extraction, speaker diversions,
and classification of speakers based on the encoded devia-
tions at the same time. Joint training is a considerable advan-
tage for speaker recognition systems. As for neural networks,
the process of recognition strategies is auto distributed into
network layers through backpropagation. Also, for residual
networks, some layers may get automatically unsued if neces-
sary. Hence focusing on end-to-end architectures would result
in better accuracy in the respective domain than stagewise
implementations.

To explore the current challenges of speaker recognition
systems, first, we need to define the properties of a novel
speaker recognition system. A novel speaker recognition
system is a theoretical system that is the most acceptable
recognition system we want to achieve. Below we point out
the properties of a novel speaker recognition system:
• Precise: Speaker recognition systems should gener-
ate excellent accuracy for recognizing speakers. Com-
paratively, the system should be more accurate than
humans. Present DL based architectures, both end-
to-end and stage-wise procedures are strongly focusing
on speaker recognition precision. Yet, speaker recogni-
tion systems have the capacity for improvement due to

the advancement of DL architectures. A more extensive
architectural investigation is required.

• Noise tolerant: Speaker recognition systems should be
tolerant to noises. Moreover, noises should not reduce
the precision of the system.Although noise only refers to
environmental factors, we also refer to the inconsistency
of speech input due to different microphones, channel
characteristics, and the field variance between speaker
and input device as noise. The current speaker recogni-
tion systems target noise as an augmentation policy that
improves DL models’ feature selection [27]. Moreover,
denoising autoencoders can be implemented as a dedi-
cated noise filtering system [60].

• Physically unbiased: Speaker recognition systems
should recognize speakers from various speech
conditions, such as whisper [123] and emotion
[124], [125] (laughter, weep, etc). Further, systems
should not be biased over age and vocal diseases. As DL
approaches are data-driven, such variation of data is gen-
erally unattainable. Hence, GAN-based augmentation
methods can be applied to produce such variability of
speaker features to improve the robustness over physical
variations.
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TABLE 7. The table illustrates the notable models discussed in the paper along with the strength, limitation and suggestions for improvement.

• Unconstrained recognition: Speaker recognition sys-
tem should be able to detect speakers even though the
speech overlaps. In case of overlap, the system should be
able to identify both speakers. Therefore, we search for
a system that is aggregately best for diarization, identifi-
cation and verification. Such cases aremost similar to in-
the-wild constraints. Hence, in-the-wild datasets should
be extensively targeted to train and test DL architectures.

• Minimal data: Speaker recognition systems should
focus on learning or adapt speakers from minimal data.
However, we avoid approximating the quantity of data
as unsupervised speaker recognition systems may not

depend on data quantity. Meta-learning strategies can be
implemented to reduce the requirement of long speech
samples.

• Tamper proof: Speaker recognition systems should
be tamper-proof against adversarial attacks and voice
mimicry. In some cases, adversarial attacks require
extensive investigation over the available architectures
resulting in hard to generate [78]. However, voice
mimicry does not significantly affect speaker recogni-
tion models [126]. Yet the challenge exists if a speakers
speech is used from a playback device in a verification
stage, the result may worsen [127], [128].
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The present speaker recognition systems target almost
all of the above constraints. However, they are biased to
the general physical constraint of speech data. Nearly all
current research works target clean speech, avoiding the
natural changes of speech utterances due to emotional insta-
bilities. Nevertheless, the current availability of large-scale
in-the-wild datasets has encouraged researchers to develop
robust architectures targeting a fraction of the derived chal-
lenges.

VIII. CONCLUSION
The paper presents an architectural investigation on deep
learning based speaker recognition methods. It targets new-
comers to acquaint themselves with the current progress of
deep speaker recognition methods. Firstly, the paper instructs
the general fundamentals of speaker recognition strategies.
Then, it presents a taxonomy of deep speaker recognition
architectures and explains some of the exceptional tax-
ons’ architectural perspectives. The paper further describes
stage-wise architectures, residual networks, generative net-
works, custom modified networks, and meta-learning archi-
tectures in the progress of the investigation. Moreover, it
summarizes the present programming frameworks available
for implementing speaker recognition methods. The paper
investigates the category of datasets available for speaker
recognition systems along with a summarization. In what
follows, the article explains the benefits and limitations of
the described speaker recognition architectures along with
recommendations. Finally, the manuscript introduces a novel
speaker recognition system that points out the present speaker
recognition challenges and motivates researchers towards
implementing robust speaker recognition systems.
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