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ABSTRACT In the last decade, we have seen an increase in the use of digital technologies in our daily lives,
including advanced systems such as mobile applications, smart digital kiosks for intelligent retailing, touch
screens for ordering food, or simple implementations such as the ticket machines in the butchers. However,
from the perspective of interaction design, those sensing systems suffer from several constraints and
limitations such as, low usability and poor hygiene. For example, the elderly or the disabled normally have
huge difficulties when interacting with these types of digital systems. Moreover, the recent SARS-CoV-2
pandemic has made us rethink the way we interact with the digital devices. Hence, in this paper, we present
a novel solution for digital interaction through a contactless model. This system can provide human gesture
recognition and therefore it can be integrated into others to achieve contactless control.We have implemented
a prototype based on cost efficient sensors to validate the idea’s feasibility.Moreover, a sequence of real world
experiments has also been conducted to evaluate its performance. This system is composed with 1) a 3d
printed grid of ultrasound sensors to capture the distance information from a human body; 2) software to
analyse the data for gesture predictions. This analysis results will be transformed into control commands to
interact with the attached system. The experimental results have shown that the proposed system is capable
of providing a contactless Human Computer Interaction (HCI), and also has a great opportunity to replace
existing touching interaction manner with a remote control scheme.

INDEX TERMS Computer networks, contactless technologies, gesture recognition, ultrasonic sensing,
ultrasound sensors, wireless technologies.

I. INTRODUCTION
In the last decade we have witnessed a revolution in the use of
digital technologies. This paradigmatic evolution, known as
the 3rd digital revolution, marks the beginning of the informa-
tion age. Never in the history of mankind the access to infor-
mation and knowledge has been so accessible [1]–[3]. At the
heart of this disruptive change is obviously technological
evolution, especially digital logic, microprocessors, mobile
devices and of course the Internet. In the middle of the past
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decade, half of the world’s population had access to the Inter-
net. This number has risen until today, 2020, to almost 70%.1

We entered the era of wireless telecommunications where the
5th generation (5G) networks came to interconnect services
and unify systems. With the promise of unlimited bandwidth,
5G offers connectivity to users anywhere, anytime. This
advent enabled the Internet of Things (IoT) where several
automated devices are interconected through the Internet [4].
Several IoT services are emerging on several areas, such as,

1‘‘Worldwide digital population as of April 2020’’ - Statista. Retrieved
21 May 2020.
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e-learning, vehicular networks, smart cities solutions, among
others, but especially on remote healthcare [5]–[8]. Today,
we easily connect our smartphone via WiFi to a store’s pay-
ment system, or use a digital kiosks to buy services, such as
tickets for the metro or bus. Digital interaction has become a
habit of our daily lives, including at home with objects such
as the refrigerator or the TV. This digital transformation of
the society aims not only to facilitate processes but also to
improve the quality of life of its citizens. However, these
technologies are not yet ubiquitous to their users and may
contain some security problems [9]. One of the obstacles in
the use of digital technologies, is its design and its interaction
that depend mostly on the human touch [10]. This becomes
even more problematic if we consider the use of these plat-
forms by the elderly. The accessibility of digital interfaces
and mobile technologies to the elderly population requires
special attention when they are built and designed [11], [12].
Unfortunately, in general, they are not adapted for the senior
citizens, which in the case of Portugal, represents a large
percentage of the population.

Contactless technologies present themselves as non-
intrusive and generally present a user-friendly and intuitive
interaction. There are several scenarios in which contact-
less technologies have been successful. From the contactless
charger for our smartphone to the door lock access con-
trol mechanism of our office, there are already countless
examples that have become truly pervasive [13], [14]. These
are becoming very important in the smart cities context,
especially in the recognition of human behavior or vehicles
activity detection [15].

This paper presents an intelligent contactless system as
an alternative interaction method for information and com-
munication technology (ICT) systems through intelligent
remote gesture recognition. The main objective of this
research is to develop a non-intrusive and secure intelli-
gent gesture recognition system for people with disabilities
or mobility problems (for example, the elderly). As shown
in Figure 1, This prototype includes distance sensors to
recognize gestures and trigger smart actions. This system
was evaluated through a real testbed pilot where real users
operated this system to remotely control a VLC media
player.

Although there is room for improvement, results of the
performance evaluation attested the feasibility of the system.
The proposed system, uses a matrix of ultrasound sensors,
therefore allowing to recognize a wider range of gestures.
However, in comparison with previous works described in the
related work section, that use a small number of sensors and
generally recognize less gestures, the performance, especially
the accuracy was not significantly affected and presented
promising results. Therefore, the main contributions of this
article are as follows:
• A detailed review of the state of the art on contactless
technology

• The design and construction of a Ultrasound-based Ges-
ture Recognition Contactless System

FIGURE 1. Conceptual diagram of the proposed system.

• The Performance evaluation and analysis of the pre-
sented system

• Main results discussion, presenting the main contribu-
tions to the state of the art

The reminder of this paper is organized as follows: in
Section 2 we present some related work on contactless tech-
nology and its application in different ways. Section 3 intro-
duces the proposed gesture recognition system and details the
key parts of the system in detail, while in Section 4 presents
and discusses the experimental results and the performance
evaluation. Finally, Section 5 draws conclusions and dis-
cusses future work.

II. RELATED WORK
Contactless technology has been growing and used for the
past 20 years based on the evolution of smart cards and
wireless technologies, such as, Near Field Contact (NFC).
Contactless technologies are being applied in several areas,
although they are particularly important in the banking and
personal authentication industry, attracting the attention of
giants such as Google, Apple and Samsung [16]. Among
well-known examples, we can highlight, Samsung’s ‘‘Mag-
netic Card Emulation’’ that allows a mobile device to emu-
late a normal credit card, emulating a magnetic field, as an
alternative to NFC.2 Another example is Google’s Host Card
Emulation. This Android Operating System solution, stores
sensitive information that was previously stored on the smart-
phone’s hardware chip. These technologies are increasingly
desirable in a global society that calls for privacy and security.
For example, a recent study of more than 7000 travelers
showed that 80 percent of hotel guests prefer to use a mobile
app to have to check in or out publicly. It is not just a matter of
privacy, but also of comfort. 73 percent of the guests wished
to have an app that would open their bedroom door and
about 50 percent liked having a contactless experience when
ordering food either at the bar, restaurant or room service.3

Contactless technologies were enhanced by the evolu-
tion of wireless technologies such as Radio Frequenciy
Idenfier (RFID) or the aforementioned NFC and by the

2https://patents.google.com/patent/WO2009082760A2/en
3https://www.hotelmanagement.net/tech/survey-travelers-want-

contactless-hotel-experiences
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well-known Bluetooth and WiFi. In fact, WiFi technologies,
available today in any mundane object, allowed its signal
to be used for detecting various human activities. With this
human sensing, numerous applications were built, ranging
from intrusion detection, daily activity recognition, gesture
recognition to vital signs monitoring and user identification.
This human sensing is a contactless technique that uses a
triangulation of the WiFi signal and its reflection with the
human body and the walls, floor or ceiling of the room [17].
The recognition of contactless activity has the main advan-
tage of its non-intrusiveness. Although it is a technique
widely applied in indoor environments, activity recognition
has grown and has gained importance in many applications
not only in smart homes, but also in smart cities [18].
In urban settings, activity recognition takes advantage of
IoT ecosystems and wearable technologies and includes
wireless technologies such as video-based, RF-based and
ultrasonic-based [15], [18].

In the healthcare area, the use of contactless technologies
has also grown [19], [20] through the adoption of either
wireless technologies or IoT ecosystems. In the last decade,
the monitoring and collection of vital signs using contact-
less techniques has received particular attention due to the
non-intrusive action and privacy of patients [21], [22]. The
use of sensors and cameras in indoor environments for health
surveillance and remote monitoring brings clear advantages
from a financial and logistical point. For example, the use
of video to measure body temperature was widely adopted
during the recent SARS-CoV-2 pandemic, however it is a
technology that has been in use for some years [23]. One
particular healthcare field that wireless contactless tech-
nologies have a strong impact is Ambient Assisted Living
(AAL) [24], [25]. The AAL aims to provide quality solutions
not only, but especially for elderly. These solutions typically
use sensors, computers, mobile devices, telehealth systems
and rely on wireless and cloud computing technologies [26].
In this sense, several gesture-based contactless solutions were
proposed for ill, disable or senior people [27]–[29]. Most
of the solutions use cameras for gesture recognition. For
instance, [30] a mobile robot is controlled through user ges-
tures to assist disabled and elderly people. The gestures are
recognized by a camera in real time and the robot, con-
trolled by wireless technology XBee radio module, receives
requests to pick, transport and place objects. The hand ges-
tures defined in this work are the number of fingers. The
authors used convex hull algorithm to extract defect and
convex points. The number of defect points will determine
and recognize the performed gesture. Another gesture-based
solution, in this case, to control a powered wheelchair is
presented in [31]. Authors used Microsoft’s Kinect interface
for gesture recognition. The main goal is for disabled people
to call the wheelchair through a remote gesture recognition.
Microsoft Kinect was discontinued in 2017, however it is
still widely used for gesture-based contactless solutions. This
system used two cameras, one Red Green Blue (RGB) color
model and the other Infrared light (IR) and microphones [32].

In [33] the authors used Kinect v1 cameras to segment a
human hand, capturing just the joins 7 and 8 containing
cropping the image to 120×120 px, converting and producing
a 2D grid projection of the hand in a grey scale image, and
obtaining the outline of the hand, without delving into the
subject, would be compared with the 5 trained shapes that the
study intended to approach.

Another interesting approach to human gesture recogni-
tion is optical sensing and ultrasonic sensing by means of
distance sensors. Optical sensing solution are broadly used
on hand-gesture solutions [34]. These solutions rely on dis-
tance estimation of the target objects. However optical sen-
sors and cameras have considerable power limitations and
privacy issues. One potential technology to overcome these
constraints is ultrasound imaging. Ultrasound sensors have
a low cost and a third of power consumption that optical
sensors. Hence, in the last years, several proposals have
introduced the use of ultrasound sensors for hand gesture
recognition [35]–[38]. For instance, [38] the authors used a
single piezoelectric transducer emitting pulses and 8 micro-
phones in the periphery forming a grid, with the purpose
of receiving the echo, and thus to create an ultrasonic
receiver. All these signals are combined to create images
with depth and intensity pixels, in which the hand gestures
are determined for the subsequent comparison with 4 trained
shapes. Highlighted in this article the idea of using distances
to create a map, using the grid structure, can be useful using
more accurate sensors.

A. CONSIDERATIONS
The ultrasound-based system presented in this paper gathered
contributions from the above-described contactless and ges-
ture recognition solutions. However, it focuses on presenting
a solution that detects a greater number of gestures while
maintaining performance, without resorting to the use of tech-
nologies that require greater processing capacity and energy,
such as video cameras.

As above-mentioned, most gesture recognition technolo-
gies use cameras or optical sensors, with quite a few limi-
tations. Equally, in general, solutions that use ultrasound or
ultrasonic sensors, also usually transform their results into
images for analysis of gestures. Our prototype uses a grid
of sensors that widens the number of contact points and the
number of gestures which are recognized by calculating the
distance to the contact points. Thus, our proposal succeeds,
compared to those described in the literature, to be a proposal
that uses less processing resources and energy, increasing the
number of gestures that it can capture.

III. METHODS AND MATERIALS
A. CONCEPTUAL DESIGN/PROPOSED ARCHITECTURE
With the requirement engineering principles in mind we iden-
tified multiple key-activities that must be addressed by the
prototype, as presented below in high-level format:
• Collect sensors data
• Determine user’s distance to the prototype
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FIGURE 2. Activity diagram.

• Feedback on sensors data
• Recognize the gesture
• Feedback on the recognized gesture
On the other hand, these high-level activities were detailed

in the activity diagram as depicted in Figure 2 regarding the
gesture recognition procedure: (i) obtain a distance vector
containing values collected by the sensors grid (i.e. 9 distance
values), (ii) the lowest value of the vector is displayed in the
LCD, (iii) similar distances with the lowest value are selected
(selection criterion based on average arm size), (iv) turn on
LEDs correspondents to selected distances (v) the vector is
saved in a database, and (vi) is compared with the gesture
database, (vii) if found a match then the buzzer is activated
and (viii) the command relatedwith the gesture is displayed in
the LCD, and (ix) send the command to the ATtiny85 board.
The rationale behind the correlation between distance sensors
and LEDs lied in the fact that we aimed to provide an instant
feedback on user activities. So, when each individual sensor
detects the user proximity then the correspondent LED is trig-
gered to notice the user and the research team that sensor was
selected into the distance sensors list. In addition, a record is
inserted into a logfile for prospective analysis and debugging.

B. USED TECHNOLOGIES
1) MICROCONTROLLERS
Our experiments were based on the Arduino Mega
2560 microcontroller. The rationale behind the adoption of

FIGURE 3. Connection between Mega2560 (left) to ATtiny85 (right).4

this circuit board is as follows: (i) it provides a higher
input/output capacity (e.g. I/O pins) compared with the
Arduino UNO circuit board, (ii) and it also provides a
larger flash memory size, namely eight times the offered
by the Arduino UNO. Thus, more flash memory means
superior capacity to accommodate instructions. However,
the Arduino Mega 2560 has a different Universal Serial
Bus (USB) controller than the Arduino UNO. Thus, an addi-
tional Arduino-compatible circuit board was included into
the prototype to solve this limitation which implied the
connection of the Arduino UNO to the ATtiny85 as depicted
in Figure 3.

2) DISTANCE SENSORS
As the prototype performance relies on the ability of the
distance sensor to recognize gestures then a benchmark was
implemented aimed at identify the most adequate solution.
Thus, three different models were evaluated: (i) an ultra-
sonic sensor (HC-SR04), (ii) an infra-red sensor (VL53L1X),
and (iii) a laser sensor (TOF10120). The benchmark was
designed centered in three features that embodied in key
system requirements such as:
• Ability to cope with either environment light or outside
sunlight, i.e. night and day usage respectively

• Based on signal reflection principles
• Adequate response time
The test bed revealed that both infra-red and laser sensors

were capable to detect objects at longer distance but with low
accuracy. One reason may rely on the presence of sunlight
in the test bed room. On the other hand, based on our exper-
iments when a sensor value ranges higher than 24mm and
the Field Of View (FoV) is greater or equal than 25◦ then
were observed erroneous readings in the contiguous sensors.
Contrarily, the ultrasound sensor; in spite of its limitation in
terms of FoV, provided a more precise value. In fact, was
observed that the ultrasound sensor adopted in the prototype
is more precise 10mm in spite of a reduced FoV. Figure 4
depicts the work principle of the HC-SR04 ultrasonic sensor.

4https://tuxamito.com/wiki/index.php/Digispark
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FIGURE 4. Work principle of the HC-SR04 sensor [39].

The distance sensor is the cornerstone of the prototype
since it provides crucial information on users’ gestures front
the device, enabling the system to determine the distance to
the user and subsequently to determine its respective gesture.

3) AMBIENT SENSORS AND ACTUATORS
Aiming at to enhance both user experience and system sens-
ing, multiple sensors and actuators were coupled in the proto-
type, such as: temperature and humidity sensor (a.k.a. DHT
sensor), buzzer, and LCD. The DHT11 sensor was adopted
on our experiments. However future version of the prototype
will include the DHT22 due to its accuracy along with the
ability to deal with negative temperatures. The buzzer is
useful to provide a real-time audible feedback on the suc-
cess or fail of the gesture recognition. Thus, a buzzer piezo
BeStar P3009EB has coupled in the prototype. In addition,
this buzzer is also used after a successful system initialization.
Finally, a complementary feedback is provided by means of
the LCD existing on top of the prototype containing informa-
tion related with:
• Command (Gesture) to execute
• Temperature in ◦C
• Icon of last command to executed
• Shortest distance between the user and sensors in cm
• Humidity in %
The Hitachi HD44780 coupled with the LCM1602 module

to control the display was used in our experiments. The
LCM1602 presents an inter-integrated circuit composed by
a set of four wires, 2 related with signal and the remainder
for power supply. The gesture iconography is stored in the
LCM1602 random-access memory (RAM).

To meet users’ expectations and to ease their experience
with the prototype, an iconography was created to illustrate
all gestures liable to be recognized. Every gesture recognized
will display in the LCD the respective icon. The icons col-
lection were created by an online tool,5 and stored in the
LCM1602 random-access memory (RAM). Aiming at to ease
the LCD programming the library LiquidCrystal_I2C.h 6 was
used due to its built-in functions such as: cursor positioning,
clear screen, or back light control.

5https://github.com/maxpromer/LCD-Character-Creator
6https://github.com/johnrickman/LiquidCrystal_I2C

C. POWER SOURCE
The standard USB connection delivers 5V to Mega2560 and
allows to draw 500mA in total. Considering that the electrical
power provided by the USB microcontroller is not sufficient
for the circuit at all, an external DC electrical source; the
LIO1473 was added. The use of this power supply is optional,
and the batteries can be connected to the DC port of the
Arduino Mega2560, having the same max load of 800 mA
through the linear power regulator.

Figure 5 depicts the circuit diagram of the proto-
type including the gesture-capturing, and the correspondent
feedback.

FIGURE 5. Prototype circuit diagram.

D. 3D PRINTED COMPONENTS
The prototype also includes 3D printed components to pack-
age the hardware and to protect sensors, actuators and circuit-
boards. This structure was designed not only to be robust
but also to be adaptable in its shape and size. So, the proto-
type will be able to accommodate complementary electronic
components resulting of extensions and/or enhancements of
the prototype. With this principle in mind each individual
3D component was designed to fit all together like Lego
bricks. Thus, easily a new 3D component may be included in
the structure, and additional room will be available for elec-
tronic components. These components were designed in the
Autodesk Fusion 360 and the obtained editable file (with the
f3d extension) was used to print them in Creality Ender 3X.
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In addition, 0.4mm nozzle size was adopted, with an max-
imum print area of 124 × 175 mm. Moreover, specific 3D
components were created to support electronic components
and characterized by four plans with dovetail joints and a hole
in each corner. Figures 6 and 7 depicts the design evolution
of sensors support (from left to right) and its isometric view,
respectively.

FIGURE 6. Sensors support - design evolution.

FIGURE 7. Sensors support - isometric view.

As depicted in Figure 8, the prototype includes nine dis-
tance sensors coupled in a 3 × 3 matrix format which
means 3 sensors per row. Since each distance sensor has
an associated LED them nine units are also aggregated in
the sensor grid. Distance sensors and LEDs are supported
by a central axis to ensure stability and robustness on the
apparatus. Figure 9 provides a complementary perspective
on the prototype.

The distance among distance sensors were determined
based on the existing literature [40]. Thus, considering that
an adult woman has a minimum forearm length of 20.5 cm
and an adult man 23.8 cm, the maximum distance from end
to end diagonally in the sensor grid is 30 cm,

E. INITIALIZATION AND DIAGNOSIS
The prototype includes an initialization routine with com-
prehensive diagnosis on its key features as described in the
workflow below:

1) Turn ON the back-light of LCD screen and display the
message: ‘‘Contactless Gesture Recognition’’;

2) Play a sound test using inside buzzer speaker;
3) Turn ON all LEDs during 2 seconds;
4) Welcome message is removed from the LCD and envi-

ronment temperature and humidity value are exhibited;
5) Up to 5 seconds, the boot-loader is completed and a red

LED should stop blinking in the ATtiny85;

FIGURE 8. Rear view of the prototype.

FIGURE 9. The front view of the prototype, where the sensors grid stands
out.

6) From this moment the USB port is available for con-
nections, since it is detected by the host computer;

7) The lowest distance, in centimeters, between the user
and the prototype appears on the LCD;

IV. PERFORMANCE EVALUATION
A. PARTICIPANTS
Twenty-two voluntary participants (10 females and 12 males;
aged 22 to 35 years, 2 of them are left-handers), were
recruited for the study. All the participants are undergraduate,
graduate or master students from a multitude of areas such as

90190 VOLUME 9, 2021
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FIGURE 10. Gesture protocol related with Pause, Play, Stop, Next,
Previous, Mute, Volume Up, and Volume Down.

TABLE 1. User experience survey questions.

computer science, management, marketing, biomedical sci-
ences, bio-engineering, architecture, or music. Each subject
was asked to sign a GDPR-compliant informed consent form
and completed anonymously a 5-point Likert questionnaire
as presented in Table 1. Each scale ranging from 1-strongly
disagree to 5 - strongly agree whereas 3 is the neutral answer.
All participants reported frequent use of computers and/or
smartphones. The participant stood front the prototype at a
distance ranging from 2 to 20cm, without any artifact such as
jewelry, and wrist watches. The experiment was conducted
in a quiet office meeting room. The session started with an
explanatory briefing including a training on the eight gestures
and the subsequent contactless control of a playlist executed
in the VLC media player application on a laptop wireless
connected with the prototype. Thus, the participant was asked
to accomplish the eight gestures, each one till 12 seconds,
for three consecutive times. The gesture protocol is depicted
in Figure 10.

B. RESULTS
Table 2, presents the user’s feedback in which was observed
a completely adherence of participants and thus 22 ques-
tionnaires were collected. The design in both originality and
size aspects was appreciated by users. In addition, the proto-
type was considered user-friendly and intuitive. As depicted
in Figure 11, the vast majority of participants (82%) strongly
agree that the prototype has an original design whereas the
remaining 18% agree on it. When inquired about suitability
of the prototype size, 73% strongly agree or agree on it.

TABLE 2. Questionnaire results by question.

FIGURE 11. Questionnaire results.

On the contrary, 18% are neutral, and 9% considered it
with an inappropriate size. Furthermore, 59% of participants
highlighted that the prototype is easy to use, in spite of the
opposite opinion of 18%. In addition, 64% of participants
are neutral related with the gesture recognition time, and
14% considered that it takes too long time. Related with
the visual feedback, namely with the adequacy of the LCD
86% of participants strongly agree/agree with it. Finally, 23%
participants disagree/strongly disagree with the possibility to
adopt the gesture recognition for the remote control of their
home televisionwhereas 50% revealed traction for the gesture
control adoption. However, several participants pinpointed
the system’s ability to recognize gestures when they are
seat-down watching TV as a critical factor for its acquisition.
Otherwise, the user needs to stand up to provide his/her
gesture to be recognized by the system which is manifestly
uncomfortable and unfeasible.

Our findings also revealed some criticism of participants
related with the over-light on both LEDs on the top of sensors
and the back-light of the LCD screen, On the other hand, was
observed that individuals with larger shoulders experienced
difficulties to perform the experiments. These difficulties are
due to two factors: (i) the need to approach their elbows per-
pendicularly with the sensor on either pause or play gestures,
and (ii) to differentiate similar symbols displayed in the LCD
such as play, and next. In addition, it was observed that female
participants easily understood and memorized; as compared
with male participants, the multiple gestures recognized by
the prototype.

The prototype accuracy was determined; as presented
in Table 3 and as depicted in Figure 12, includes a three
dimension gesture analysis: recognized, unrecognized, and
false positive. Except the Play and the Mute gestures it was
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TABLE 3. Gesture recognition accuracy.

FIGURE 12. Accuracy numerical graphic results.

observed that the remain six-gestures presented a higher accu-
racy (above 71%). The Play and the Mute gestures revealed
an accuracy of 66.67% and 59.09% respectively. These low
values are due to the similarity of both gestures, and when
unbalanced cross arms is verified then the gesture is prone
to be interpreted as a Play. Congruently, our experiments
revealed that the Mute and the Play gestures were not rec-
ognized respectively on 37.88% and 30.30% of the attempts.
In addition, the Pause and Next gestures also revealed a
unrecognized rate ranging from 21.21% and 22.73%. Further-
more, the Stop gesture presented the highest false positive rate
(15.15%) whereas there were not false positives related with
the Next gesture. The average accuracy obtained is 74.24%
and the median accuracy is 75.76%.

C. DISCUSSION
This subsection presents a discussion on the potential advan-
tages and constraints of the presented system in this article
compared to those described in the related work.

We compared our system with 7 proposals identified in
the related work. This comparison was mainly at the level
of the equipment and algorithms used, as well as at the
level of accuracy obtained. However, it should be noted that
several authors used different metrics to calculate accuracy.
Therefore, and in order to achieve a comparison as reliable as
possible, we used the minimum and maximum values of each
work compared to the average accuracy values that resulted
from the performance evaluation of our system. The main
criterion for choosing the works to compare was those that

FIGURE 13. Comparison of accuracy performance.

presented performance evaluation of prototypes that focused
on gesture recognition.

We found that 4 of the 7 compared works use video/image
capture [27], [29], [30], [33] for gesture recognition.
Although these systems have high percentages of accuracy
in gesture recognition, they also raise several issues and
constraints. The images need to be stored and sometimes
accessed remotely on web servers (e.g. [27]). This raises sev-
eral issues and major limitations in terms of power consump-
tion, processing and privacy. Furthermore, these systems
usually use software development kits (SDKs) or complex
hardware that quickly becomes outdated or even obsolete. For
example, Kinect SDK in [33] or the robotic setup in [30].

In terms of accuracy comparison, as depicted in Figure 13,
the gesture recognition systems [27] and [29] are based
on image capture and analysis and therefore have superior
accuracy. Hence, we focus the discussion and comparison
of accuracy in systems that use ultrasound-based sensors.
We point out that all the identified related works that are
being compared with our system have used a controlled
test environment for their accuracy evaluation. However,
the accuracy results obtained from the performance evalua-
tion above-presented had real participants who simulated a
real environment using a VLC media Player. The proposed
contactless digital interaction for human gesture recognition
performs worse than [36] which achieved an accuracy of 88%
by means of combining the ultrasound doppler with the
Gaussian Mixture Model (GMM). In addition, [38] designed
its gesture recognition model coupling a single piezoelectric
transducer and an 8-element microphone array combined
with deep leaning methods. The obtained accuracy varied
between 64.50% and 96.90%. On the contrary, [37] proposed
a 4 channel A-Mode ultrasound device and achieved an over-
all accuracy of 77.43%. Combining the ultrasound with a
surface electromyography the accuracy improved to 80.21%.

Overall, the classification performance of our method
aligns with previous work, with considerably less amount
of both user re-training and complexity. On the one hand,
the gesture classification model relies in a grid of ultrasonic
sensors instead of a multitude of sensors with an exces-
sive complexity and/or lower explainability algorithms as
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observed in other existing solutions in the literature. The
proposed method aims to recognize elaborated gestures since
it enables left and right arms and hands combined together
whereas the traditional approaches based it recognition in
either a single hand or a pair arm-hand.

V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a new idea for system con-
trol through contactless human computer interactions which
main goal is to provide an effective non-intrusive and secure
intelligent gesture recognition system for people with disabil-
ities or mobility problems. To verify the proposed solution,
we have developed a prototype with cost efficient sensors.
The experimental results have indicated the feasibility of
the proposed prototype for gesture recognition. Furthermore,
when compared with previous works existing in the literature,
the proposed solution, due to the fact that uses a matrix of
ultrasound sensors, presents the ability to recognize a larger
range of gestures without compromising the overall accuracy
of the system.

A questionnaire was also conducted to quantify the quality
of user experience afterwards. Through summarising analysis
on the feedback, we can conclude that the proposed human
gestures recognition system can meet the users’ require-
ments and expectations in terms of design look, usability and
responsiveness (system delay). However, more work need
to be done in order to improve the Mute and Play gesture
recognition accuracy in the apparatus.
In the future, we aim to include more testing scenarios to

support personalised recognition according to the users own
daily living environments. We also aim to improve the hard-
ware set to advance the system’s usability, functionalities and
robustness. For example, the adopted model for the Arduino
Mega requires the inclusion of the ATtiny85 circuit-board
which may be suppressed choosing an Arduino provided
by a different manufacturer. Furthermore, the brightness of
LEDs coupled with sensors should adapt to the environment
light. We may choose some higher frequency sensors for
more accurate prediction, such as FMCW sensors from Ana-
log Devices or TEXAS Instrument to capture even smaller
movements.

ACKNOWLEDGMENT
The authors would like to thank the contribution of the COST
Action IC1303—Architectures, Algorithms and Platforms
for Enhanced Living Environments (AAPELE).

REFERENCES
[1] I. Bojanova, ‘‘The digital revolution: What’s on the horizon?’’ IT Prof.,

vol. 16, no. 1, pp. 8–12, Jan. 2014.
[2] M. R. Gillings, M. Hilbert, and D. J. Kemp, ‘‘Information in the bio-

sphere: Biological and digital worlds,’’ Trends Ecol. Evol., vol. 31, no. 3,
pp. 180–189, Mar. 2016.

[3] P. Inácio et al., Features Practical, Tested Applications in IoT for Health-
care. Cham, Switzerland: Springer, 2020.

[4] I. Selinis, K. Katsaros, M. Allayioti, S. Vahid, and R. Tafazolli, ‘‘The race
to 5G era; LTE and Wi-Fi,’’ IEEE Access, vol. 6, pp. 56598–56636, 2018.

[5] L. Xu and N. Pombo, ‘‘Human behavior prediction though noninvasive and
privacy-preserving Internet of Things (IoT) assisted monitoring,’’ in Proc.
IEEE 5th World Forum Internet Things (WF-IoT), Apr. 2019, pp. 773–777.

[6] T. Jerónimo, B. Silva, and N. Pombo, ‘‘An IoMT system for healthcare
emergency scenarios,’’ in Intelligent Systems and Applications, K. Arai,
S. Kapoor, and R. Bhatia, Eds. Cham, Switzerland: Springer, 2021,
pp. 545–558.

[7] M. Mendonça, T. Jerónimo, M. Julião, J. Santos, N. Pombo, and
B. M. C. Silva, ‘‘An IoT-based healthcare ecosystem for home intelligent
assistant services in smart homes,’’ in IoT Technologies for HealthCare,
N. M. Garcia, I. M. Pires, and R. Goleva, Eds. Cham, Switzerland:
Springer, 2020, pp. 142–155.

[8] N. Pombo, K. Bousson, P. Araújo, and J. Viana, ‘‘Medical decision-
making inspired from aerospace multisensor data fusion concepts,’’ Infor-
mat. Health Social Care, vol. 40, no. 3, pp. 185–197, Jul. 2015, doi:
10.3109/17538157.2013.872113.

[9] A. K. Kar, V. Ilavarasan,M. P. Gupta,M. Janssen, and R. Kothari, ‘‘Moving
beyond smart cities: Digital nations for social innovation & sustainabil-
ity,’’ Inf. Syst. Frontiers, vol. 21, no. 3, pp. 495–501, Jun. 2019, doi:
10.1007/s10796-019-09930-0.

[10] Effective UI—The Art of Buillding Great User Experience in Software,
O’Reilly Media, Newton, MA, USA, 2010.

[11] J. M. Bossini and L. Moreno, ‘‘Accessibility to mobile interfaces for
older people,’’ Procedia Comput. Sci., vol. 27, pp. 57–66, Nov. 2013, doi:
10.1016/j.procs.2014.02.008.

[12] A. D. Fisk, S. J. Czaja, W. A. Rogers, N. Charness, and J. Sharit, ‘‘Design-
ing for older adults: Principles and creative human factors approaches,’’ in
Designing for Older Adults, 2nd ed. Boca Raton, FL, USA: CRC Press,
2009.

[13] J.-S. Sun, G.-P. Pan, C.-Y. Hsu, and T.-L. Li, ‘‘Study of the smart contact-
less charging platform with coil array,’’ in Proc. IEEE Int. Symp. Radio-
Freq. Integr. Technol. (RFIT), Aug. 2016, pp. 1–4.

[14] R. S. Divya and M. Mathew, ‘‘Survey on various door lock access con-
trol mechanisms,’’ in Proc. Int. Conf. Circuit, Power Comput. Technol.
(ICCPCT), Apr. 2017, pp. 1–3.

[15] Z. Wang, Y. Hou, K. Jiang, C. Zhang, W. Dou, Z. Huang, and Y. Guo,
‘‘A survey on human behavior recognition using smartphone-based ultra-
sonic signal,’’ IEEE Access, vol. 7, pp. 100581–100604, 2019.

[16] ‘‘Contactless technology,’’ Card Technol. Today, vol. 19, no. 9, pp. 14–16,
2007. [Online]. Available: https://www.sciencedirect.com/science/article/
pii/S096525900770138X

[17] J. Liu, H. Liu, Y. Chen, Y. Wang, and C. Wang, ‘‘Wireless sensing for
human activity: A survey,’’ IEEE Commun. Surveys Tuts., vol. 22, no. 3,
pp. 1629–1645, 3rd Quart., 2020.

[18] J. Ma, H. Wang, D. Zhang, Y. Wang, and Y. Wang, ‘‘A survey on
Wi-Fi based contactless activity recognition,’’ in Proc. Int. IEEE Conf.
Ubiquitous Intell. Comput., Adv. Trusted Comput., Scalable Comput.
Commun., Cloud Big Data Comput., Internet People, Smart World
Congr. (UIC/ATC/ScalCom/CBDCom/IoP/SmartWorld), Los Alamitos,
CA, USA, Jul. 2016, pp. 1086–1091, doi: 10.1109/UIC-ATC-ScalCom-
CBDCom-IoP-SmartWorld.2016.0170.

[19] S. F. Khan, ‘‘Health care monitoring system in Internet of Things (IoT)
by using RFID,’’ in Proc. 6th Int. Conf. Ind. Technol. Manage. (ICITM),
Mar. 2017, pp. 198–204.

[20] S. Karanam, R. Li, F. Yang, W. Hu, T. Chen, and Z. Wu, ‘‘Towards
contactless patient positioning,’’ IEEE Trans. Med. Imag., vol. 39, no. 8,
pp. 2701–2710, Aug. 2020.

[21] A. Rizal, Y.-C. Lin, and Y.-H. Lin, ‘‘Contactless vital signs measurement
for self-service healthcare kiosk in intelligent building,’’ in Proc. 3rd Int.
Conf. Intell. Green Building Smart Grid (IGBSG), Apr. 2018, pp. 1–4.

[22] J. Weeks, M. Elsaadany, M. Lessard-Tremblay, L. Targino, M. Liamini,
and G. Gagnon, ‘‘A novel sensor-array system for contactless electrocar-
diogram acquisition,’’ in Proc. 42nd Annu. Int. Conf. IEEE Eng. Med. Biol.
Soc. (EMBC), Jul. 2020, pp. 4122–4125.

[23] J. Guttler, C. Georgoulas, and T. Bock, ‘‘Contactless fever measurement
based on thermal imagery analysis,’’ in Proc. IEEE Sensors Appl. Symp.
(SAS), Apr. 2016, pp. 1–6.

[24] A. L. Bleda, R. M. Ferriz, and A. G. Alberola, ‘‘Unobtrusive contactless
cardiac monitoring for telemedicine and ambient assisted living,’’ in Proc.
Comput. Cardiol. Conf. (CinC), Dec. 2018, pp. 1–4.

[25] V. Petrini, V. Di Mattia, A. De Leo, P. Russo, V. M. Primiani, G. Manfredi,
G. Cerri, and L. Scalise, ‘‘Ambient assisted living electromagnetic sensor
for continuous breathing monitoring applied to movement analysis: A pre-
liminary study,’’ in Proc. IEEE/ASME 10th Int. Conf. Mech. Embedded
Syst. Appl. (MESA), Sep. 2014, pp. 1–5.

VOLUME 9, 2021 90193

http://dx.doi.org/10.3109/17538157.2013.872113
http://dx.doi.org/10.1007/s10796-019-09930-0
http://dx.doi.org/10.1016/j.procs.2014.02.008
http://dx.doi.org/10.1109/UIC-ATC-ScalCom-CBDCom-IoP-SmartWorld.2016.0170
http://dx.doi.org/10.1109/UIC-ATC-ScalCom-CBDCom-IoP-SmartWorld.2016.0170


D. F. Q. Melo et al.: IoT Assisted Monitoring Using Ultrasound-Based Gesture Recognition Contactless System

[26] S. E. P. Costa, J. J. P. C. Rodrigues, B. M. C. Silva, J. N. Isento, and
J. M. Corchado, ‘‘Integration of wearable solutions in AAL environments
with mobility support,’’ J. Med. Syst., vol. 39, no. 12, p. 184, Dec. 2015.

[27] S. Sawasdee and S. Pumrin, ‘‘Elderly care notification system using hand
posture recognition,’’ in Proc. 4th Int. Conf. Digit. Inf. Commun. Technol.
Appl. (DICTAP), May 2014, pp. 304–309.

[28] G. Feng and Q. Lin, ‘‘Design of elder alarm system based on body posture
reorganization,’’ in Proc. Int. Conf. Anti-Counterfeiting, Secur. Identificat.,
Jul. 2010, pp. 249–252.

[29] M. A. Rady, S. M. Youssef, and S. F. Fayed, ‘‘Smart gesture-based control
in human computer interaction applications for special-need people,’’ in
Proc. Novel Intell. Lead. Emerg. Sci. Conf. (NILES), vol. 1, Oct. 2019,
pp. 244–248.

[30] K. N. V. Sriram and S. Palaniswamy, ‘‘Mobile robot assistance for dis-
abled and senior citizens using hand gestures,’’ in Proc. Int. Conf. Power
Electron. Appl. Technol. Present Energy Scenario (PETPES), Aug. 2019,
pp. 1–6.

[31] C.-L. Chang, C.-C. Chen, C.-Y. Chen, and B.-S. Lin, ‘‘Kinect-based
powered wheelchair control system,’’ in Proc. 4th Int. Conf. Intell. Syst.,
Modeling Simulation, Jan. 2013, pp. 186–189.

[32] T. Guzsvinecz, V. Szucs, and C. Sik-Lanyi, ‘‘Suitability of the kinect sensor
and leap motion controller—A literature review,’’ Sensors, vol. 19, no. 5,
p. 1072, Mar. 2019.

[33] T. Cardoso, J. Delgado, and J. Barata, ‘‘Hand gesture recognition towards
enhancing accessibility,’’ Procedia Comput. Sci., vol. 67, pp. 419–429,
Dec. 2015.

[34] S. Mitra and T. Acharya, ‘‘Gesture recognition: A survey,’’ IEEE Trans.
Syst., Man, Cybern. C, Appl. Rev., vol. 37, no. 3, pp. 311–324, May 2007.

[35] J. S. Supancic, G. Rogez, Y. Yang, J. Shotton, and D. Ramanan, ‘‘Depth-
based hand pose estimation: Data, methods, and challenges,’’ inProc. IEEE
Int. Conf. Comput. Vis. (ICCV), Dec. 2015, pp. 1868–1876.

[36] K. Kalgaonkar and B. Raj, ‘‘One-handed gesture recognition using ultra-
sonic Doppler sonar,’’ in Proc. IEEE Int. Conf. Acoust., Speech Signal
Process., Apr. 2009, pp. 1889–1892.

[37] P. Boyd and H. Liu, ‘‘A-mode ultrasound driven sensor fusion for hand
gesture recognition,’’ in Proc. Int. Joint Conf. Neural Netw. (IJCNN),
Jul. 2020, pp. 1–6.

[38] A. Das, I. Tashev, and S. Mohammed, ‘‘Ultrasound based gesture recogni-
tion,’’ in Proc. IEEE Int. Conf. Acoust., Speech Signal Process. (ICASSP),
Mar. 2017, pp. 406–410.

[39] B. K. Engiz and R. Bashir, Ed. (Apr. 2019). Implementation of a Speed
Control System Using Arduino. Ondokuz Mayis University. [Online].
Available: https://www.researchgate.net/publication/335140788_
Implementation_of_a_Speed_Control_System_Using_Arduino

[40] A. B. Potdar, P. Rathod, P. A. Potdar, and M. M. Desai, ‘‘A study of
estimation of stature from forearm length,’’ Indian J. Forensic Med.
Toxicology, vol. 13, no. 2, p. 219, 2019. [Online]. Available: https://www.
researchgate.net/publication/332926162_A_Study_of_Estimation_of_
Stature_from_Forearm_Length

DAVID F. Q. MELO received the A.Sc.T. degree
in mechatronics technology from the University
of Aveiro, Aveiro, Portugal, in 2009, and the B.S.
degree in information technologies and systems,
in 2014. He is currently pursuing the M.S. degree
in computer science and engineering with the Uni-
versity of Beira Interior, Covilhã, Portugal.

He is a Volunteer with Erasmus Student Net-
work Covilhã for more than seven years. He held
the positions of the Chairing President, the Sec-

ond Vice President, and the Audit President. His research interests include
photography, DIY electronics, computer networks, precision mechanics,
robotics, and automation.

BRUNO M. C. SILVA (Member, IEEE) received
the Ph.D. degree in informatics engineering from
the University of Beira Interior, in 2015.

He is currently an Assistant Professor, the Head
of the Technology Department, and the Coordi-
nator of Games and Apps Development Course.
Since 2015, he has been a Senior Researcher with
the Instituto de Telecomunicações, Universidade
da Beira Interior, and a Coordinator of the Net-
GNALaboratory, integratedwith theNetwork Pro-

tocols and Algorithms Research Group. He is a Research Member with
the Centro de Investigação em Cidades Inteligentes do Instituto Politéc-
nico de Tomar. He authored or coauthored several international conference
papers and international journal publications. His research interests include
computer networks, mobile computing, and cloud computing, especially
e-health, mobile health, the Internet of Things, and ambient assisted living.

Dr. Silva is a member of many international TPCs and participated in
several international conferences organization.

NUNO POMBO (Senior Member, IEEE) is cur-
rently an Assistant Professor with the Univer-
sity of Beira Interior (UBI), Covilhã, Portugal.
His current research interests include information
systems (with special focus on clinical decision
support systems), data fusion, artificial intelli-
gence, and software. He is also a Coordinator
of the Assisted Living Computing and Telecom-
munication Laboratory (ALLab), UBI. He is a
member of the BSAFE Lab and the Instituto de

Telecomunicações-IT, UBI.

LINA XU received the B.E. degree from the
Software Engineering School, Fudan University,
China, the B.Sc. degree in computer science
from University College Dublin (UCD), Ireland,
through the Fudan and UCD joint Program, and
the Ph.D. degree in computer science from UCD,
in 2014. Then, she worked as a Research Scientist
with HP Labs, from 2014 to 2016. She is currently
an Assistant Professor with UCD. Her research
interests include the Internet of Things (IoT), 5G

networks, smart networking, and machine learning. She is working on a
smart living project aiming to apply the IoT technologies to smart living.

90194 VOLUME 9, 2021


