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ABSTRACT This paper focuses on how to represent the testing face images for multi-feature face
recognition. The choice of feature is critical for face recognition. The different features of the sample
contribute differently to face recognition. The joint similar and specific learning (JSSL) has been effectively
applied in multi-feature face recognition. In the JSSL, although the representation coefficient is divided into
the similar coefficient and the specific coefficient, there is the disadvantage that the training images cannot
represent the testing images well, because there are probable expressions, illuminations and disguises in the
testing images. We think that the intra-class variations of one person can be linearly represented by those of
other people. In order to solve well the disadvantage of JSSL, in the paper, we extend JSSL and propose the
extended joint similar and specific learning (EJSSL) for multi-feature face recognition. EJSSL constructs the
intra-class variant dictionary to represent the probable variation between the training images and the testing
images. EJSSL uses the training images and the intra-class variant dictionary to effectively represent the
testing images. The proposed EJSSL method is perfectly experimented on some available face databases,
and its performance is superior to many current face recognition methods.

INDEX TERMS Sparse representation, image classification, multi-feature, face recognition.

I. INTRODUCTION
Face recognition is a very important biometric technology
and also the application field of computer vision and pattern
recognition. In the last decades, many scholars have proposed
a lot of methods of face recognition such as Eigenfaces,
Fisherfaces and Laplacianfaces and made great progress.
According to the sparse representation principle of human
visual system, an image or a signal can be linearly represented
by representation bases that are atoms of the dictionary. In the
recent years, many research results have been achieved by
applying the sparse representation method to the various
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applications which include image classification [1]–[3],
image denoising [4], [5] and face recognition [6], [7]. The
sparse representation based classification (SRC) [6] method
has already been used to make robust face recognition suc-
cessful and has achieved the amazing performance in face
recognition. The research of the sparse representation based
pattern classification is promoted, because SRC is the suc-
cessful method. Some scholars have proposed many variants
of SRC. For example, the weighted SRC [8]–[10] methods
were proposed for face recognition. Locality-sensitive dis-
criminative dictionary learning for SRC [11]–[13] was pro-
posed to improve image classification via the constraints on
the representation coefficients. The Gabor filters can be used
to effectively extract the local features from the face images.
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SRC can be successfully combined with the Gabor local fea-
tures. The Gabor-feature based SRC (GSRC) [14] was pro-
posed and achieved higher recognition rates than SRC. The
inter-class sparsity based discriminative least square regres-
sion (ICS_DLSR) [15] was proposed for image classification.

Although SRC has already been very successfully used
in face recognition and image classification, some scholars
queried the role of l1-norm sparsity in SRC and thought
that it was the collaborative representation that played the
important role in SRC and made SRC effective. The collab-
orative representation based classification (CRC) [16] was
proposed by using the l2-norm to constraint the representa-
tion coefficients. The computational complexity of CRC is
remarkably lower than that of SRC, but CRC has similar
face recognition results to SRC. Many modifications of CRC
have been proposed for face recognition. The regularized
robust coding (RRC) [17] was used for face recognition
with expression changes, illuminations and disguises. Based
on the two-stage classification, the hierarchical collaborative
representation [18] was proposed for robust face recognition.
As the intrinsic classification mechanism of CRC remained
unclear, the probabilistic collaborative representation based
classification (ProCRC) [19] was proposed. ProCRC maxi-
mizes the likelihood that the testing image belongs to each
class. By combining NSC and SRC/CRC, the collabora-
tive representation optimized classifier (CROC) [20], [21]
was proposed for multi-class classification. The collaborative
neighbor representation-based classification (CNRC) [22]
was proposed for face recognition by using l2-norm to reg-
ularize the representation coefficients. Based on CNRC and
DSRC, the discriminative collaborative neighbor represen-
tation (DCNR) [23] method was proposed for robust face
recognition.

Thinking that the intra-class variations of one person can
be linearly represented by those of other people, SRC was
extended and the extended sparse representation based clas-
sifier (ESRC) [24], [25] was proposed for undersampled face
recognition with expression changes, illuminations and dis-
guises. ESRC constructs the intra-class variant dictionary to
represent the probable variation between the training images
and the testing images. ESRC has superior performance to
SRC. According to the advantage that the computational
complexity of CRC is remarkably lower than that of SRC,
enlightened from ESRC, the extended collaborative repre-
sentation based classification (ECRC) [26] was proposed for
undersampled face recognition. ECRC performs better than
CRC.

In face recognition, the choice of feature is critical. The
excellent feature can improve the recognition performance.
The different features of the sample contribute differently
to face recognition. The multi-task joint sparse representa-
tion based classification (MTJSRC) [27] that combined var-
ious types of features was proposed for multi-feature face
recognition. The multi-view discriminant dictionary learning
via learning view-specific and shared structured dictionar-
ies (MDVSD) [28] was proposed for image classification.

The multi-view synthesis and analysis dictionaries learning
(MSADL) [29] was proposed for image classification. The
robust algorithm that combined finite rate of innovation the-
ory and multimodal dictionary learning was proposed for
depth image super resolution [30]. The relaxed collabora-
tive representation (RCR) [31] was proposed to effectively
make use of the similarity and distinctiveness of the differ-
ent features. Based on RCR, the joint similar and specific
learning (JSSL) [32] method was proposed by combining the
different features, which were face, tongue and sublingual
vein. Different from RCR, in the JSSL, the representation
coefficient was divided into the similar coefficient and the
specific coefficient.

In order to solve well the disadvantage that the training
images cannot effectively represent the testing images in RCR
and JSSL, because there are probable expression changes,
illuminations and disguises in the testing images, and think-
ing that the intra-class variations of one person can be linearly
represented by those of other people, in the paper, we extend
JSSL and propose the extended joint similar and specific
learning (EJSSL) method for multi-feature face recognition.
The main contributions of the paper are summarized in the
following two points:

1) Different from many existing discriminative dictionary
learning methods and RCR, in the JSSL, the representation
coefficient was divided into the similar coefficient and the
specific coefficient. Based on JSSL, the novelty of the paper
is that the proposed EJSSL is the extended JSSL and con-
structs the intra-class variant dictionary to effectively repre-
sent the probable variation between the training images and
the testing images. EJSSL uses the training images and the
intra-class variant dictionary to represent the testing images.
EJSSL has better performance than JSSL. Figure 1 demon-
strates the flowchart of the proposed EJSSL method.

2) Compared with many current face recognition meth-
ods, the experimental results prove that the proposed EJSSL
method can achieve better performance.

The remainder of the paper is organized as follows. The
related method is briefly introduced in Section II. The pro-
posed EJSSL method is presented in Section III. The opti-
mization procedure of EJSSL is described in Section IV. The
classification scheme of EJSSL is presented in Section V.
The analysis of computational complexity is shown in
Section VI. The experimental results and discussion are
shown in Section VII. Finally, the paper is concluded in
Section VIII.

II. RELATED METHOD
The joint similar and specific learning (JSSL) [32] method
was proposed by combining the different features which were
face, tongue and sublingual vein. There are K types of fea-
tures for a face database. The training sample set of the k-th
feature are denoted by Dk =

[
D1
k ,D

2
k , . . . ,D

n
k

]
∈ Rmk×Mk(

k = 1, 2, . . . ,K
)
, where n is the number of classes and

Dik∈R
mk×M i

k
(∑n

i=1M
i
k = Mk

)
is the training sample set of
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FIGURE 1. The flowchart of the proposed EJSSL method for multi-feature face recognition.

the k-th feature of the i-th class. Let yk ∈ R
mk be the testing

sample. αck ∈ RMk is the similar part of the representation
coefficient. αsk ∈ R

Mk is the specific part of the representation
coefficient. JSSL computes αck ∈ RMk and αsk ∈ RMk of yk
over Dk by solving the following equation:

min
αck ,α

s
k

K∑
k=1

{ ∥∥yk − Dk (αck + αsk
)∥∥2

2 + τ
∥∥αck − ᾱc

∥∥2
2

+λ
(∥∥αck∥∥1 + ∥∥αsk∥∥1) }. (1)

where ᾱc = 1
K

∑K
k=1α

c
k , τ and λ are all the small positive

constants.
The reconstruction residual of the i-th class is represented

as:

ei =
K∑
k=1

wk
∥∥∥yk − Dik (αck,i + αsk,i

)∥∥∥2
2
. (2)

where Dik is the dictionary of the k-th feature of the i-th
class, αck,i is the similar coefficient of the k-th feature of the
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i-th class, and αck,i is the specific coefficient of the k-th feature
of the i-th class. wk is the weight value which is associated
with the k-th feature.

The classification scheme of JSSL is determined as:

identity (y) = argmin
i
{ei} . (3)

III. THE PROPOSED METHOD
The intra-class variation images of four people are shown
in Figure 2. As can be seen from Figure 2, the intra-class
variations of four people are similar since the shape of faces
are highly correlated, so the intra-class variations of one
person can be linearly represented by those of other people.
In the section, we extend JSSL and propose the extended
joint similar and specific learning (EJSSL) for multi-feature
face recognition. There are the testing images with expression
changes, illuminations and disguises, so EJSSL constructs
the intra-class variant dictionary to represent the probable
variation between the training images and the testing images.
EJSSL uses the training images and the intra-class variant
dictionary to effectively represent the testing images.

FIGURE 2. The intra-class variation images of four people. Each row
represents the intra-class variation images of one person which are
achieved by subtracting a natural image from the images with expression
changes, illuminations and disguises.

In JSSL, the different features from the same sample can
share some similarity, so we think that the representation
coefficients of some features (for example, the features are
intensity value, low-frequency Fourier [33], local binary pat-
terns [34] and Gabor magnitude [35]) on their associated
training samples ought to be similar. This can lead to make
the representation stable. In order to realize the goal, the fol-
lowing equation is used to obtain the similarity of the different
features.

min
αk

K∑
k=1

‖αk − ᾱ‖22 . (4)

where αk ∈ RMk (k = 1, 2, . . . ,K ) is the representation
coefficient of the k-th feature, K is the type number of the
different features, and ᾱ = 1

K

∑K
k=1αk is the mean value

of all αk . We can easily see that the purpose of Eq. (4) is
to decrease the variance of the representation coefficients αk
and make them similar for each other. However, there is also

diversity among them. This can lead to make the represen-
tation flexible, so it is necessary to utilize the similarity and
distinctiveness of the different features. Generally, the bal-
ance relationship between stability and flexibility can achieve
both stable and accurate representation for multi-feature face
recognition.

In order to address the existing problem, the representation
coefficient αk is divided into two parts which are the similar
part and the specific part. αk is represented as αk = αck +αsk ,
where αck ∈ RMk is the similar coefficient and denotes
similarity, αsk ∈ RMk is the specific coefficient and denotes
distinctiveness. The training sample set of the k-th feature
are represented as Dk =

[
D1
k ,D

2
k , . . . ,D

n
k

]
∈ Rmk×Mk

(
k =

1, 2, . . . ,K
)
, where n is the number of classes and Dik ∈

Rmk×M
i
k
(∑n

i=1M
i
k = Mk

)
is the training sample set of the

k-th feature of the i-th class. Denote the intra-class variation
dictionary asV k

(
k = 1, 2, . . . ,K

)
, which represents expres-

sion changes, illuminations and disguises. Let yk ∈ R
mk be a

testing sample. The proposed EJSSL is designed as follows:

min
αck ,α

s
k ,βk

K∑
k=1

{ ∥∥yk − Dk (αck + αsk
)
− V kβk

∥∥2
2

+τ
∥∥αck − ᾱc

∥∥2
2 + λ(

∥∥αck∥∥1
+
∥∥αsk∥∥1 + ∥∥βk∥∥1)}. (5)

where βk is the representation coefficient of yk over V k ,
ᾱc = 1

K

∑K
k=1 αck is the mean value of all αck , τ and λ are

all the small positive constants.
The intra-class variation dictionary V k could be got either

from the training sample set themselves (if each person has
multiple samples) or from the generic sample set that are
outside the training sample set. Given a generic sample set
where each person has multiple samples, the generic sample
set is denoted by Ek =

[
E1
k ,E

2
k , . . . ,E

l
k

]
∈ Rmk×Nk , where

Eik ∈ R
mk×N i

k
(∑l

i=1 N
i
k = Nk

)
is the generic sample set of

the i-th class, i= 1, 2, . . . , l. If there is an image which is
labeled as ‘‘natural’’ for each person, the intra-class variation
dictionary V k can be achieved by subtracting the natural
image of the k-th class from the other images of the same
class:

V k =

[
E1−
k − b

1∗
k p

1
k , . . . ,E

l−
k − b

l∗
k p

l
k

]
∈ Rmk×(Nk−l). (6)

where pik = [1, 1, . . . , 1] ∈ R1×
(
N i
k−1

)
, bi∗k is the natural

image of the i-th class, and Ei−k is the reduced image set of
the i-th class which removes the natural image. If each person
has not the natural image, the intra-class variation dictionary
V k could be obtained as follows:

V k =

[
E1
k − d

1
kp

1
k , . . . ,E

l
k − d

l
kp

l
k

]
∈ Rmk×Nk . (7)

where pik = [1, 1, . . . , 1] ∈ R1×N
i
k , d ik is the centroid of the

i-th class.
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IV. OPTIMIZATION OF EJSSL
The objective function of Eq. (5) is not jointly convex with
respect to

(
αck ,α

s
k ,βk

)
, but it is convex with respect to αck

when
[

αsk
βk

]
is fixed and it is convex with respect to

[
αsk
βk

]
when αck is fixed. Eq. (5) is revised as follows:

min
αkα

n
k ·βk

K∑
k=1

{∥∥∥∥yk − Dkαck − [Dk V k
] [ αsk

βk

]∥∥∥∥2
2

+τ
∥∥αck − ᾱc

∥∥2
2

+λ(
∥∥αck∥∥1 + ∥∥αsk∥∥1 + ∥∥βk∥∥1)}. (8)

We alternatively update αck and
[

αsk
βk

]
. Updating αck by

fixing
[

αsk
βk

]
and updating

[
αsk
βk

]
by fixing αck .

1) Updating αck : when
[

αsk
βk

]
is fixed, the optimization

solution of Eq. (8) with respect to αck can be reduced to:

αck = argmin

∥∥∥∥yk − Dkαck − [Dk V k
] [αsk

βk

]∥∥∥∥2
2

+τ
∥∥αck − ᾱc

∥∥2
2 + λ

∥∥αck∥∥1 . (9)

Applying the augmented lagrangian method (ALM) algo-
rithm, Eq. (9) can be modified as follows:

αck = argmin
{∥∥∥∥yk − Dkαck − [Dk V k

] [αsk
βk

]∥∥∥∥2
2

+τ
∥∥αck − ᾱc

∥∥2
2 + λ

∥∥∥αc′k ∥∥∥1
+
µ

2

∥∥∥∥αck − αc
′

k +
zk
µ

∥∥∥∥2
2

}
. (10)

where αc
′

k is the relaxed variable, zk is the k-th lagrangian
multiplier and µ is the value of the step. αck and αc

′

k can be
optimized alternatively.

(a) First, αc
′

k is fixed to obtain αck :

αck = argmin
{∥∥∥∥yk − Dkαck − [Dk V k

] [αsk
βk

] ∥∥∥∥2
2

+τ
∥∥αck − ᾱc

∥∥2
2 +

µ

2

∥∥∥∥αck − αc
′

k +
zk
µ

∥∥∥∥2
2

}
. (11)

According to [31], the closed-form solution of αck can be
accurately calculated as follows:

αck = αc0,k +
τ

K
PkQ

K∑
η=1

αc0,η. (12)

where Pk =
(
DTk Dk +

(
τ +

µ
2

)
I
)−1

,

αc0,k =Pk

(
DTk

(
yk−

[
DkV k

] [ αsk
βk

])
+
µ

2
αc
′

k −
zk
2

)
, andQ =(

I − τ
K

∑K
η=1 Pη

)−1
.

(b) Second, when αck is fixed, the optimization solution of
Eq. (10) with respect to αc

′

k can be reduced to:

αc′k = argmin λ
∥∥∥αc′k ∥∥∥1 + µ2

∥∥∥∥αck − αc′k +
zk
µ

∥∥∥∥2
2
. (13)

αc
′

k can be derived by operating threshold
(
αck +

zk
µ
, λ
µ

)
. The

soft threshold function is shown as follows:[
Sλ/µ(γ )

]
i =

{
0,

∣∣γ i
∣∣ ≤ λ/µ

γ i − sign
(
γ i
)
λ/µ, otherwise

(14)

where γ i is the value of the i-th component of γ . After
working out αck and αc

′

k , zk and µ can be updated via zk =
zk+µ

(
αck − αc

′

k

)
and µ = 1.2µ. The value ofµ is too large,

so the maximum of µ should be pre-fixed, the initial value of
µ is set to 0.01, and µ = min(1.2µ, 1000).

2) Updating
[

αsk
βk

]
: when αck is fixed, the optimization

solution of Eq. (8) with respect to
[

αsk
βk

]
can be reduced to:[

αsk
βk

]
= argmin

∥∥∥∥yk − Dkαck − [Dk V k
] [αsk

βk

]∥∥∥∥2
2

+λ

∥∥∥∥[αsk
βk

]∥∥∥∥
1
. (15)

The iterative projection method (IPM) [36] can be used

to solve Eq. (15). Let Xk =

[
αsk
βk

] (
k = 1, 2, . . . ,K

)
. The

procedure of the IPM algorithm is shown in Algorithm 1.

Algorithm 1 The update of Xk in EJSSL
Input: σ , θ = λ/2, yk , Dk , V k ,

and αck , k = 1, 2, . . . ,K

Initialization: X̃
(1)
k = 0 and h = 1

1: for k = 1, 2, . . . ,K do
2: while the convergence is not reached do
3: h = h+ 1
4: X̃

(h)
k = Sθ/σ

(
X̃
(h−1)
k −

1
σ
∇F

(
X̃
(h−1)
k

))
where ∇F

(
X̃
(h−1)
k

)
is the derivative of∥∥yk − Dkαck − [Dk V k ]Xk

∥∥2
2, and Sθ/σ is the soft

threshold function that defined in Eq. (14)
5: end while
6: end for
Output: Xk = X̃

(h)
k , k = 1, 2, . . . ,K

The procedure of the EJSSL algorithm is shown in Algo-
rithm 2. The values of parameters τ and λ are chosen via the
cross validation.

V. THE CLASSIFICATION SCHEME OF EJSSL
After getting the representation coefficient αck , αsk and βk ,
the reconstruction residual of the i-th class is represented as:

ei =
K∑
k=1

wk
∥∥∥yk − Dik (αck,i + αsk,i

)
− V kβk

∥∥∥2
2
. (16)
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Algorithm 2 Extended Joint Similar and Specific Learning
(EJSSL)

Input: τ, λ, yk ,Dk ,V k , k = 1, 2, . . . ,K
Initialization: αck = 0, αsk = 0, βk = 0, zk = 0
1: while the convergence is not reached do

2: update coefficient αck by fixing
[

αsk
βk

]
(a) compute αck by Eq. (12)
(b) compute αc

′

k by Eq. (13)

(c) zk = zk + µ
(
αck − αc

′

k

)
3: update coefficient

[
αsk
βk

]
by fixing αck , solve

[
αsk
βk

]
via Algorithm 1

4: end while
Output: αck and

[
αsk
βk

]
, k = 1, 2, . . . ,K

where Dik is the dictionary of the k-th feature of the i-th
class, αck,i is the similar coefficient of the k-th feature of the
i-th class, and αsk,i is the specific coefficient of the k-th
feature of the i-th class. wk is the weight value which is
associated with the k-th feature.

The classification scheme of EJSSL is determined as:

identity (y) = argmin
i
{ei} . (17)

VI. THE ANALYSIS OF COMPUTATIONAL COMPLEXITY
In the EJSSL algorithm, the size of Dk is mk × Mk ,
the size of V k is mk ×Nk (k = 1, 2, . . . ,K ). Pk and Q
can be precomputed, the time complexity of updating αc0,k

is O
(∑K

k=1
(
M2
kmk +Mkmk

))
and the time complexity of

computing PkQ
∑K
η=1 αc0,η is O

(∑K
k=1

(
M3
k +M

2
k

))
, so the

time complexity of updating αck isO
(∑K

k=1m
2
k (Mk +Nk)ε

)
,

where ε ≥ 1.2 is a constant. In total, the time com-
plexity of EJSSL is O

(
q
∑K

k=1
(
M2
kmk +Mkmk +M3

k+ m2
k(

Mk + Nk)ε
) )

, where q is the number of iteration. The
running speed of EJSSL is very fast, its running time on the
AR database (see Section VII-B) is 0.06 second.

VII. EXPERIMENTS
To effectively prove the advantage of the proposed EJSSL
method, it is compared with NN [37], SRC [6], CRC [16],
LRC [38], ProCRC [19], CROC [20], [21], MTJSRC [27],
RCR [31], JSSL [32], ESRC [24], and ICS_DLSR [15]
methods via some experiments on the public face databases.
These databases are the Extended Yale B [39], [40],
AR [41], LFW [42] and FERET [43]. There are four features
used for the experiments. The features are intensity value,
low-frequency Fourier [33], local binary patterns [34] and
Gabor magnitude [35]. As a result, the value ofK in Eq. (5) is
set to 4. The value ofwk (k = 1, 2, . . . ,K ) is set to 1. The four
different features describe the faces from the different angles.
For example, intensity value represents the feature of pixel

value, low-frequency Fourier represents the low-frequency
feature, local binary patterns represent the local feature, and
Gabor magnitude represents the feature of the multi-scales
and multi-orientations. The four different features have cer-
tain complementarities and conform to the requirement of
multi-feature for EJSSL, so the role of them is that they can
reveal well the performance of EJSSL. In order to evaluate
how the different dictionary sizes affect the performance
of EJSSL, firstly, the dictionary Uk =

[
U1
k ,U

2
k , . . . ,U

n
k

]
(k = 1, 2, . . . ,K ) is learned from the training samples Dk =[
D1
k ,D

2
k , . . . ,D

n
k

]
via the Fisher discrimination dictionary

learning (FDDL) [44], secondly, the dictionary Uk is used
to EJSSL, finally, ProCRC, CROC, MTJSRC and EJSSL are
compared in the Extended Yale B, AR and LFW database.

A. EXTENDED YALE B DATABASE
In the section, the experiment is done on the Extended Yale B
database [39], [40], which contains 2414 frontal face images
of 38 people. One person has about 64 images. The all images
were got in the various controlled illumination conditions.
In order to make the experiment convenient, the images were
cropped and changed to the size of 96 × 84. Figure 3 shows
the images of one person which are used for the experiment.
In the experiment, the images of the former 32 people of
subset 1 (the former 5 images of each person are selected)
are selected as the training samples, and the rest images of
the subset 3 and subset 4 are used as the testing samples.
In order to construct well the intra-class variation dictionary,
the images of the remainder 6 people of subset 5 are selected.
The intra-class variation dictionary is computed via Eq. (6).

In the experiment, we compare EJSSL with the other
competing methods and evaluate the relationship between
recognition rates and feature dimension, which can be com-
puted via PCA. When the parameters τ = 0.1 and λ =
0.05, Table 1 lists the recognition rates of EJSSL and other
competing methods and also shows the relationship between
recognition rates and feature dimension. As shown in Table 1,
EJSSL achieves the best performance in the all competing
methods. When the dimension is 50, EJSSL achieves 5.2%
improvement of recognition rate over ESRC, which is the sec-
ond best method. When the dimension is 80 and 110, EJSSL
achieves remarkable improvement of recognition rate over
LRC, which is the second best method. The recognition rate
of EJSSL is increased with the increase of the dimension.
Figure 4 shows the recognition rates of ProCRC, CROC,
MTJSRC and EJSSL versus the number of dictionary atoms
when the dimension is 80. From Figure 4, it can be seen
that the recognition rate of EJSSL is at least 6% higher than
those of the other competing methods when the number of
dictionary atoms is from 32 to 160. The recognition rate
of EJSSL basically maintains stable when the number of
dictionary atoms is from 64 to 160.

B. AR DATABASE
In the section, the experiment is done on the AR
database [41],which contains at least 4,000 frontal images
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FIGURE 3. The images of the first line, the images of the second line, and the images of the third line are from subset 1, subset 3, and subset 4,
respectively.

FIGURE 4. The recognition rates versus the number of dictionary atoms
on the Extended Yale B database.

TABLE 1. The recognition rates (%) of EJSSL and other competing
methods on the Extended Yale B database.

of 126 people. The 26 face images of each person were got in
the two separated sessions. In order to make the experiment
convenient, the images were cropped and changed to the size
of 165×120. Figure 5 shows the images of one person which
are used for the experiment. According to [6], in the exper-
iment, a subset that contains 50 male people and 50 female
people is chosen. In the subset, the 90 people are randomly
selected for the experiment. For each person, we use the
7 images from session 1 that include expression changes and

TABLE 2. The recognition rates (%) of EJSSL and other competing
methods on the AR database.

illuminations for training, and we use the 13 images from
session 2 that include expression changes, illuminations and
disguises for testing. In order to construct well the intra-class
variation dictionary, the images of the remainder 10 people
from session 1 are chosen. The intra-class variation dictionary
is computed via Eq. (6).

In the experiment, we compare EJSSL with the other com-
peting methods and evaluate the relationship between recog-
nition rates and feature dimension. When the parameters τ =
0.1 and λ= 0.05, Table 2 lists the recognition rates of EJSSL
and other competing methods and also shows the relation-
ship between recognition rates and feature dimension. From
Table 2, we can clearly see that the recognition rate of EJSSL
is much higher than those of the other competing methods.
When the dimension is 400, EJSSL achieves 3.1% improve-
ment of recognition rate over MTJSRC, which achieves
the second highest recognition rate. When the dimension
is 500 and 600, EJSSL achieves remarkable improvement
of recognition rate over ProCRC, which is the second best
method. The recognition rate of EJSSL basically maintains
stable with the increase of the dimension. Figure 6 shows the
recognition rates of ProCRC, CROC, MTJSRC and EJSSL
versus the number of dictionary atoms when the dimension is
500. As shown in Figure 6, we can see that the recognition rate
of EJSSL is much higher than those of the other competing
methods when the number of dictionary atoms is from 90 to
630. The recognition rate of EJSSL basically maintains stable
when the number of dictionary atoms is from 180 to 630.
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FIGURE 5. The images of the first line are from session 1. The images of the second line are from session 2.

FIGURE 6. The recognition rates versus the number of dictionary atoms
on the AR database.

C. LFW DATABASE
In the section, EJSSL is experimented on the aligned labeled
face in the wild (LFWa). The scale of LFW [42] database is
very large. The all images of the database were got in the
uncontrolled conditions and included multi-pose, expression
changes, illuminations, age and occlusion. Figure 7 shows
the images of one person which are used for the experiment.
According to [43], we choose 136 people (each person has
no less than 11 samples) and the former 100 people from
136 people for the experiment. For each person, the for-
mer 10 images are chosen as the training samples and the
remainder images are used as the testing samples. In order to
construct well the intra-class variation dictionary, the images
of the remainder 36 people from LFWa are chosen. The
intra-class variation dictionary is computed via Eq. (6).

In the experiment, we compare EJSSL with the other com-
peting methods and evaluate the relationship between recog-
nition rates and feature dimension. When the parameters
τ = 0.1 and λ = 0.001, Table 3 lists the recognition rates
of EJSSL and other competing methods and also shows the
relationship between recognition rates and feature dimension.
From Table 3, we can clearly see that the recognition rate

FIGURE 7. The images of one person from the LFW database.

TABLE 3. The recognition rates (%) of EJSSL and other competing
methods on the LFW database.

of EJSSL is much higher than those of the other competing
methods when the dimension is 400 and 500. The recognition
rate of EJSSL is the same as those of RCR and JSSL and
higher than those of the other competingmethods except RCR
and JSSL when the dimension is 300. The recognition rate
of EJSSL is increased with the increase of the dimension.
Figure 8 shows the recognition rates of ProCRC, CROC,
MTJSRC and EJSSL versus the number of dictionary atoms
when the dimension is 400. From Figure 8, it can be seen that
the recognition rate of EJSSL is higher than those of the other
competing methods when the number of dictionary atoms is
from 100 to 1000. The recognition rate of EJSSL basically
maintains stable when the number of dictionary atoms is from
200 to 1000.

D. FERET DATABASE
FERET [45] is a large scale database. It includes some
gallery training and probe sets. The experiment is done on
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FIGURE 8. The recognition rates versus the number of dictionary atoms
on the LFW database.

FIGURE 9. The gallery images of the first line are from the FERET
database. The images of the second line are the corresponding probe
images.

FIGURE 10. Some images from the FRGC V2 database.

the gallery training set, fb probe set and dup2 probe set. The
1196 images of 1196 people are contained in the gallery
training set. The 1195 images with an alternative expres-
sion are contained in the fb probe set. The 722 images
are contained in the dup1 set, and they are captured in
the different time. The dup2 probe set is a subset of the
dup1 set and consists of 234 images captured beyond one
year later. The images were normalized and cropped to the
size of 128 × 128 with the pure face region. Figure 9 shows
some images from the FERET database. These images have
complex intra-class variability. In the experiment, the gallery
training set is used as the training samples. The fb probe set
and dup2 probe set are used as the testing samples. There are
12766 frontal images of 222 people contained in the FRGC
V2.0 database [46]. These images were captured under the
uncontrolled conditions. FRGCV2.0 database is independent
from the FERET database. Figure 10 shows some images

TABLE 4. The recognition rates (%) of EJSSL and other competing
methods on the fb probe set.

TABLE 5. The recognition rates (%) of EJSSL and other competing
methods on the dup2 probe set.

from the FRGC V2.0 database. In the gallery training set,
as each person has only a single image, the standard training
set from the FRGC V2.0 database is used for constructing
the intra-class variation dictionary. The intra-class variation
dictionary is computed via Eq. (7).

In the experiment, we compare EJSSL with the other
competing methods and evaluate the relationship between
recognition rates and feature dimension. When the parame-
ters τ = 0.1 and λ= 0.05, Table 4 shows the recognition rates
of EJSSL and other competing methods and also shows the
relationship between recognition rates and feature dimension
on the fb probe set. Table 5 shows the recognition rates of
EJSSL and other competing methods and also shows the
relationship between recognition rates and feature dimension
on the dup2 probe set. From Table 4, we can clearly see
that EJSSL achieves the highest recognition rate in the all
competing methods. The recognition rate of EJSSL basically
maintains stable with the increase of the dimension. From
Table 5, we can see that the recognition rate of EJSSL is
much higher than those of the other competing methods. The
recognition rate of EJSSL is increased with the increase of
the dimension.

E. DISCUSSION ON PARAMETERS
In the section, how the number of features affects the per-
formance of EJSSL is discussed. D1 is the dictionary of the
first feature. D2 is the dictionary of the second feature. D3 is
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TABLE 6. The recognition rate (%) of EJSSL versus the number of features
and the single feature.

FIGURE 11. The recognition rates versus the parameter λ on the AR
database.

the dictionary of the third feature. D4 is the dictionary of the
fourth feature. K is the number of features. D12 is denoted as
K = 2 in Eq.(5). D123 is denoted as K = 3 in Eq.(5). D1234
is denoted as K = 4 in Eq.(5). Table 6 shows the recognition
rate of EJSSL versus the number of features and the single
feature. From Table 6, we can see that the recognition rate of
EJSSL is increased with the increase of the value of K except
the dup2 probe set.

The choice of the parameters is very important. The exper-
imental parameters are discussed in the section. As shown
in Eq. (5), the two parameters τ and λ should be discussed.
τ controls the variance of similar coefficients, λ controls the
sparsity of the representation coefficients. The two param-
eters are discussed on the AR database. In the discussion,
the experiment setting is already given in Section VII-B,
the feature dimension is 400. With fixed τ = 0.1, the recog-
nition rates of EJSSL and ESRC versus λ are shown in
Figure 11. From Figure 11, it can be clearly seen that EJSSL
achieves higher recognition rates than ESRC. With fixed λ =
0.05, the recognition rates of EJSSL and ESRC versus the
big range value of τ are shown in Figure 12, the recognition
rates of EJSSL and ESRC versus the small range value of τ
are shown in Figure 13. From Figure 12 and Figure 13, it can
be clearly seen that EJSSL achieves higher recognition rates
than ESRC and the recognition rate of EJSSL is not sensitive
to the value of τ .

FIGURE 12. The recognition rates versus the big range value of τ on the
AR database.

FIGURE 13. The recognition rates versus the small range value of τ on the
AR database.

F. DISCUSSION ON EJSSL USING DEEP FEATURES
In the last decade, deep learning has been widely used to learn
the deep features of faces and achieved excellent performance
in face recognition. The high-level deep features called Deep
hidden IDentity features (DeepID) [47] via the deep convolu-
tional neural networkswas proposed for face verification. The
robust deep feature encoding based discriminative model [48]
was proposed for age invariant face recognition. The deep
dictionary representation based classification [49] was pro-
posed for occlusion robust face recognition.

The EJSSL using deep features probably achieves better
performance than the EJSSL using hand-crafted features,
because the deep features have stronger discriminative ability
than the hand-crafted features. In the paper, we proposed
the EJSSL using hand-crafted features for multi-feature face
recognition, because we mainly focus the design of the
EJSSL algorithm, which performs better than man current

91816 VOLUME 9, 2021



G. Lin et al.: Extended JSSL for Multi-Feature Face Recognition

algorithms. We will exploit the EJSSL using deep features
in the future.

VIII. CONCLUSION
In the paper, the extended joint similar and specific learning
method is proposed for multi-feature face recognition. Four
types of different features are extracted. The proposed EJSSL
method effectively makes use of the similarity and distinc-
tiveness of the different features. Moreover, the intra-class
variant dictionary is constructed and combined with the train-
ing images to represent the testing images. The experimental
results prove the superiority and effectiveness of our proposed
EJSSL method, compared with many current methods. Deep
learning has already been successfully applied to extract the
deep features from the face images. We will propose EJSSL
using the deep features for multi-feature face recognition in
the future and hope to achieve better performance.
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