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ABSTRACT The aim of this paper is to review machine learning (ML) algorithms and techniques for hate
speech detection in social media (SM). Hate speech problem is normally model as a text classification
task. In this study, we examined the basic baseline components of hate speech classification using ML
algorithms. There are five basic baseline components – data collection and exploration, feature extraction,
dimensionality reduction, classifier selection and training, and model evaluation, were reviewed. There
have been improvements in ML algorithms that were employed for hate speech detection over time. New
datasets and different performance metrics have been proposed in the literature. To keep the researchers
informed regarding these trends in the automatic detection of hate speech, it calls for a comprehensive and
an updated state-of-the-art. The contributions of this study are three-fold. First to equip the readers with the
necessary information on the critical steps involved in hate speech detection using ML algorithms. Secondly,
the weaknesses and strengths of each method is critically evaluated to guide researchers in the algorithm
choice dilemma. Lastly, some research gaps and open challenges were identified. The different variants of
ML techniques were reviewed which include classical ML, ensemble approach and deep learning methods.
Researchers and professionals alike will benefit immensely from this study.

INDEX TERMS Text classification, cyber hate, deep learning, ensemble technique, machine learning, social
media networks.

I. INTRODUCTION
Social media networks (SMNs) are the fastest means of
communication as messages are sent and received almost
instantaneously [1], [2]. SMNs are the primary media for
perpetrating hate speeches nowadays. In line with this,
cyber-hate crime has grown significantly in the last few
decades [3]. More researches are being conducted to curb
with the rising cases of hate speeches in social media (SM).
Different calls have been made to SM providers to filter each
comment before allowing it into the public domain [4], [5].

The impacts of hate crimes are already overwhelming
due to widespread adoption of SM [6] and the anonymity
enjoyed by the online users [7]. In this era of big data,
it is time-consuming and difficult to manually process and
classify massive quantities of text data. Besides, the pre-
cision of the categorization of manual text can easily be
influenced by human factors, such as exhaustion and compe-
tence. To achieve more accurate and less subjective results,
it is beneficial to use machine learning (ML) approaches to
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automate the text classification processes [6]. There have
been significant advancements in ML techniques from classi-
cal ML, ensemble and deep learning (DL) techniques for hate
speech detection. Due to the unprecedented advancement in
natural language processing (NLP), several machine learning
methods have achieved superior outcomes [8].

To be able to improve classification of SM texts as
hate speech or non-hate speech, researchers and practition-
ers require an updated understanding of machine learning
methodologies, which is fast evolving. Considerable effort
has been spent on creating new and effective features that
better capture hate speech on SM [9]–[11]. Slangs and new
vocabularies are also constantly evolving in the SM space.
New and updated datasets are also available across different
regions of the world. To bridge the gap, there is a need to
review the literature and keep professionals, old and new
researchers in the know of the currents developments in this
research area. On this note, this review becomes necessary to
be conducted.

The remaining parts of this article are structured in the
following ways: Motivation and Related Works are pre-
sented in section II. Section III covers the methodology. The
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concept of hate speech and hate speech modelling is covered
in section IV. Hate speech classification, contribution and
limitations of past works, open challenges in hate speech
detection, limitation of the study and conclusion are covered
in section V, VI, VII, VIII and IX respectively.

II. MOTIVATION AND RELATED WORKS
A. MOTIVATION
The cases of hate speeches have become rampant due to the
SM adoption by a large population. Researches have shown
that hate speeches can influence political discourse and can
change the narrative negatively [12] , [13]. It is of great
importance to police the SMNs to allow democracy to take
it natural cause without undue influence through hate speech
spread.

It is also obvious that countries where their democracy is
still at the infant stages are more vulnerable in the face of
hate speeches than those with matured democracy. Therefore,
developing a hate speech detection system can help in keep-
ing countries in mutual coexistence.

Committing cyber hate requires just a smartphone, internet
connection and a person with a corrupt mind. The hate speech
post can be escalated to every nooks and cranny in a matter
of seconds. A geographical boundary is not a limitation in
posting and spreading hate speeches on SMNs. Therefore,
developing an effective hate speech detection on SM is of
great significance. There is nothing the targeted person or
group can do to stop the spread of this offensive post [14].
To a reasonable extent now, SM is an integral part of our daily
lives [15].

It is necessary to fight the systematic racism rooted in
almost all societies around the globe. JPMorgan Chase has
promised to commit USD30 billion over the next five years to
advance racial equity1 [16]. JPMorgan Chase Chairman and
CEO Jamie Dimon, said they need to do more to truncate sys-
tems that have propagated racism and widespread economic
inequality, especially for Black and Latino people. Following
the police shootings of George Floyd and Breonna Taylor,
there has been an increase in philanthropic giving for fighting
racism as a variant of hate speech [16]. This study is also a
timely contribution in reducing hate speech on social media.

B. RELATED WORKS
Abusive messages in social media is a complex phenomenon
with a broad range of overlapping modes and goals [17].
Cyberbullying and hate speech are typical examples of abu-
sive languages that researchers have put more interest in the
past few decades due to their negative impacts in our soci-
eties. Several research have been conducted to automatically
detect these undesirable messages among other messages in
social media.

The automatic detection of hate speech using machine
learning approaches is relatively new, and there are very

1https://www.jpmorganchase.com/news-stories/jpmc-commits-
30-billion-to-advance-racial-equity

limited review papers on techniques for automatic hate
speech detection [18]. The recent and related survey papers
available on review of hate speech detection methods during
this research work were few. The followingwere the available
traditional literature review related to automatic detection of
hate speech using MLA: [19], [20]

ML algorithms have contributed immensely in hate speech
detection and SM content analysis generally [15]. Offen-
sive comments such as HS and cyberbullying are the most
researched areas in NLP in the past few decades [21].
ML algorithms have been of great help in this direction in
terms of SM data analysis for the identification and classi-
fication of offensive comments [22]. The advances in ML
algorithms researches have made significant impacts in many
fields of endeavour which led to some important tools and
models for analysing a large amount of data in real-world
problems like SMNs content analysis [23].

In this survey conducted by [20], the authors presented
a brief review on eight hate speech detection techniques
and approaches. These eight techniques include TF-IDF,
dictionaries, N-gram, sentiment analyses, template-based
approach, part of speech, Bag of the word, and rule-based
approach. The limitation of the review is that techniques such
as deep learning and ensemble approach were not considered
in their work.

In [19], the authors offered a brief, and critical analysis
of the areas of automated hate speech detection in natural
language processing. The authors also analysed the features
for hate speech detection in literature which includes: simple
surface features, word generalization, sentiment analysis, lex-
ical resources, linguistic features, knowledge-based features,
meta-information and multimodal information.

The limitation of these two reviews is that techniques such
as deep learning and ensemble approach are not considered
in their work. The most significant step in text classification
pipeline is selection of the best classifier [8]. Therefore,
the need to review all techniques is of essence. We intent to
make this selection phase easier for researchers by review-
ing more algorithms than the previous review work have
covered. In this case, we reviewed techniques like deep
learning, ensemble learning among others that have been
employed for the automatic detection of hate speech in social
media.

Posters of hate speeches usually attack their targets using
the following attributes: Religion, Race, political affilia-
tion, gender, marital status, ethnicity, health status, disability
and nationality [24]. The data generated by SM sites are
increasing in the geometrical proportion daily called big
data [15]. About 7.7 billion population of the world [25], [26],
the following approximate population are actively connected
on one social site or the other [27]–[29], as shown in
figure 1.

The research involving this large population, and to under-
stand the trend of the behaviour of humans is of paramount
importance. A problem that can be caused by a large popula-
tion such as this cannot be ignored.
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FIGURE 1. Active users on social media.

III. METHODOLOGY
The methodology used for this work is explained as follows.
The following databases were mainly used to get the required
articles for this review work: IEEE Explore, ACM, Sci-
enceDirect, Scopus and Universiti Sains Malaysia databases.
These databases were used because of their reputation and
also they are subscribed byUniversiti SainsMalaysia Library.
The researchers limit the articles search to a span of ten (10)
years (2010-2020) for the review work. Key terms or phrases
used in the search retrieval includes hate speech detection,
offensive comments, aggressive comments, cyberbullying,
profanity and toxic comments on SM.

The filter tools available in each database were used to
filter the articles. For instance, the subject was restricted
to computer science, engineering, and mathematics. In this
case, only the most relevant were downloaded after all filter
tools have been employed. The second phase involves going
through the abstract of each article to apply the inclusion
or exclusion criteria. Those papers that passed the inclusion
test, were sorted according to their years of publication. The
first inclusion criterion is that the paper must have addressed
issues related to offensive comments (hate speech, cyberbul-
lying, aggressive comments, toxic comments, etc.) on SM.
Two sections of each paper were used for this purpose: the
title and the abstract.

IV. THE CONCEPT OF HATE SPEECH AND HATE SPEECH
MODELLING
A. THE CONCEPT OF HATE SPEECH
Hate speech refers to any kind of communication in speech,
writing or behaviour, which attacks or uses pejorative or
discriminatory language regarding a person or a group
based on some sensitive information or protected charac-
teristics [5], [30]. These protected characteristics include

religion, ethnicity, nationality, marital status, health status,
race, colour, disability, sexual orientation, descent, gender or
other identity factors [31]. Hate speech is a widespread phe-
nomenon and has become an accepted reality as a common
enemy of all law-abiding citizens across the world. This is a
dangerous and illegal act that needs to be discouraged! Most
of the hate speech messages on SM are constructed through
texts [32]. However, images and sounds are also used in the
dissemination of hate speeches [32] . Therefore, any attempt
to address this problem through Computer perspective, text
classification is the best bet.

There is no universally accepted definition of hate speech,
no consensus agreement on an individual definition [33].
It has been observed that a clearer and precise defini-
tion of hate speech can simplify the annotators work and
consequently increase the annotators’ agreement rate [34].
Although, it can be difficult in some countries to differentiate
between appropriate speech and hate speech. Hence, giving
a precise and universal definition of hate speech become
more difficult and complicated. For example, there is a thin
line between hate speech and normal speech under the First
Amendment in the US. However, any speech that contributes
to a criminal act is punishable as part of a hate crime. The
debate on what can be classified as hate speech is not new,
but there are conscious and renewed efforts as the world
experience the Black Lives Matter (BLM) movement across
the world. The BLM movement came up after the death of
George Floyd.

Beside hate speech, there are other abusive online
behaviours which are worthy of clarification, such as cyber-
bullying. Cyberbullying as a kind of cyber harassment [35]
means repetitive hostile behaviour through SM in an attempt
to deliberately and consistently threaten or hurt individu-
als who cannot defend themselves easily [36], [37] and is
common among youth [38], [39]. Cyber-hate or Hate speech
and Cyberbullying are all different forms of abusive online
behaviour [17], [36]. Cyberbullying can be considered as
Hate speech when sensitive or protected feature of a victim
is the target of the attack. Hate speech is distinguished from
cyber-bullying such that hate speech will affect not just a
person but does have consequences for the entire group or
society [18]. Hate speech is a complicated and multi-faceted
concept that has been difficult to understand, by both human
beings and computer systems [40].

B. HATE SPEECH MODELLING
Hate speech detection problem is normally formulated as a
text classification task. The initial pipeline input consists of
some raw texts data. Generally, text datasets can be mod-
elled mathematically as D = {a1, a2, a3, . . . , an} where D
is a sequence of text documents, ai is a data point having
N sequences of sentences, in which a sentence includes
wN words with pw letters [8]. A unique point is classified
with a label value from a set of v different discrete value
indices [41].
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V. HATE SPEECH CLASSIFICATION
Over the past few decades, text classification has been
researched extensively and used in many real life applications
such as hate speech detection. More researchers are now
interested in developing applications that leverage text clas-
sification methods, especially with recent advances in NLP
and text mining. Generally, hate speech classification lever-
aging ML can be grouped into five phases: Data collection
and exploration, feature extraction, dimensionality reduc-
tion, classifiers selection and evaluations as summarized
in Figure 2.

FIGURE 2. Hate speech detection components using ML.

A. DATA COLLECTION AND EXPLORATION
This is a stage where the researcher will make a decision per-
taining to how andwhere data will be obtained for the training
of the machine learning algorithm of choice. A researcher
may be lucky to get published dataset or unlucky and have
to create a new dataset from the scratch. There are two things
to consider whether a published dataset will be used or new
one created – availability and relevancy [42].

Dataset may not be available at all or completely obsolete.
In this case, we are left with the option of creating new dataset
or update the old one. Creating a new dataset is a laborious
and expensive undertaking but in most cases, it worth the time
and cost.

The relevancy of the available dataset is central to the
choice of the data set to use for building any predictive model.
Before a dataset is labelled, certain criteria are spelt out based
on the nature of the problem to be solved. If the current
research goal is the same with the one the dataset was created
for, then it can be easily be adopted as seen in [43]–[46].
However, new dataset will become necessary when no old
and relevant dataset is available.

B. FEATURE EXTRACTION
Texts generally are unstructured data. However, all ML algo-
rithms use mathematical modelling as an integral part of
the algorithm, therefore, the unstructured nature of the texts
data must be converted into structured feature space [10].
The noise such as unnecessary numbers, common words,
non-English words in the dataset must be gotten rid of. When
the dataset is cleaned, vectorization methods can be used to
convert the dataset into a vector space.

C. DIMENSIONALITY REDUCTION
In this era of big data, the volume of data generated is increas-
ing per second, especially in the SM space. It is also true

that finding a meaningful trend in this huge data is becoming
very difficult due to the presence of less important data [47],
[48]. These irrelevant data are even more in number than the
important ones [49]. This makes the data generally sparse and
unevenly distributed over the search space and also referred to
as high dimensional data. The difficulty of identifying trends
in this our big data era due to the high dimensionality of
data is referred to as the curse of dimensionality [50]. To use
this dataset for training a model, most of the unimportant
data must be reduced to the barest minimum for maximum
performance of the classifier.

This problem is handled through technique called dimen-
sionality reduction. Every ML experts strive to clean the data
of any noise and remove some features that will not add learn-
ing value to themodel. In an attempt to do this, other problems
can set in like overfitting and data leakage. Overfitting occurs
when data is too few and the classifier learns too little as well
and when faced with unknown data, it performs poorly. Data
leakage occur when in the process of splitting the few data
available for cross-validation, and it happens that the training
data and testing data contains some data in common. This
will make the accuracy very high but when expose to a new
dataset, the classifier will fail woefully. This problem can be
solved through obtaining a critical dimension of the data set.

A critical dimension of a data set is the minimum feature
set required to train a classifier and capable of predicting
with reasonably high accuracy [47], [48]. Critical dimension
usually guides researcher from over reducing the features
in the features space which may lead to overfitting. When
the dimensionality reduction technique has been applied,
the classifier should able to learn enough using the reduced
features and perform the clustering or classification task
optimally.

D. HATE SPEECH CLASSIFIER SELECTION
Hate speech problem is normally model as a text classifica-
tion task. There are different classifiers out there to use for
hate speech classification problem. One of the most signifi-
cant steps in hate speech identification pipeline is selecting
the optimal classifier. To accomplish this, there is a need
to have a complete conceptual understanding of each hate
speech classifier to guide algorithm choice. Machine learn-
ing is generally classified into classical method, Ensemble
approach and deep learning method [51]. The key aspect that
we are concern on in this paper is advances made so far in
these methods. The comparison of some related techniques
deployed in recent time is shown in Table 1.

1) CLASSICAL MACHINE LEARNING
This approach is also called shallow method. This method
relies on manually or automatically coded dataset that can
be used for training purposes. This labelled dataset is used
to train the learning algorithms to produce a model which
can be used for detecting and classifying text as hate speech
or non-hate. Examples include support vector machines
(SVM), Naive Bayes (NB), Logistic Regress (LR), Decision
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TABLE 1. Comparison of related techniques for hate speech dection.

Trees (DT), K-Nearest neighbour (KNN), etc. The commonly
used ML algorithms for hate speech detection are summa-
rized in Figure 3.

From Figure 3, SVM has the highest number of usage by
researchers to classify SM data as hate speech or non-hate
speech. Random forest is the second in the ranking, logistic
regression and naïve Bayes are used considerably well too.

2) ENSEMBLE APPROACH
The ensemble approach is simply applying the wisdom of
the crowd. In other words, the aggregate predictions of
many classifiers are always better than the best single clas-
sifier [61]. The ensemble technique was designed to address

the weaknesses of the various individual ML algorithm and
consolidate their strengths [62]. It is evident that each model
has its share of pitfalls; therefore, nomodel is perfect. Though
the ensemble methods try to add up the advantages of other
models together to give a better performance than any sin-
gle model can offer [63]. Statistically speaking, combin-
ing two or more ML algorithms can generally reduce their
variance and significantly improve their learning capabili-
ties [64]. There are different types of ensemble techniques
which include; random forest, bagging approach and boost-
ing method. Each of these methods has its strength and
weaknesses in handling hate speech task as summarized
in Table 2.
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FIGURE 3. Classifier usage rate.

3) DEEP LEARNING METHOD
Some texts datasets are very large and not linearly sepa-
rable, therefore, classical ML cannot analyse it effectively.
Data that are not linearly separable are simply nonlinear
data that the hyperplane cannot be easily drawn. To solve
this problem of predicting meaningful trends in linearly
non-separable data, the DL algorithm was proposed. DL is
simply an extension of ML algorithm called artificial neu-
ral network (ANN) [65]. The deepness depends largely on
the complexity of the problem at hand. Image processing
task for instance, usually requires deeper layers than SM
text prediction tasks [66], [67]. The attention of researchers
has been attracted to Recurrent Neural Network (RNN) and
Convolutional Neural Network (CNN) because they capture
sentence semantics better. CNNs particularly have proven to
be effective in capturing semantics and syntax of words in
contents analysis [68].

Different variants of deep learning have been applied to
detecting hate speech in social media. [69] applied CNN and
two variants of RNN, which are Long Short Term Memory
(LSTM), and Gated recurrent units (GRUs) to solve Task6 of
SemEval-2019, which requires participants to identify and
classify offensive text in SM. In this [69], the researchers also
experimented two approaches proposed by [70]; LSTM-CNN
and CNN-LSTM models. In the end, [69] concluded that
BiLSTM-CNN gave a better F1-score. Another research
conducted on hate speech detection and three deep neural
networks (DNN) was applied [71]. In this research, the fol-
lowing variants of DNN were used; FastText, CNNs and
LSTMs. [71] research outperformed the state-of-the-art by
approximately 18 points better.

The obvious difference between DL and ML is that DL
requires large dataset to learn reasonably, while ML require
less to learn as can be seen or described by the learning graph
in Figure 4.

The red line indicates the learning curve of deep
learning algorithms. The curve keeps growing alone the
performance-axis (vertical axis) with increase in data, this
growth represents the performance of the algorithm. That
means the more data, the better the performance of deep

TABLE 2. Weaknesses and strengths of ensemble techniques.

learning algorithms. On the other hand, traditional machine
learning which is represented by the blue line, indicates that
the algorithm will certainly stop learning even if the data con-
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FIGURE 4. Traditional ML vs DL learning curve.3

tinue to increase. The horizontal blue line means no further
learning is taking place.

Large number of previous studies carried out on automatic
hate speech detection mostly focused on traditional machine
learning for detection of various forms of hate speech in the
social media. The data generated on social media is at an
exponential rate, hence very large [72]. This call for the use of
deep learning to solve the problem. There are very few papers
on deep learning for hate speech detection. TABLE 3 shows
some comparison of deep learning for hate speech detection.

TABLE 3. Comparison of deep learning for hate speech detection.

E. PERFORMANCE EVALUATION METRICS FOR HATE
SPEECH DETECTION
Performance evaluation is a research problem across all
disciplines, which is usually carried out using perfor-
mance evaluation metrics. Performance evaluation metrics
are logical-mathematical constructs obtain by the difference
between the actual values and the predicted values [75].

Performance evaluation of hate speech detection mod-
els typically makes use of the classic precision, recall and

F1-score metrics. These are mostly used because of the
unbalanced nature of the hate speech dataset. For any bal-
anced dataset, accuracy is the best option. The Precision,
recall, accuracy and F1-score evaluation metrics are clearly
explained in [15], [65], [76].

Suppose our model was trained to classify tweet as hate
speech and non-hate speech. For instance, we have a set
of 20 tweets containing 5 tweets as hate speech and 15 as
non-hate. The model was able to identify 6 tweets as hate
speech. Of the 6 tweets identified, 4 were actually hate speech
(true positives) and 2 were non-hate speech (false positive).
The model misclassified 2 tweets (false negative) which
were hate speech and 13 tweets were accurately excluded as
non-hate (true negatives).

1) PRECISION (Pr )
Precision is the ratio of true positive and total predictions. The
following researchers made use of precision to evaluate their
model performance; [43], [52]–[54].

This can be represented mathematically as:

Pr =
TP

TP+ FP
(1)

Pr is a short for precision for the purpose of this study.
Precision simply means a fraction of positive classifications
that was correctly identified by the model [77]. For example,
the proportion of actual positives that were identified cor-
rectly from the example above is 4. Then the model precision
is 4/6 (true positives / all positives) = 0.67.
TP is a short for true positive. From the scenario above,

TP is 4. Out of 5 hate speech tweets, the model was able to
correctly identify 4 as hate speech.
FP means false positive. This refers to non-hate speech

tweets that were classified as hate speech. From the scenario
above, 2 tweets were missed classified as hate speech tweets
and in the real sense, they were non-hate speech tweets.

2) RECALL (Rc)
Rc is the ratio of the number of correct predictions and all cor-
rect observation in the sample space. [55], [57], [78] and [79]
made use of recall for their evaluation. Mathematically:

Rc =
TP

TP+ FN
(2)

Rc stands for Recall in this paper. This means the propor-
tion of real positives that were established correctly. From the
scenario, recall is 4/5 (true positives / all positives) = 0.8.
This means the model was able to correctly identify 80% of
the hate tweets.
FN stands for false negative for the purpose of this study.

This refers to those hate speech tweets that were not identified
by the model as hate speech. The model considered them as
non-hate while they were hate tweets in the real sense. In the
example above, only one tweet was misclassified as non-hate
and was actually hate speech.
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3) F-MEASURE
F-measure (F) or F1-score (F) is simply the weighted har-
monic mean (whm) of precision and recall. This evalu-
ation metric is normally employed when the dataset is
unbalanced. It was employed to evaluate performance of
hate speech prediction model in [51], [52], and [57].
Mathematically:

F = 2 ∗
Pr ∗ Rc
Pr + Rc

(3)

F is short for F-measure or F1-score and is used to
test the model’s performance with an imbalanced class dis-
tribution. In most real-life text classification tasks, imbal-
anced class distribution occurs and hence F1-score is a
smarter metric to test a model [51]. From example above,
F = 2(0.67∗0.8)/(0.67 + 0.8) = 1.072/1.47 = 0.72. This
simply means that the F1-measure of the model is 72%.

4) ACCURACY (A)
Accuracy is the ratio of correct prediction and total obser-
vations. Accuracy of a model is considered best if and only
if we have symmetric dataset in which the value of FP and
FN are almost equal for the two-class problem. Accuracy
is not the best option in multiple and imbalanced data sets,
hence, other evaluation parameters may be considered, like
F1-score. In the following researches, [45], [52], and [80],
accuracy was used. Mathematically, accuracy (A) can be
expressed as:

A =
TP+ TN

TP+ FP+ FN + TN
(4)

VI. CONTRIBUTION AND LIMITATION OF THE
STATE-OF-THE-ARTS
Table 4 presents the contribution and limitations based on the
article that has been reviewed.

Form Table 4, the following gaps are obvious for further
research. Numeric symbols and special characters which may
connotes or convey hate speech messages and were ignore in
all papers reviewed. A comprehensive coding guide bench-
mark is always necessary to guides the annotators. More
research is required to handle hate speech messages that are
contextual in nature.

VII. OPEN CHALLENGES IN HATE SPEECH DETECTION
These are some of the hurdles associated with the detection
of hate speech in the SM through leveraging ML algorithms.
These challenges come in different ways ranging from the
definition, dataset collection and annotation, cultural varia-
tion and other associated problems.

A. DATASET AND HATE SPEECH DETECTION CHALLENGE
The first fundamental problem is the availability of hate
speech dataset across different regions of the world. To carry
out analysis on SMNs, a large dataset is significant [60], [84]

has observed that there is an urgent need to take the cam-
paign of hate speech prevention to other non-western parts
of the world. This means that culture and tradition play
a significant role in hate speech detection efforts. Table 5
shows the dataset availability across different regions of the
world.

B. DATA SPARSITY CHALLENGE
The second problem is the sparsity of the dataset. For
example, on Twitter, only 140 characters are allowed per
post [87]. In this case, the information in a given tweet may
not be sufficient to generalize on a particular post. This is
a common problem across all short messaging text mining
task.

C. UNBALANCED DATASET CHALLENGE
The problem of imbalance class distribution nature of dataset
in hate speech detection is a commonplace, as this occur natu-
rally in most real life problems [51]. In most cases, the normal
(non-hate) post ismore than the abnormal (hateful) posts [88].
This will lead to bias learning as the algorithmwill learnmore
on the majority class (non-hate) data than minority class (hate
speech) data.

D. CULTURAL VARIATION
Cultural variations directly affect the definition of hate speech
or what constitute hate speech varies with culture and tra-
dition. What is considered in the US a normal speech can
be seen as hate speech in Nigeria for example. The culture
and tradition of people play a great role in the classification
of speech as offensive or non-offensive. Experts have rec-
ommended that for the SM providers to holistically address
the hate speech problem on their platforms, the non-western
regions of the world must be considered for hate speech
related researches [13].

E. PANDEMIC OR NATURAL DISASTER
Pandemic or natural disaster victims can be stereotyped. The
typical example is the COVID19 pandemic, where Chinese
have been stereotyped in many places across the globe. See
the typical stereotyping tweet by former President Trump
in Figure 5.

FIGURE 5. President trump tweet.

From the tweet in Figure 5, Trump described the
COVID19 as Chinese Virus. This description did not go
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TABLE 4. Contributions and limitations of related works.
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TABLE 4. (Continued.) Contributions and limitations of related works.

TABLE 5. Geographical distribution of cyber-hate dataset and availability
comparison.

down well with many people. Trump is the 6th most followed
person on Twitter as of then, with over 87 million followers.4

4https://en.wikipedia.org/wiki/List_of_most-followed_Twitter_
accounts#:∼:text=As%20of%20October%202020%20Barack,account%
20with%2087%20million%20followers.

FIGURE 6. President trump tweet analysis.

The analysis of President Trump tweets is summarized
in Figure 6.

The retweets, likes and comments, with over 87 million
followers are huge and the impact can be quite devastating
to all Chinese across the globe. The centre for disease con-
trol (CDC) has cautioned people regarding calling diseases
after location, claiming people are been stigmatized.5 New
pandemic or disaster comes with different names which make
detection challenging.

VIII. LIMITATIONS OF THE STUDY
The limitation of this work is that no experiment was con-
ducted with a given dataset. But the work of other researchers
was critically appraised. From other researchers works,
we were able to synthesis their work and put the conclusion
as in the next section.

IX. CONCLUSION
This article reviewed advances made so far in automatic
hate speech detection in social media. Hate speech as a
societal problem is an old research area in the arts and
humanities, however, it is still a new research area in the
computing domain. Therefore, there is a need to constantly
update researchers with the advances or progresses made
to keep researchers informed. We analysed the approaches
from classical ML, Ensemble and deep learning approaches

5https://www.nbcnews.com/news/asian-america/trump-tweets-about-
coronavirus-using-term-chinese-virus-n1161161
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in detecting hate speech in social media. This study found
out that there is more research work in hate speech detection
using classical ML than ensemble and deep learning tech-
niques. That means researchers can explore more on hate
speech detection using ensemble and deep learning methods.

This research also discussed the weaknesses and strengths
which can be of help in guiding the researchers’ choice
of one technique over the other. This article also identified
some open challenges in hate speech detection which include:
Cultural variations, pandemic or natural disaster, data spar-
sity, imbalance dataset challenge and dataset availability
concern.

The application of ML for automatic HS detection on SM
needs to be encouraged and supported. The needs to consider
the HS variables based on each country is an issue that needs
more researchers’ attention. Each country or region may have
different variables for HS. For example, marital status and
health status are commonly used as HS variable in Nigeria
but it has not been addressed by any work in the past.

This research has found out that special characters and
numeral symbols mostly used in Nigeria for constructing HS
comments have not been addressed by current state-of-the-
art. For example, the use of ‘‘419’’ to mean an unwholesome
behaviour is commonplace in Nigeria. No research has cov-
ered this.

The targeted audience for this research review is mostly
newcomers in the domain of hate speech (text) classification
in the SM. This review provides all the required steps needed
to follow in conducting text classification tasks usingML and
some open challenges in the domain.
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