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ABSTRACT Deep learning and neural language models have obtained state-of-the-art results in aspects
extraction tasks, in which the objective is to automatically extract characteristics of products and services
that are the target of consumer opinion. However, these methods require a large amount of labeled data to
achieve such results. Since data labeling is a costly task, there are no labeled data available for all domains.
In this paper, we propose an approach for aspect extraction in a multi-domain transfer learning scenario,
thereby leveraging labeled data from different source domains to extract aspects of a new unlabeled target
domain. Our approach, called MDAE-BERT (Multi-Domain Aspect Extraction using Bidirectional Encoder
Representations from Transformers), explores neural language models to deal with two major challenges in
multi-domain learning: (1) inconsistency of aspects from target and source domains and (2) context-based
semantic distance between ambiguous aspects.We evaluated ourMDAE-BERT considering two perspectives
(1) the aspect extraction performance using F1-Macro and Accuracy measures; and (2) by comparing
the multi-domain aspect extraction models and single-domain models for aspect extraction. In the first
perspective, our method outperforms the LSTM-based approach. In the second perspective, our approach
proved to be a competitive alternative compared to the single-domain model trained in a specific domain,
even in the absence of labeled data from the target domain.

INDEX TERMS Aspect extraction, multi-domain, BERT, transfer learning.

I. INTRODUCTION
Opinion Mining is the task of extracting opinions or senti-
ments from unstructured texts using Natural Language Pro-
cessing (NLP), Text Mining, and Machine Learning. The
key idea is to analyze automatically large review datasets to
classify them into sentiment polarities (i.e., positive, negative,
or neutral) [1], [2].

Opinions are formally defined as a 5-tuple (ei, aij, sijkl,
hk , tl), where ei is the i-th entity of the opinion, aij is the
j-th aspect on which the opinion is related, sijkl is the sen-
timent contained in the opinion that can be positive, nega-
tive or neutral, hk is the k-th holder of the opinion, and tl
is temporal information about the opinion [1]. This defini-
tion can be applied to different levels of sentiment analysis.
The most general level is called the document level and
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aims to evaluate the overall sentiment of a textual document
(e.g., text review) [3], [4].

Sentiment analysis can also be performed at the sentence
level, which consists of dividing a document into several
sentences and evaluating the sentiment of each sentence indi-
vidually [3], [4]. Finally, aspect-based sentiment analysis is
the most granular level aiming to evaluate the sentiment of
entities and aspects [5]–[7]. Figure 1 presents an example of
aspect-based sentiment analysis, where ‘‘laptop’’ is the entity
and ‘‘screen’’ is the aspect extracted from the review. Note
that sentiment analysis can fail if performed at the document
or sentence level.

Aspect-based sentiment analysis is the most promising
scenario for Opinion Mining, providing a detailed analy-
sis of consumers’ opinions about products and services [8].
However, it is a more complex scenario due to the require-
ment to extract aspects from the reviews before sentiment
classification.
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FIGURE 1. Example of aspect-based sentiment analysis, where ‘‘laptop’’
is the entity (ei ), ‘‘screen’’ is the aspect (aij ) with positive sentiment, and
‘‘battery’’ is another aspect (ai (j+1)) with negative sentiment.

Aspect extraction from opinion texts is a crucial step
in opinion mining. The first proposed initiatives are meth-
ods based on linguistic rules, generally used in conjunc-
tion with Part-of-Speech tools [9]. More recently, machine
learning-based methods have been recognized as state-of-
the-art due to the automatic learning of complex patterns
from textual features for aspect extraction. In particular, deep
learning and neural language models have obtained the best
results in aspect extraction tasks [10]–[15]. However, these
methods require a large amount of labeled data to achieve
such results. Since data labeling is a costly task, there are
no labeled datasets available for all domains. A domain in
this work is defined as a product category [16], for instance,
restaurants, hotels, and smartphones.

A promising alternative that has been used successfully
in other areas to deal with the lack of labeled data is the
multi-domain knowledge transfer [17]–[21], where labeled
data from already known domains is used to learn a model
to classify data from a new domain [7]. Thus, multi-domain
transfer learning methods should only use labeled data from a
source domain and do not require labeled data from the target
domain.

In this paper, we propose an approach for aspect extraction
in a multi-domain transfer learning scenario. We identified
two significant challenges in this scenario: (1) inconsistency
of aspects between the target and source domains and (2)
semantic distance between aspects. The first challenge occurs
mainly when the target and source domains have very dif-
ferent characteristics. For example, aspects extracted from
opinions about smartphones (source domain) will be incon-
sistent with aspects extracted from opinions about hotels
(target domain). The second challenge is related to the terms
that can have different meanings in different domains. For
example, ‘‘light’’ can mean ‘‘the lighting of an environ-
ment’’ in a domain or ‘‘the weight of an object’’ in another
domain.

To address the challenges of aspect extraction with
multi-domain transfer learning, our approach explores the
BERT (Bidirectional Encoder Representations from Trans-
formers) neural language model [22], which has been obtain-
ing promising results in several NLP tasks. The structure of
the BERT neural network is organized in different layers,
where each layer allows to capture information at the level
of sentence, syntactic, and semantic characteristics [23]–[25].
We note that the BERT model is useful in dealing with both
inconsistent aspects and semantic differences. Our approach,
calledMDAE-BERT (Multi-DomainAspect Extraction using
Bidirectional Encoder Representations from Transformers),

focuses more on the linguistic patterns existing in the BERT
layers regarding the inconsistency of aspects between source
and target domains. Regarding semantic differences, our
approach explores BERT contextual representations, inwhich
the semantic proximity among aspects is determined accord-
ing to the context of the opinion.

The results are presented and discussed considering two
perspectives (1) the aspect extraction performance using
F1-Macro and accuracy measures; and (2) comparison
between the multi-domain aspect extraction model and the
single-domain model, thereby aiming to evaluate whether
the use of multi-domain data for training is a competitive
alternative if compared to the cost of labeling data for a
new domain. Our proposed approach achieved a competitive
performance compared to the baseline (LSTM-based aspect
extraction), obtaining a minimum increase in aspect extrac-
tion performance of 7.99% for F1-Macro and 10.62% for
accuracy. Moreover, our MDAE-BERT approach is also a
competitive alternative compared to single-domain models,
even in the absence of labeled data from the target domain.

The rest of the paper is organized as follows. Section 2
presents background and related studies. The proposed
MDAE-BERT approach is described in Section 3. In
Section 4, an experimental evaluation of the proposedmethod
is carried out, as well as a comparison with competitive base-
lines as (1) LSTM-basedmodels for multiple domains and (2)
BERT-based models for single domains. Section 5 presents
the conclusions and directions for future work.

II. BACKGROUND AND RELATED STUDIES
Opinion Mining aims to extract opinions from unstructured
texts, combining Natural Language Processing and Machine
Learning techniques. Several levels for sentiment analysis
have been proposed since the advent of Opinion Mining.
First, document-level sentiment analysis aims to classify the
sentiment polarity (e.g., positive, negative, or neutral) of a
whole document [1]. Second, sentence-level sentiment anal-
ysis divides the document into sentences, and the polarity
of each sentence is classified [3], [4]. Sentence-level sen-
timent analysis is analogous to the previous one because a
sentence can be seen as a short document. Sentiment analysis
at document or sentence levels failed to deal with phrases
with more than one aspect with different sentiments. Thus,
sentiment analysis at the aspect level emerged, which is the
most granular level. Aspect-based sentiment analysis can be
divided into two tasks: (1) extract the entities and aspects
from text opinions; and (2) classify the sentiment polarity in
the context of each aspect [5]–[7].

In aspect extraction tasks, we have to deal with explicit and
implicit aspects [26]. Explicit aspects are words or expres-
sions that directly refer to a technical characteristic of a
product or service. For example, in ‘‘the battery has a good
life’’, the aspect ‘‘battery’’ is a technical feature explicitly
used by the reviewer. On the other hand, implicit aspects are
indirect references to characteristics of products or services,
usually through expressions about the behavior of the aspect.
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For example, in the text ‘‘My photos are too dark’’, the opin-
ion is about the smartphone’s implicit aspect ‘‘camera’’.

Traditional approaches for aspect extraction are based
on linguistic rules, which usually depend on lexicons,
part-of-speech tagging, and token dependency relationships.
These linguistic resources are often unavailable for multi-
ple domains, as well as being hampered in the presence of
reviews with typos, slang, and abbreviation obtained from
social platforms [27]–[36]. Moreover, methods based on lex-
icons, ontologies, or other external resources are useful for
explicit aspect extraction, but fail to extract implicit aspects.
However, recent methods based on neural language models
allow extracting both explicit and implicit aspects by taking
advantage of pre-trained models and more complex textual
representations, such as word embeddings.

We focus on recent studies that involve two types of deep
neural networks for learning neural language models. First,
we explore Long Short-TermMemory (LSTM) networks and
their variants that allow dealingwith long sequences of tokens
and used in methods such as ELMO (Embeddings from
Language Models) [37]. Second, we explore Transformers
networks, which in addition to dealing with token sequences,
also use attention mechanisms and provide parallelization for
scalable training from a large textual corpus. Both LSTM
and Transformers have been successfully explored in the
context of aspect-based sentiment analysis, as discussed in
the following subsections.

A. LSTM-BASED ASPECT EXTRACTION
Long Short-Term Memory (LSTM) is a type of recurrent
neural network (RNN) with loops that allows the persistence
of information from long sequences, such as token sequences
extracted from reviews. An LSTM unit is called a memory
cell or LSTM cell, as illustrated in Figure 2, which has a
vector called the cell state to store information, and its value
is changed based on the gates. The input gate protects the
stored information against irrelevant disturbances. The forget
gate selects which pieces of information in the cell state are
important and which information should be forgotten. The
output gate protects other units from disorders caused by
irrelevant content stored in the cell and decides which parts of
the cell state are important to generate the output. These gates
regulate the flow of information into and out of the cell [38].

FIGURE 2. Illustration of the LSTM cell.

The flow starts with the forget gate using a sigmoid func-
tion to decide which information should be removed from
the cell. In the next step, the input gate determines what

information should be stored in the cell. Finally, the output
gate decides whether the cell information will be visible to
other cells.

In [11], the authors evaluated different LSTM net-
work architectures for aspect extraction and presented
an experimental comparison involving traditional machine
learning-based methods, such as CRF (Conditional Random
Field)models. The results showed that methods based on neu-
ral language models are more efficient for aspect extraction,
even without hand-crafted features.

Several methods for aspect extraction using LSTM net-
works have been proposed recently. In [13], the authors
included a local context strategy based on a window of
words surrounding the aspect during the LSTM training.
An experimental analysis on bidirectional LSTM for aspect
extraction tasks was presented by [39], in which LSTM-based
aspect extraction obtained results superior to the top-ranked
methods in the 2014 SemEval ABSA aspect extraction con-
test.1 Li et al. [40] discussed the impact of attention mech-
anisms in LSTM networks to refine the process of aspect
extraction. Ma et al. [41] proposed an approach based on
LSTM networks for aspect extraction and evaluated the
impact of external knowledge resources to improve neural
language modeling in sentiment analysis. A recent survey by
Nazir et al. [8] presents an overview of aspects-based senti-
ment analysis techniques, where they discussed that LSTM
models are very promising for learning implicit knowledge
from reviews because they work similarly to the human brain
to understand the importance of each word in the review— a
useful resource for identifying aspects in reviews.

Although LSTM-based aspect extraction methods have
received significant attention in the literature, their use is
underexplored in multi-domain scenarios. Another recog-
nized limitation is that LSTM has drawbacks related to
scalability since sequential dependence impairs the par-
allelization of neural network training. Transformers net-
works [42] is an alternative considered state-of-the-art for
natural language processing, which surpasses the drawbacks
of LSTM networks.

B. TRANSFORMERS-BASED ASPECT EXTRACTION
Transformers are an evolution of the encoder-decoder archi-
tecture to handle sequential data, such as text reviews [42].
Unlike RNN’s where the words are presented one at a time
in a sequence and the current state depends on the result of
the previous state, in the Transformers encoder, words of the
sentence are processed in parallel to learn text embeddings,
as illustrated in Figure 3.

Word order is crucial in natural language processing (NLP)
tasks since words in different positions may have different
meanings. In order to parallelize the processing of textual
data, Transformers networks introduce a positional encoder to
map the distance between the tokens of the sentence. Figure 4
shows the complete architecture of the Transformers network.

1https://alt.qcri.org/semeval2014/task4/
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FIGURE 3. Illustration of the difference between RNN and transformers.

FIGURE 4. Architecture of the transformers network.

Regarding the Transformers encoder step, the Input
Embedding receives the sentence words and maps them
to their respective word embedding. A Positional Encod-
ing adds the respective position vector, thereby producing

a contextual word embedding considering the word positions
of the sentence.

The encoder consists of n identical layers. The original
paper uses n = 6. The input of the first layer is the contextual
word embeddings, and the input of subsequent layers is the
output of the previous layer. Each layer is described below.
• Multi-Head Attention: This layer consists of x
Self-Attention layers that are processed in parallel. The
Self-Attention layers complement each other. The orig-
inal paper uses x = 8. Each word will have x attention
vectors and these vectors will be concatenated andmulti-
plied by another vector to obtain the final result. In short,
the input and output of the layer are attention vectors for
each word, thus indicating the most relevant words in the
sentence.

• Feed Forward: It consists of several Feed Forward
Neural Networks (FFNN), which process each word of
the sentence in parallel. Each FFNN is a simple neural
network with two layers fully connected with a ReLU
activation.

• Add & Normalization: This layer receives the input
vectors and the output vectors from the previous layer
to generate residual connections in order to optimize
deep network training. Normalization is carried out on
these vectors to facilitate optimization and ensure that
the Positional Encoder remains stable throughout the
process.

After the encoder step, the decoder step is executed for the
next word prediction tasks. The decoder aims to predict one
word at a time until the special token ‘‘<end>’’ is predicted.
Unlike the encoder, which is only executed once, the decoder
has to be performed k times, where the predicted word will
feed the decoder in the next step. In Output Embedding,
the decoder receives the words of the sentence that have
already been predicted. The first word is the special token
‘‘<start>’’. The Positional Encoding of the decoder is a
similar operation to the encoder. The decoder contains sub-
layers, as described below.
• Masked Multi-Head Attention: It works similarly to
the encoder sub-layer ‘‘Multi-Head Attention’’. The
main difference is to prevent future words from being
part of the attention. In other words, it uses only the
words that have already been predicted in the attention
mechanism.

• Multi-Head Attention: It works in the same way as the
encoder. However, one of the inputs is the output of the
last encoder.

• Feed Forward: Similar operation to the encoder step.
• Add&Normalization: Similar operation to the encoder
step.

The decoder’s output at this point is a numeric vector which
is processed by two layers:
• Linear: It is a fully connected neural network that
receives the output vector from the last decoder and
projects it into a large vector called ‘‘logits vector’’.
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The dimension of this vector is according to the vocab-
ulary size.

• Softmax: This layer receives ‘‘vector logits’’ and turns
each word’s score into probability, thereby selecting the
word associated with the highest chance. The output
from the softmax layer will be added to the ‘‘Output
Embedding’’ until the word ‘‘ <end> ’’ is produced.

Devlin et al. [22] argue that one limitation of Transformers
is the fact that it is unidirectional, thereby restricting the
choice of architectures that can be used during pre-training.

BERT (Bidirectional Encoder Representations from Trans-
formers) is a pre-training language representation method
with the general purpose of generating a ‘‘language under-
standing’’ model. First, BERT is trained through large
unlabeled text corpus. Second, we can refine the model for
a specific task, in a task called fine-tuning [22]. BERT is
available in two architectures as described in Table 1.

TABLE 1. BERT’s model architecture.

BERT consists of a vocabulary of 30000 tokens from
WordPiece embeddings [43]. If a word is not in the vocab-
ulary, then that word will be divided into sub-words that
exist in the vocabulary. These sub-words can even be a single
character. The first 1000 tokens are reserved, and except for
five tokens, the other tokens are in the form ‘‘[unused2]’’.
These five tokens are:

PAD: Token used for padding, for example, when there
are sequences of different sizes.

UNK: Token ‘‘unknown’’ used to represent a token that is
not in the vocabulary.

CLS: Token ‘‘classifier’’ used for sequence classification
instead of token classification. In general, it is the
first token in the sequence.

SEP: Token ‘‘separator’’ is used to construct a sequence
from sub-sequences. For example, two sequences
for sentence classification or question answering
tasks. It is also used as the last token in a sequence.

MASK: Token used to mask values. This token is used
to replace the word that the model will attempt to
predict.

BERT training can be divided into two stages:

• Pre-Training: BERT is pre-trained using two unsuper-
vised tasks: (1) ‘‘Masked Language Model (MLM)’’
where a percentage of the input tokens are selected
at random and replaced with the [MASK] token. The
purpose of this task is to predict the masked tokens; and
(2) ‘‘Next Sentence Prediction (NSP)’’ that receives the
sentences A and B to predict if the sentence B is the next
sentence of A. This training is important since under-
standing the relationship between the two sentences is

vital in tasks like ‘‘Question Answering (QA)’’ and
‘‘Natural Language Inference (NLI)’’.

• Fine-Tuning: This stage uses a model that has been
trained in a large text corpus and carries out more
training using the domain-application texts and labels.
Compared to the Pre-Training stage, Fine-Tuning has a
low cost.

In [14], BERT is evaluated for sentiment analysis tasks
to compare the impact of BERT fine-tuning. The results
demonstrate that BERT fine-tuning improves the perfor-
mance of sentiment analysis tasks, including aspect extrac-
tion. Zhang and Shi [44] recently evaluated BERTfine-tuning
for aspect extraction task. In particular, the authors con-
cluded that aspect extraction using contextual word embed-
dings from BERT model obtained state-of-the-art results for
single-domain aspect extraction, compared to LSTM and
CRF-based models. In [15], the authors evaluated the BERT
fine-tuning using labeled reviews from different domains.
The promising results provide evidence that BERT-based
models are efficient for classifying whether a given aspect
belongs to a specific domain. Although it is not a specific
proposal for multi-domain aspect extraction, these results
motivated us to investigate BERT in scenarios in which a
target domain does not have labeled aspects.

III. MDAE-BERT: MULTI-DOMAIN ASPECT EXTRACTION
USING BERT MODEL
TheMDAE-BERT innovates by using labeled data frommul-
tiple domains for fine-tuning a pre-trained language model.
We unify labeled aspects from different domains into a token
classification task. We use the IOB representation for token
labels. The IOB is short for inside, outside, and beginning.
Each token of a text in the training set is labeled with class B,
which indicates that the token represents the beginning of an
aspect; class I, which indicates that the token is inside an
aspect; and class O, which indicates that the token is outside
an aspect. The IOB representation is illustrated in Tables 2
and 3 for aspects formed by a single and multiple tokens,
respectively.

TABLE 2. Example of IOB labels for a review with an aspect (screen)
formed by a single token.

TABLE 3. Example of IOB labels for a review with an aspect (battery life)
formed by multiple tokens.

Let Ds and Dt be two domains, where Ds indicates the
source domain and Dt the target domain. In the source

domain, Dks = {(xi, x
a
i , yi)

k
s }
N k
s

i=1, where x = (x1, x2, . . . , xS )
represents the token sequence of size S of a review belonging
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to the k-th source domain, xa = (xa1 , x
a
2 , . . . , x

a
M ) represents

the aspect, where xa is a subsequence of size S (with 1 ≤
M ≤ S) from x, and y indicates the IOB tag of the token.
N k
s indicates the number of reviews with labeled aspects in

the k-th source domain. The target domain is composed by
reviews with unlabeled aspects Dt = {(xti )}

Nt
i=1, where Nt

indicates the number of reviews in the target domain. The
aspect extraction task can be formulated as a token level
sequence labeling problem, where given a review of the target
domain xt ∈ Dt , for each token x ∈ xt , the task aims to find
a label y ∈ {I ,O,B}.

Our approach uses the BERT model to encode the review
token sequence into a vector representing semantic and lin-
guistic information. As we discussed in Section II, BERT
is a pre-trained language model based on deep bidirec-
tional Transformers using two prediction tasks: the masked
language model and the next sentence prediction. Below,
we present details of how each task is explored in the
MDAE-BERT approach.

A. CONTEXTUAL WORD EMBEDDINGS FOR
MULTI-DOMAIN ASPECT EXTRACTION
Learning word embeddings for text reviews is a crucial step
for aspect extraction. We focus on contextual word embed-
dings, in which the vector representation of a word is a func-
tion of the entire text review in which it occurs. Extracting
aspects through their semantic representation is a strategy
to deal with the limitations presented in the introduction,
particularly the inconsistency between aspects from target
and source domains.

In the proposed MDAE-BERT approach, we extend the
BERT masked-language model to the multi-domain sce-
nario. Given a token sequence of the review x ∈ Dks ,
the BERT model first generates a corrupted version x̂ of the
review, where approximately 15% of the tokens are randomly
selected and replaced by a special token called [MASK].
Thus, the objective function is to reconstruct the masked
tokens x̄ from x̂, according to Equation 1,

max
θ

log p(x̄|x̂, θ) ≈
∑
x∈Dks

S∑
t=1

mt log

×

 exp(hθ (x̂)>t e(xt ))∑
x ′
exp(hθ (x̂)>t e(x ′))

 (1)

where e(xt ) indicates the word embedding vector of the token
xt ; the hθ (x̂)t is a sequence of S hidden state vectors according
to parameters θ from the Transfomers neural network model;
and mt = 1 indicates when xt is masked.

Note that we aggregate reviews from all source domains
into a word embedding learning strategy based on denois-
ing auto-encoding. By masking tokens considering multiple
domains, we force the model to generate word embeddings
considering the context, particularly the review domain in
which the word occurs, since the model tries to predict

a masked word that may occur ambiguously in different
domains.

B. TOKEN CLASSIFICATION FOR ASPECT EXTRACTION
While the previous step focuses on learning contextual word
embeddings, now we define the specific classification task
that guides the fine-tuning of the pre-trained BERT model.
In general, BERT-based classification tasks use a special
token called [CLS] at the beginning of each review. The
corresponding word embedding of the [CLS] token is used
as a vector representation of the entire sentence, considering
both the semantics of the text and the linguistic structure of
the sentence.

The same sentence should have different representations in
the token classification from reviews in IOB tags according to
the considered aspect tokens. Thus, we formulated the token
classification as a sentence pair classification task to obtain
vector representations of reviews according to the aspect,
similar to the next sentence prediction task used in BERT.

FIGURE 5. Example of MDAE-BERT input for aspect extraction.

Given a review x = (x1, x2, . . . , xS ) and an aspect xa =
(xa1 , x

a
2 , . . . , x

a
M ), we use the special [CLS] token at the begin-

ning of the review and include a special [SEP] token after the
review to connect the aspect tokens, as shown in Figure 5.
Thus, the input xr for fine-tuning of the BERT model is as
follows:

xr = {[CLS], x1, x2, . . . , xS , [SEP], xa1 , x
a
2 , . . . , x

a
M , [SEP]}

Now, we can use BERT to encode the input sequence xr ,
where the vector corresponding to the [CLS] token considers
both the review and aspect sequences. Let xrCLS = BERT (xr )
the corresponding vector of the review-aspect representation,
we use xrCLS as the input of a classifier composed of a dense
layer followed by a softmax layer to classify the aspect in the
IOB tags, according to Equations 2 and 3, respectively,

L = tanh(WxxrCLS + bx) (2)

ŷ = softmax(WLL+ bL) (3)
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FIGURE 6. Overview of the effectiveness (F1-Macro) of each analyzed method for multi-domain aspect
extraction. The X-axis means which dataset was used for testing.

FIGURE 7. Overview of the effectiveness (Accuracy) of each analyzed method for multi-domain aspect
extraction. The X-axis means which dataset was used for testing.

where ŷ is the estimated probability distribution of the aspect
in relation to the IOB tags, and Wx , WL , bx , bL , are weight
parameters of the neural network to be optimized.

For model training, while tags B and I are directly esti-
mated from labeled aspect tokens, we sample a subset of
review tokens for tag O. In this sampling, we use all tokens
in a review that are not aspects.

Our MDAE-BERT model is trained using cross-entropy
loss, as defined in Equation 4,

L = −
∑
Dks∈Ds

∑
xr∈Dks

C∑
c=1

ycxr log(ŷ
c
xr ) (4)

where C indicates integer codes for each IOB tag, ŷcxr is the
predicted probability for input xr , and ycxr is a value of 1 or 0
that indicates when the IOB tag was correctly predicted by
the model.

IV. EXPERIMENTAL ANALYSIS AND DISCUSSION
While most works in the literature evaluate aspect extrac-
tion tasks using two datasets (Laptops and Restaurants
datasets from 2014 SemEval ABSA aspect extraction con-
text), we collect and provide a repository2 containing several
review datasets of different domains with labeled aspects.
In our experimental evaluation, we use 15 datasets (domains)
containing reviews in English, as presented in Table 4. In this

2https://github.com/BrucceNeves/MDAE-BERT

table, O indicates the number of non-aspect words, B indi-
cates the number of aspects, and I indicates how many words
are the continuation of an aspect (i.e., IOB tags). The training
process consists of a cross-validation approach at the domain
level, where 14 domains were used to train the model, and
1 domain is used to evaluate the aspect extraction task.

In each dataset, all duplicate sentences were removed.
A sentence is considered duplicate if another sentence
presents the same words in the same order, disregarding any
punctuation. For example, the following sentences are con-
sidered duplicated: ‘‘The Screen is amazing.’’, ‘‘the screen is
amazing!!!!’’ and ‘‘ThE, ScReEn, Is, AmAzIng!!!. . . ’’. It was
also guaranteed that there are no duplicate sentences between
the datasets. For example, ‘‘the battery has a great life’’
could exist in the Laptop dataset and the MicroMP3 dataset.
Stopwords and punctuations were labeled with the ‘‘O’’ tag.

Our MDAE-BERT uses BERTbase architecture. LSTM-
based aspect extraction uses the GloVe3 word embedding.
Each input review for training step consists of 3 information
pieces:
• Sentence with token ti replaced by the marker ‘‘$T$’’.
• Token ti
• Token label ti in the IOB format.
The results are presented and discussed considering (1)

the classification performance using the F1-Macro and Accu-
racy measures, and (2) a comparison of our MDAE-BERT

3http://nlp.stanford.edu/data/wordvecs/glove.42B.300d.zip
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FIGURE 8. Comparison between classification efficiency (F1-Macro) using a model trained in one
domain compared to the multi-domain model. The error bars illustrate the standard deviation. The
X-axis indicates the domain that was used for testing, in the case of the multi-domain.

FIGURE 9. Comparison between the efficiency (accuracy) of classification using a model trained in one
domain compared to the multi-domain model. The error bars illustrate the standard deviation. The
X-axis indicates the domain that was used for testing, in the case of the multi-domain.

(which does not use labeled data from the target domain)
and a BERT-based aspect extraction model (AE-BERT) that
incorporates labeled data from the target domain.

Figures 6 and 7 show the experimental results (F1-Macro
and Accuracy measures) for multi-domain aspect extraction.
The proposed MDAE-BERT approach obtained a superior
performance compared with the LSTM, obtaining a mini-
mum increase in the aspect extraction performance of 7.99%
for F1-Macro and 10.62% for Accuracy. The best result of
MDAE-BERTwas for the Laptop target domain with 65.86%
F1-Macro, thereby achieving almost 90% improvement over
LSTM.

The second experiment aims to assess whether using our
MDAE-BERT is an alternative if compared to the cost of
labeling data for a new domain. In this scenario, we use
90% of labeled aspects of the target domain to train a
BERT-based aspect extractor (AE-BERT). For a fair com-
parison, the MDAE-BERT was evaluated using the same
cross-validation test folds, i.e., using the 10% remaining
reviews from the target domain. The results are illustrated
in Figures 8 and 9, which respectively compare F1-Macro and
Accuracy.

As expected, the AE-BERT obtained higher values of
F1-Macro and Accuracy since it is trained with data from
the target domain. However, it is worth noting that in this

TABLE 4. Overview of the reviews datasets used in the experimental
evaluation.

scenario, the AE-BERT is a hypothetical model, thereby indi-
cating the result obtained if it were possible to label aspects of
the target domain. Even without labeled aspects of the target
domain, MDAE-BERT obtained competitive results for most
domains.

Table 5 presents the inconsistency between the domains
used in the training and the target domain. The inconsistency

VOLUME 9, 2021 91611



B. N. D. Santos et al.: MDAE-BERT

TABLE 5. Overview of the inconsistency levels between source and target
domain in the experimental evaluation. High values mean high
inconsistency.

was calculated according to the measure proposed in [7] by
computing the number of aspects that the source and target
domains have in common. In general, when there is less
inconsistency between the target and source domains, there
is also less difference in performance between AE-BERT
and MDAE-BERT, indicating that MDAE-BERT can learn
related concepts from other domains. When the inconsis-
tency is high, as in the target domains ‘‘restaurant’’, ‘‘diaper
champ’’ and ‘‘hotels ’, the MDAE-BERT presents some limi-
tations in transferring knowledge among domains. Analyzing
multi-domain learning in inconsistent domains motivates fur-
ther research. We argue that pre-training BERT models from
review datasets instead of general domain texts is a promising
way to deal with such knowledge transfer limitations.

V. CONCLUDING REMARKS
Multi-domain aspect extraction is a promising solution to
mitigate the cost of labeling data for aspect-based senti-
ment analysis. The proposed MDAE-BERT proved to be a
competitive alternative for this task since it uses existing
labeled data from other domains to train an aspect extrac-
tion model. MDAE-BERT obtained results superior to the
LSTM-based aspect extraction for multiple domains. In addi-
tion, MDAE-BERT was competitive with AE-BERT, which
considers labeled data from the target domain.

We note that aspect extraction results can be improved
when exploring the MDAE-BERT confidence scores. For
example, if a new target domain has a higher inconsistency
in relation to source domains, it is possible to increase the
classification process’s confidence threshold by each aspect.
In this case, only aspects classified with greater confidence
for classes B or I would be extracted, thereby increasing the
precision (to the detriment of the recall). This strategy will
be explored in future works. Another future work to mitigate
inconsistency between domains is to refine the pre-training
stage of BERT using a large corpus of reviews instead of a
general-purpose text corpus.

Finally, another contribution is a pre-trained multi-domain
aspect extraction model available at https://github.com/
BrucceNeves/MDAE-BERT. This model can be used in
English reviews to extract aspects in an unsupervised way.
In addition, it is also prepared for a fine-tuning process to
refine the model for aspect extraction if new labeled data are
available.
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