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ABSTRACT A segmentation process is usually required in order to analyze an image. One of the available
segmentation approaches is by detecting the edges on the image. Up to now, there are many edge detection
algorithms that researchers have proposed. Thus, the purpose of this systematic literature review is to inves-
tigate the available quality assessment methods that researchers have utilized to evaluate the performance
of the edge detection algorithms. Due to the vast number of available literature in this area, we limit our
search to only open-access publications. A systematic search in five publisher websites (i.e., IEEExplore,
IET digital library, Wiley, MDPI, and Hindawi) and Scopus database was carried out to gather resources
that are related to the edge detection algorithms. Seventy-three publications that are about developing or
comparing edge detection algorithms have been chosen. From these publication samples, we have identified
17 quality assessment methods used by researchers. Among the popular quality assessment methods are
visual inspection, processing time, confusion-matrix based measures, mean square error (MSE)-based
measures, and figure of merit (FOM). This survey also indicates that although most of the researchers only
use a small number of test images (i.e., less than 10 test images), there are available datasets with a larger
number of images for digital image segmentation that researchers can utilize.

INDEX TERMS Digital image processing, edge detection algorithm, image segmentation, assessment,
validation, quality measures, reviews.

I. INTRODUCTION
In some computer vision applications, image segmentation
is required to identify objects and analyze images automat-
ically or help humans find the region of interest [1]–[3].
Edge detection is one of the significant branches available
for image segmentation. The applications of edge detection
are not limited. Many applications can benefit from edge
detection. One can use edge detection to detect cracks on
a surface captured on a photograph [4]–[6]. Edge detection
is also commonly used to assess the shape of an object. For
example, edge detection is used to find an object’s perimeter,
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which is useful to find other shape’s characteristics, such as
centroid and circularity [7]. Edge detection can also be used
for art purposes. The natural picture can be transformed into
a cartoon-type picture with the help of edge detection [8].

Many researchers have come out with various algorithms
for edge detection. Edges can be identified by recognizing the
locations where there are drastic changes in intensity levels.
This identification can be made by inspecting the gradient or
derivative of the image. Thus, many algorithms are based on
the first derivative or second derivative of the image. Popular
edge detection algorithms, such as the Sobel, Prewitt, Robert
and Canny edge detectors are using this concept [9], [10].
In addition to the spatial domain approaches, some algorithms
are developed in the transformed domains, such as wavelet
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and curvelet [11], [12]. Recently, machine learning and deep
learning approaches have also been used to develop edge
detection algorithm [13]–[15].

The edge detection output is the edge or contour con-
structed by the edgels (edgel is the term used to present
the edge element). When developing an edge detection algo-
rithm, researchers need to evaluate their method’s perfor-
mance in terms of the edge or contour generated.

Up to now, various quality assessment methods have been
used by researchers to evaluate the edges generated by their
approaches. Therefore, this observation motivates us to con-
duct a systematic literature review to see how the previous
studies related to the development or comparison of edge
detection algorithms evaluated their works. This review aims
to see whether there is already a standard procedure to eval-
uate the edge detection algorithms or not. Four main aspects
will be investigated in this work. They are: (1) the assessment
method used by researchers, (2) the number of test images
used, (3) how their ground truth is obtained, and (4) the
number of benchmark methods utilized.

This review hopefully will bring benefits to several par-
ties. First, for researchers developing a new edge detection
algorithm, this review can become a guideline for selecting
suitable evaluation approaches. This review can give a basic
idea to them to decide their test images and the number
of benchmark methods. On the other hand, this review can
hopefully help researchers develop a new quality assessment
measure to evaluate edges. Based on this systematic literature
review findings, we also will provide some suggestions for
future works.

This paper is divided into five sections. Section I, which is
this section, introduces this literature review. Then, Section II
will explain our methodology in executing this literature
review. Next, Section III will present our result, followed by
Section IV that will discuss the results. The final section,
which is Section V, is for our conclusion.

II. METHODOLOGY
In this work, the systematic literature review was executed
based on the guidelines provided by the Preferred Reporting
Items for Systematic Reviews andMeta-Analyses (PRISMA)
[16], [17]. As there are many works related to edge detec-
tion, we scope our search only to open-access articles. The
literature search has been carried out on four publisher web-
sites (i.e., IEEExplore, IET digital library, Wiley, MDPI, and
Hindawi) and the Scopus database.

A. SEARCH STRATEGY
The search was performed in February 2021. The search
was performed by using the keyword: ‘‘edge detection algo-
rithm’’. The related flowchart is shown in Figure 1.

The search returned us with 1,149 results from the IEEE
website (https://ieeexplore.ieee.org). Therefore, we limited
the search for the open-access publications only, which
returned us with only 17 results.

FIGURE 1. Flowchart of the publication selection process.

For the IET (https://digital-library.theiet.org/), 144 articles
have been given as the search results. Then, we limited our
search to only open-access publications. This search returns
only eight articles.

Wiley’s website (https://onlinelibrary.wiley.com/) returns
921 publications. The results have been reduced to 44 pub-
lications when we choose only open-access publications.

MPDI is an open-access publisher. We have executed the
search on www.mpdi.com. This website presented us with
nine publications as a result.
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We did the search in https://www.hindawi.com/. Hindawi
is another well-known open-access publisher. This website
suggested 10,000 titles of publications.

Scopus (https://www.scopus.com/) has given us 3,197 pub-
lications as the initial result of the search. Therefore, we have
limited the search to only open-access publications (i.e., ‘‘All
Open Access’’) and limit the subject areas to ‘‘Computer
Science’’, ‘‘Engineering’’, and ‘‘Mathematics’’. With these
settings, we obtained 290 articles.

B. STUDY SELECTION
Due to the vast number of suggested publications that
we have obtained from our searches, as presented in
Subsection II-A, we first screened the publications’ titles. The
publications were included as the candidates of our samples
if their title meets the following criteria:
• The title is showing that the work is related to the digital
image processing field.

• The title should reflect that the publication is about
the development, usage, or evaluation of edge detection
algorithm.

For Hindawi’s website, most of the suggested publica-
tions are not related to this literature review. Therefore,
we arranged the results based on the relevancy. Then,
we inspect only a few search pages of this website, which are
really related to our work. Based on this approach, we kept
five publications from IEEE, four publications from IET,
five publications from Wiley, five publications from MDPI,
20 publications from Hindawi, and 90 publications from
Scopus (please refer to Figure 1).

After this first screening, the publications from these six
sources were combined, and duplicates were removed. Then,
based on the full-text publications, the publications were
selected for this systematic literature review if they fulfill the
following criteria:
• The text in the publication is written in English.
• The publication is on digital image processing.
• The publication is about the development of a new
edge detection algorithm, improvement to edge detec-
tion algorithm, evaluation of edge detection algorithm,
or the usage of the edge detection algorithm.

• The evaluation used in the publication should not be too
specific towards certain applications.

The full-text publications are excluded from this system-
atic literature review if any of the above condition is not
met. The process of selecting the full-text publications for
inclusion in this work was distributed independently among
the authors of this paper.

C. DATA EXTRACTION AND ANALYSIS APPROACH
For this systematic literature review, data extraction was con-
centrated on the following four aspects: (i) quality assess-
ment method, (ii) test images, (iii) ground-truth, and (iv)
the number of benchmark methods. Data extracted from
each publication were: (a) authors, (b) year of publication,

(c) quality assessment method(s) used, (d) the number of
test images used, (e) information about the ground truth, and
(f) the number of benchmark methods used.

III. RESULTS
This section is divided into five subsections.
Subsection III-A gives the search results for the publication
selection process. Then, Subsection III-B presents the quality
assessment methods that are used by our samples. Next,
information about the test images used by the researchers
are provided in Subsection III-C. After that, we explain
our finding related to the ground-truth in Subsection III-D.
Finally, Subsection III-E presents the gathered information
about the number of benchmark methods.

A. SEARCH RESULTS
After the removal of duplicates, we identified a total
of 107 publications (i.e., n = 107) from six sources (i.e.,
IEEE, IET, Wiley, MDPI, Hindawi, and Scopus) as the candi-
dates for our literature review. Following the full-text publi-
cations screening (i.e., to assess the publications’ eligibility),
73 publications (i.e., n = 73) have met the inclusion criteria.
This publication selection process is shown in Figure 1.

B. QUALITY ASSESSMENT METHODS
There are 17 quality assessment methods have been used in
these 73 publications. Each of this method is explained by the
following subsections.

1) VISUAL INSPECTION
Visual inspection is the most used quality assessment method
found in these 73 publication samples. All of these pub-
lication samples are using visual inspection to discuss the
performance of their edge detection algorithm.Output images
are shown for the evaluation. This quality assessment method
is not an objective assessment method. The ground truth is
not required for this assessment. The outputs are judged sub-
jectively by the human, based on their preference. However,
there are variations in how the authors presented their outputs.
Some of the examples are shown in Figure 2.

Lasserre et al. [18] have used five images to evaluate their
edge detection algorithm’s performance. Two images have
been used to evaluate the directional gradient magnitudes
(i.e., approach as shown in Figure 2(b)). These gradient mag-
nitude images are used to show that the proposed method
has successfully removed strong gradient values that are not
related to the important edges, according to this work. The
other three images have been used to evaluate the appearance
of the areas that are enclosed by the generated contours (i.e.,
approach as shown in Figure 2(d)). These images have also
been used to discuss how close the generated contours with
the expected contour by humans.

Sun et al. [19] have used six hyperspectral images, con-
sisting of artificial images and real natural scene images,
for their evaluation. The artificial images were generated
using a freeware called HYper-spectral data viewer for
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FIGURE 2. Examples of visual inspection. (a) Input image. (b) Gradient
magnitude. (c) Detected edges. (d). Detected edges overlaid with the
input image.

Development of Research Applications (HYDRA) [20]. They
have commented on the edges generated by the algorithms
(i.e., approach as shown in Figure 2(c)). Poormethods usually
generate many small, spurious, or grainy edges.

Chen and Chiu [21] compared the edges generated by their
method with four other methods. Yahya et al. [22] evaluated
the edges’ appearance from their method and compared them
with five other methods.

Researchers also have compared the images of edges
obtained from different image resolutions. An example is a
work on ore image edge detection by Wang and Zhang [23].
They have evaluated the edges that are obtained by the bina-
rization process. Three input images with different resolu-
tions have been used for this purpose.

To evaluate the segmentation results of their work, Xu and
Xiao [24], have utilized two images for this purpose. The
images used are showing the wind turbine blade. They eval-
uate the performance in terms of edges detected and also the
segmented region.

2) PERCENTAGE OF ACCEPTABLE SEGMENTATION
CONTOUR
In work by Lasserre et al. [18], they use the percentage of
acceptable segmentation contour as one of their evaluations.
This measure can be considered as an extension of the visual
inspection assessments. No ground truth is needed for this
measure. This percentage is defined as the percentage of
output images that have generated contours similar to those
expected by a human.

3) NUMBER OF DETECTED EDGELS
In work by Sundani et al. [25], they have measured the num-
ber of edgels as one of their evaluations. They assume that
a good edge detection algorithm will produce more edges.
As they developed an improvement to the Canny algorithm,
they have also calculated the increment of edgels with respect
to the edges detected by the Canny algorithm. This measure
is defined as:

Increment =
Nq − NC

Si
× 100% (1)

where Nq is the number of edgels detected by their method,
NC is the number of edgel from the Canny algorithm, and Si
is the image’s size.

4) CONFUSION MATRIX-BASED MEASURES
In this reference-based evaluation, in addition to the detected
edges by the algorithm, the researchers also need to provide
the ground truth for each image tested. The ground truth
contains the targeted edgels; how the edges or contour should
be. By comparing the detected edges with the ground truth,
four classes are generated, which are true positive (TP), true
negative (TN), false negative (FN), and false positive (FP).
This is defined by the confusion matrix shown in Figure 3.

FIGURE 3. A confusion matrix to define TP, TN, FP and FN.

The true positive TP is when the edgel is both defined by
the algorithm and also by the ground truth. The true negative
TN is when the non-edge pixel defined by the ground truth
is correctly identified as the non-edge pixel by the algorithm.
The false-positive FP is when the non-edge pixel defined by
the ground truth is wrongly identified as the edgel by the algo-
rithm. The false-negative FN is when the actual edgel defined
by the ground truth is wrongly identified as a non-edge pixel
by the algorithm.

From these four classes, several other quality measures can
be defined. Precision is defined as:

Precision =
#(TP)

#(TP+FP)
(2)

where #(.) is the number of elements in a set. This measure is
also called as positive predictive value (PPV).

Recall is expressed as:

Recall =
#(TP)

#(TP+FN)
(3)
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This measure is also known as true positive rate (TPR),
sensitivity, or hit rate.

The false positive rate (FPR), or fall-out is given as:

FPR =
#(FP)

#(FP+TN)
(4)

The true negative rate (TNR) is described as:

TNR =
#(TN)

#(TN+FP)
(5)

The negative predictive value (NPV) is presented by the
following equation:

NPV =
#(TN)

#(TN+FN)
(6)

The error rate (Err) is defined as:

Err =
#(FP)

#(TP+FN)
(7)

The accuracy (Acc) is given as:

Acc =
#(TP+TN)

#(TP+TN+FP+FN)
(8)

The F1-score is defined as:

F1-score =
#(2TP)

#(2TP+FN+FP)
(9)

The researchers in our samples did not use all the formu-
las listed above but use selected evaluations for their work.
For example, Dong et al. [26] used only the true positive
rate (i.e., Recall) and the false positive rate (FPR) in their
work. Huang et al. [27] utilized the sensitivity measure
(i.e., Recall). Dorafshan et al. [6] evaluated the methods
by using the positive predictive value (i.e., Precision), true
positive rate (i.e., Recall), accuracy, negative predictive value,
and F1-score. Luo et al. [28] have used the true positive rate
(i.e., Recall), false-positive rate (FPR), and accuracy (Acc).
They also have added the versions of Recall, FPR, and Acc
that still accepted detected edgels by the algorithms, which
deviate a few pixels from the ground truth. Bogdan et al. [29]
utilized Recall, Precision, and F1-score.

Khunteta and Ghosh [30] and Xu et al. [31] used a mea-
sure called P-value (or precision value) for their evaluation
purpose. This measure is defined as:

P-value =
#(TP)

#(TP+FP+FN)
(10)

Sun et al. [19] have used F-measure as their quantitative
evaluation. Their definition of F-measure (Fα) is:

Fα =
Precision× Recall

α.Precision+ (1− α).Recall
(11)

with α ∈ [0, 1] is the weighting parameter.
Qu et al. [15] and Zheng et al. [32] have also used

F-measure in their work, but their definition for the
F-measure is:

F-measure =
2× Precision× Recall

Precision+Recall
(12)

Related to the F-measure are two other quality measure,
which are optimal dataset scale (ODS), and optimal image
scale (OIS). The ODS is the value of F-measure obtained
from a fix contour threshold, while the OIS is when the
optimal threshold is applied individually to each test image.
Qu et al. [15] have used F-measure, ODS and OIS in their
work. Besides, they are also have discussed the plot of preci-
sion versus recall (i.e., PR curve) to compare the performance
of their method with other methods.

5) NUMBER OF THE FALSE EDGES
Al-Jarrah et al. [33] compared the number of false edges
obtained from several edge detection approaches. A low
number of false edges indicates a good edge detection
method. Unfortunately, the definition of the false edges is
not mentioned in this work, whether it is false-positive edges,
false-negative edges, or both.

6) RECEIVER OPERATING CHARACTERISTIC (ROC)
The receiver operating characteristic (ROC) is obtained by
plotting the true positive rate (TPR) versus the false positive
rate (FPR). If the plot shows that the curve is nearer to the
left-hand border and the ROC space’s top border, then the
method is considered to produce accurate results. On the other
hand, if the curve is around 45◦ of the ROC space, this shows
that the results are less accurate. Zheng et al. [32] used ROC
as one of the evaluation criteria in their work.

7) EDGE DETECTION ERROR, ε
The measure of edge detection error ε was introduced by
Ma and Staunton [34]. It compares the edge detected by the
algorithm with the ground truth, as defined as:

ε = 1−
#(G ∩ E)
#(G)

(13)

where G is the ground truth, E is the detected edges, and #(.)
is the number of elements in a set. A good edge detection
algorithm will give a small value of ε. Guo and Sengur [35]
have used this measure for their work.

8) INTERSECTION OVER UNION (IoU)
The measure of intersection over union (IoU) can be used
to measure the correlation between the edges on the ground
truth, with the edges detected by the algorithm. A high IoU
value indicates a high correlation of edges between these two
edge images. Zheng et al. [32] have used IoU as one of the
performance measures in their work.

Yoon [36] has used IoU to measure the edge similarity.
In this work, IoU is called as an edge similarity or an over-
lapping rate. The similarity is defined as:

S(G,E) =
G ∩ E
G ∪ E

(14)

where E is the result from the segmentation, and G is the
ground truth.
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9) MISCLASSIFICATION RATE (MCR)
Misclassification rate (MCR) is defined as:

MCR =

∑
|BG ∩ BE | +

∑
|FG ∩ FE |∑

(BG + FE )
× 100% (15)

where G and E are the ground truth and the detected edges,
respectively. Then, Fi and Bi (with i = G, or E) stand for
the foreground pixels, and background pixels, respectively.
A lowMCR value indicates a good edge detection result. This
measure has been used by the work by Ergen [37].

10) BUFFER ANALYSIS METHOD
In work by Zhang et al. [14], one template SAR image has
been used in their buffer analysis method. The buffer analysis
method works by counting the number of detected edgels
within a 3×3 buffer around the correct edgel (i.e., the ground
truth). There are two types of analysis presented; the per-
centage Bi (i = 0, 1, 2, 3), and the cumulative percentage Si
(i = 0, 1, 2, 3), where i is the radius of the mask used for the
evaluation.

11) STRUCTURAL SIMILARITY INDEX (SSIM)
Mittal et al. [38] and Arulpandy and Pricilla [39] have use
SSIM to evaluate their work. SSIM can be defined as:

SSIM(G,E) = [l(G,E), c(G,E), s(G,E)] (16)

which means that this measure is based on the luminance (l),
contrast (c), and structure (s).

12) EDGE BASED SSIM (ESSIM)
Arulpandy and Pricilla [39] have use edge based structural
similarity index (ESSIM) to evaluate their method. This mea-
sure can be defined as:

ESSIM(G,E) = [l(G,E), c(G,E), e(G,E)] (17)

which means that this measure is based on the luminance (l),
contrast (c), and edges (e).

13) CONTINUITY EVALUATION
Zheng et al. [40] have used a measure called a continuity
evaluation index in their work. The continuity index ρ is
defined as:

ρ =
ε1ns
εsn1

(18)

where ε1 and εs are the number of edge points from the output,
and the ground truth, respectively, whereas n1 and ns are the
number of edge lines on the output, and the ground truth,
respectively. Higher value of ρ indicates better performance.
Yang et al. [41] used a similar measure to ρ. However,

this measure does not need any ground truth. This measure,
denoted as R, is defined as:

R =
TEN
CEN

(19)

where TEN is the number of the detected edgels, while CEN
is the number of edge segments. A higher value of R indicates
that the segment is longer (i.e., more continuous).

The work by Yu et al. [42] used a similar but more detailed
equation. They define A as the number of edgels detected
by the algorithms, B is the number of segments detected by
4-connected component analysis, and C is the number of
segments detected by 8-connected component analysis. They
measured two values, which are C/A (to present the edge
continuity) and C/B (to present the edge width). A good edge
detection method is expected to give a smaller value of these
ratios.

14) MEAN SQUARE ERROR (MSE),
ROOT-MEAN-SQUARE-ERROR (RMSE), SIGNAL-TO-NOISE
RATIO (SNR), OR PEAK SIGNAL-TO-NOISE RATIO (PSNR)
Mittal et al. [38], Yang et al. [41] use the mean square
error (MSE) as one of their evaluation method. If both the
resultant edge image E and the ground truth imageG are both
in size of M × N pixels, MSE is defined as:

MSE(E,G) =
1
MN

M−1∑
x=0

N−1∑
y=0

||Ex,y − Gx,y||2 (20)

where x, y are the spatial coordinates. Smaller magnitude of
MSE indicates a better performance.

A similar measure to MSE is the root-mean-square-error
(RMSE), which is defined as:

RMSE(E,G) =
√
MSE(E,G) (21)

RMSE has been used in the work by
Mendhurwar et al. [43].
Other option is by using peak signal-to-noise ratio (PSNR)

to evaluate the performance of edge detection algorithms.
PSNR is defined as:

PSNR(E,G) = 10 log10
2552MN∑M−1

x=0
∑N−1

y=0 (Gx,y − Ex,y)
2

= 10 log10
2552

MSE(E,G)
(22)

In contrast to the MSE, a higher magnitude of
PSNR indicates a better performance. Researchers such
as Yahya et al. [22], Fu [44], Chi and Gao [45],
Mendhurwar et al. [43], Ren et al. [46], Sert and Avci [47],
and Tang et al. [48] have used PSNR as one of the evaluation
measures for their work. El Araby et al. [49], Hu et al. [50],
and Sudhakara and Meena [51] have used both MSE and
PSNR.

Mendhurwar et al. [43] also have used signal-to-noise
ratio (SNR) to evaluate their method. This measure is defined
as:

SNR(E,G) =

√√√√ ∑M−1
x=0

∑N−1
y=0 (Ex,y)

2∑M−1
x=0

∑N−1
y=0 (Gx,y − Ex,y)

2
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=

√∑M−1
x=0

∑N−1
y=0 (Ex,y)

2

MN ×MSE(E,G)
(23)

Kurdi et al. [52] have also used SNR in their work. How-
ever, their SNR is reported in decibel (dB). Zhao [53] have
utilized a slightly different equation for their SNR measure.

15) ENTROPY
In 1948, E. Shannon had proposed a measure, called entropy,
to evaluate the information content [38]. The information
entropy is defined as:

H (I ) = −
L∑
i=0

pi log2 pi (24)

where I is the image that we want to evaluate, pi is the rate of
recurrence of pixels with intensity i, and H (I ) is Shannon’s
entropy. This measure is also called the average information
content (AIC). Researchers such asMittal et al. [38], and Sud-
hakara and Meena [51] have employed Shannon’s entropy to
investigate whether their generated edges are meaningful or
not.

16) FIGURE OF MERIT, FOM
Figure of merit (FOM) was introduced by Pratt [54]. This
measure is defined as:

FOM =
1

max(NE ,NG)

NE∑
k=1

1
1+ αd2(k)

(25)

where NG is the numbers of the actual edges, NE is the
number of the detected edges by the algorithm, α is the
scaling constant, and d(k) is the displacement of the detected
edge from the actual edge. This measure has been used by
researchers, including Yahya et al. [22], Chen et al. [55],
Mendhurwar et al. [43], Yang et al. [41], Elaraby and
Moratal [56], Ergen [37], Gonzalez et al. [57], Liu et al. [58],
Ren et al. [46], Sadiq et al. [59], Sert and Avci [47], Guo and
Sengur [35], and Nes [60]. In the work by Liu and Ren [61],
they addressed FOM as the quality factor Q.

17) PROCESSING TIME, OR COMPUTATIONAL COMPLEXITY
Processing time, or known as the CPU time, is a measure
on how long the segmentation process needs to completely
segment the image. They normally measured in seconds,
ot milliseconds. Lasserre et al. [18] have evaluate the pro-
cessing time, based on three categories of input, which are
easy, medium and complex. Processing time is also has been
used by researchers such as Wang and Zhang [23], and
Yahya et al. [22].
In the work by Liu and Ren [61], in addition to the pro-

cessing time, they also have reported the memory footprint,
which was measured in megabytes (MB). Higher value of
memory footprint indirectly indicates that the algorithm is
more complex.

Ma et al. [62] compared the complexity of the edge
detection algorithms. They have evaluated the complexity

of their method depending on the cases. On the other hand,
Qu et al. [15] used frame per second (FPS) to indicates the
processing time needed by the algorithms.

C. TEST IMAGES
Not all of the publication samples in this study reported the
sources of their input images. Only 13 from 73 publication
samples (i.e., 17.81%) have reported their image source.
Nevertheless, we have observed that some of the works are
using standard images, such as ‘‘Lena’’ and ‘‘Cameraman’’,
together with their unique input images. Zhang et al. [14]
have used one SAR image obtained from the National Library
Website. Xu and Xiao [24] used images from work by
Heath et al. [63]. Sun et al. [19] generate artificial images to
represent hyperspectral images by using HYDRA [20]. Chen
and Chiu used five natural images, with textures, taken from
Flickr (www.flickr.com).

Zhang et al. [64] used 795 training images and 654 testing
images taken from the NYUD2 dataset. Tang et al. [48]
used images obtained from the UCID test database.
Cao et al. [65] have used the Pascal VOC2012 database
(http://host.robots.ox.ac.uk/pascal/VOC/voc2012/) for their
input. This database is available to researchers and has
17,125 images in 20 categories. Six publications have
used Berkeley Segmentation Data Set and Benchmarks
500 (BSDS500). These publications are the works by
Mittal et al. [38], Qu et al. [15], Zheng et al. [32],
Chen et al. [55], Bogdan et al. [29] and Zheng et al. [40].
BSDS500 provides 200 images for training, 100 images for
validation, and 200 images for testing.

We also have investigated the number of test images used
by the researchers. Some of the publications did not explicitly
specify the number of test images used by them. This is shown
in Figure 4. From this figure, we can see that the number
of test images used by the researchers is varied. It can be
observed that 40 from 73 publication samples (i.e., 54.79%)
are using five or fewer test images. On the other hand, eight
publications have used more than 100 test images. These
eight publications are the works by:

1) Alpert et al. [66] in year 2010. The work was on
detecting weak curved edges in noisy images. The test
images consist of 63 binary images and 100 grayscale
images.

2) Chen et al. [55] in the year 2015, which is
using BSDS500. The edge detection is done based
on nonsubsampled contourlet transform and edge
tracking.

3) Zhang et al. [64] in the year 2016, which is using the
NYUD2 dataset. The work involves with a machine
learning approach, which is based on structured forests.

4) Dorafshan et al. [6] in the year 2018. The work is on
detecting the crack in the concrete and involves imple-
menting deep convolutional neural networks.

5) Cao et al. [65] in the year 2018, which is using Pascal
VOC2012. This work implemented a parallel approach
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FIGURE 4. The total number of test images used by the publication
samples.

to detect edges utilizing the Hadoop platform. Sixty
thousand images have been used in this work.

6) Qu et al. [15] in the year 2019, which is using BSDS500.
This work involves a deep neural network.

7) Mittal et al. [38] in the year 2019, which is using
BSDS500. The aim is to produce edges with better
connectivity.

8) Zheng et al. [40] in the year 2020, which is using
BSDS500. The work was on developing an adaptive
edge detection algorithm.

From the list above, we can see that the works with more
than 100 test images aremostly from the year 2018 and above.
Themajority of them are using the BSDS500 dataset. Some of
them are implementing deep neural network, which requires
a large number of images.

We also investigated the number of images that the
researchers used for their visual inspection assessment. The
finding is shown in Figure 5. From this figure, we can
see that majority of the publication samples are using less
than five images for this purpose. Although the majority
of the researchers are using a small number of test images
for the visual inspection, it is worth noting that some of
the researchers did further extensive assessments. These
assessments include inspecting the algorithms’ performance
under different parameter settings, different image resolu-
tions, or different levels of noise corruption.

FIGURE 5. The total number of test images used for the visual inspection.

D. GROUND TRUTH
Almost all of our publication samples do not discuss their
ground truth, although reference-based evaluation methods
have been utilized in their works. For researchers using
Berkeley Segmentation Data Set (BSDS500), this dataset
provides 100 test images with ground truth. The bound-
aries in these ground truth images are labeled by a human.
Researchers such as Mittal et al. [38], Qu et al. [15], and
Zheng et al. [32] are using BSDS500 in their research.

In work by Xu and Xiao [24], their own edge detection
algorithm develops the ground truth. By changing the regu-
larization parameters αj, with j ∈ {1, 2, . . . ,N }, their method
will develop N different edge maps Dj,∈ {1, 2, . . . ,N }.
Next, they generate N potential ground truths (PGTs) based
on the information from Dj. The Chi-square test was con-
ducted on each PGTj, and the PGTj with the best test value is
selected as the estimated ground truth (EGT).

E. NUMBER OF BENCHMARK METHODS
We have investigated the number of benchmark methods
used by the publication samples. The result is shown in
Figure 6. As shown by this figure, four publications do not
have any benchmark method. Fifteen publications only have
one method to compare. Nevertheless, most of these publi-
cations are the extension to the well-known edge detector
algorithm, such as Canny or Sobel, where the comparisons
were only made to this base method.

FIGURE 6. The number of benchmark methods.

From Figure 6, it can be seen that the majority of the
methods have one to four benchmark methods. Canny, Sobel,
and Prewitt are among the popular benchmark methods.

In these samples, only one publication has more than nine
methods for the comparisons. This work is by Qu et al. [15],
where they have around 20 benchmarkmethods to assess their
deep neural network.

IV. DISCUSSIONS
From Section III-B, those 17 assessment methods obtained
from 73 publication samples can be classified into the fol-
lowing three general categories:
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(I) Subjective evaluation. Under this category, the per-
formance of the edge detection algorithm is judged
subjectively by the human(s). Therefore, the reference
image or the ground truth is not needed.Methods under
this category are:
1. Visual inspection (all 73 publications).
2. Percentage of acceptable contour (one publication).

(II) No-reference image quality assessment methods.
Methods under this category do not require the refer-
ence image or the ground truth. The measurement is
done by the information provided solely by the results
from the algorithm. Methods under this category
are:
1. Continuity evaluation (two publications).
2. Processing time, or computational complexity

(23 publications).
(III) Full-reference image quality assessment methods. The

reference image or the ground truth is needed by this
category. The performance of the method is evaluated
by comparing the result from the algorithm with the
reference image. Methods under this category are:
1. Number of detected edgels (one publication).
2. Confusion matrix-based measures (14 publica-

tions).
3. Number of false edges (one publication).
4. ROC (one publication).
5. Edge detection error (one publication).
6. Intersection over union (IoU) (two publications).
7. Buffer analysis method (one publication).
8. SSIM (two publications).
9. Edge based SSIM (ESSIM) (one publication).

10. Continuity evaluation (one publication).
11. MSE, RMSE, SNR, or PSNR (14 publications).
12. Entropy (two publications).
13. Figure of merit (FOM) (14 publications).

The continuity evaluation methods fall into two categories
because Yang et al. [41], and Yu et al. [42] do the calculation
based on the output edges only. In contrast, the method by
Zheng et al. [40] needs the ground truth.

Researchers also combined assessment methods to eval-
uate the performance of edge detection algorithm. Table 1
presents the summary of the assessment used in these 73 pub-
lications. There are 25 combinations in total, ranging from
one evaluation method to the combination of four methods.
From this literature review, we found that there is still no
standard assessment method available for evaluating the edge
detection algorithm. There is no common assessment combi-
nation that can be found in Table 1. Each assessment method
has its advantages and disadvantages, where the researcher
uses or develops the measure based on their research’s aim.
Most of the assessment methods are also used by only one
publication.

We observed that visual inspection is the most popular
assessment method used by researchers. All of these 73 pub-
lications have utilized visual inspection. Even 20 of them did

the evaluation solely based on the visual inspection. Although
relatively easy, the visual inspection is essential to verify that
the algorithm produces results similar to the one expected
from a human. However, the visual inspection used may
not be the same with each other. The visual inspection may
include checking the edges or contour, displaying the gradi-
ent magnitude, or evaluating the edges shown on the input
image.

Works by Sze et al. [67], Alpert et al. [66], for example,
use only visual inspection for their assessments because the
objects on their test images are simple or having strong con-
trast, where the edges of interest are relatively easy to be iden-
tified. However, some other methods are using more complex
test images. For these cases, not all edges on the image will be
considered for the evaluation. Judgment of the output quality
is depending on the preference of the human evaluator. Thus,
the visual inspection is prone to the inter-observer variation,
where the result reported by one observermay not be the same
as a result by other observers.

To get a more truthful result, the researchers should
report who the evaluators are and how many evaluators
are employed for their visual inspection procedure. In our
opinion, the researchers should avoid being the evaluator,
as the preference might be biased towards their own method.
It would be much better to recruit people outside the research
group to be the evaluator. It is also good to have more than
one evaluator for this purpose so that the inter-observer vari-
ation effect can be reduced. We also believe that the visual
inspection should be paired with other quantitative quality
assessment methods.

The second most popular edge detection assessment
method is the processing time or complexity analysis, with
23 from 73 publications are utilizing it. This measure is used
to evaluate the processing speed of the methods, where a
shorter processing time is desired. This measure is crucial,
especially for those methods designed for real-time applica-
tions. The other popular assessment methods are (i) confusion
matrix-based measures, (ii) MSE, RMSE, SNR, or PSNR,
and (iii) figure of merit (FOM), where each of them has been
reported in 14 publications. The other evaluation methods
can be considered as not popular as only three or fewer
publications are using them.

From Table 1, we can see that most of the publications
using a combination of three or four quality assessment meth-
ods are recent publications, which are from the year 2018 and
above. This observation indicates that the researchers are still
not satisfied with the currently available assessment methods,
as a certain assessment only addressed a specified aspect
for the evaluation. Therefore, we would like to suggest the
researchers have at least four quality assessment methods to
cover the following four evaluation aspects:
1) The appearance of the edges. This can be observed by

using subjective evaluation methods.
2) Processing time, or complexity analysis. This measure

is important as a simple and fast method is generally
desired.
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TABLE 1. Summary of the quality assessment methods of 73 publications.

3) Pixel-by-pixel evaluation of the detected edges. This
can be obtained by using full-reference image quality
assessment methods.

4) Continuity evaluation. This evaluation is important
because in most applications, a closed contour or con-
tinuous edges are required.
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One of the main drawbacks of the reference-based eval-
uation method for evaluating edge detection algorithms is
that the edges detected by the algorithm, and the edges in
the ground truth, are usually presented by thin segments.
Therefore, it is challenging to find the overlap portion of these
segments (i.e., the true positive), especially in segmenting
weak edges. As a consequence, some assessment measures
that consider the slight deviation of the detected edges from
the ground truth, similar to the work by Luo et al. [28], should
be further investigated in the future.

The development of algorithms, which do not require
training or validation image dataset, may continue to use
a low number of test images. The number of test images
between one to five images is widely accepted, as found from
Section III-C of this literature survey. However, we believe
that the use of more test images is better as this will indicate
that their methods are robust and can work on various types of
input images. We want to suggest that there should be at least
three test images to evaluate the edge detection algorithm.
One image is to present a simple image, one image with
moderate complexity, and another one with highly complex
structures or edges.

Nevertheless, with the rapid development of deep learning
methods for image processing, including for edge detection
purposes, researchers may be involved with deep learning,
which requires a large number of images for their methods.
For this purpose, the researcher can create their dataset or use
the available dataset such as BSDS500 or Pascal VOC2012.

Most of the quality assessment methods found in this
literature review are full-reference methods. This finding
shows the importance of the ground truth. Unfortunately,
Section III-D of this literature review shows that most authors
did not explain how they obtained their ground truth. Gener-
ally, the ground truth is presented by a binary image, where
each pixel is labeled either as edgel or as non-edgel. It is
worth noting that not all the edges from the image are the
desired output edges. Therefore, some explanation on how the
edges are classified into useful and non-useful edges should
be provided. In the future, we would like to suggest that the
ground truth is not binary but should contain information
about useful edges, non-useful edges, and non-edges (i.e.,
three categories).

Furthermore, suppose the ground truth is created by
humans. In order to reduce the effect of inter-human variation,
more than one human operator is needed to mark the edges
for the ground truth. Therefore, in the future, research on how
to combine edge segments from multiple human operators
should be conducted.

We also found that the number of benchmark methods
that are less than five methods is acceptable in Section III-E.
Well-known edge detection algorithms such as Canny, Sobel,
and Prewitt are among the popular choice for the benchmark
methods. We found out that the comparison with the state-
of-art method is not a requirement for researches in this area.
This observation is maybe because the developed algorithms
are specific to a particular type of application only. However,

in the future, we would like to encourage researchers to com-
pare the performance of the developed algorithm with state-
of-art methods. For example, suppose the work is to introduce
a new improvement to Canny edge detection. In that case,
the comparison should not only done towards the original
Canny edge detector but should also include the recently
improved Canny versions.

V. CONCLUSION
To conclude, from these 73 publication samples, we found
that there are 17 quality assessment methods used by
researchers to evaluate the performance of their edge detec-
tion algorithms. These assessment methods can be generally
classified into three categories, which are (i) subjective eval-
uation, (ii) no-reference image quality assessment methods,
and (iii) full-reference image quality assessment methods.
Most of the assessment methods are under full-reference
methods.

This literature review reveals that there is still no standard
method to evaluate edge detection algorithm. There is also
no standard in terms of the number of test images and the
benchmark methods used. Most of the researchers also not
explain how they obtain the ground truth.

Based on this review, we have suggested that the evaluation
methods combine at least four approaches to cover four main
evaluation aspects. The number of the test images should be
at least three to cover at least three levels of edge complexity.
For the ground truth, we suggested that the ground truth be
created by more than one human and contains three classes
(i.e., useful edges, non-useful edges, and non-edges). We also
encourage the researchers to compare their methods with
recent related methods. More works are needed in developing
a standard quality assessment method for edge detection
algorithms.
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