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ABSTRACT Wireless Mesh Networks (WMNs) are considered self-organizing, self-healing, and
self-configuring networks. Despite these exciting features, WMNs face several routing challenges includ-
ing scalability, reliability and link failures, mobility, flexibility, and other network management issues.
To address these challenges, WMNs need to make programmable to allow modifications of standard
techniques to be configured and implemented through software programs that can be resolved by integrating
Software Defined Networking (SDN) architecture. SDN, being a cutting-edge technology promises the facil-
itation of network management as well as routing issues of wireless mesh networks. However, the evolution
of the legacy IP-based network model in its entirety leads to technical, operational, and economic problems
that can be mitigated by full interoperability between SDN and existing IP devices. This study introduces
a Robust Routing Architecture for Hybrid Software-Defined and Wireless Mesh Networks (Soft-Mesh),
by systematic and gradual transitioning of WMNs to SDNs in an efficient manner. The main objective of
this paper is to suggest improvements to the architecture of the SDN node that allow the implementation of
various network functions such as routing, load balancing, network control, and traffic engineering for the
hybrid SDN and IP networks. Mininet-WiFi Simulator is used to perform various experiments to evaluate the
performance of proposed architecture by creating a hybrid network topology with a varying number of nodes
that is 50, 100, 150, 200, and 250 including SDN hybrid and legacy nodes with varying proportion of SDN
hybrid and legacy nodes. Results are taken for the average UDP throughput, end-to-end delay, packet drop
ratio, and routing overhead while comparing with traditional routing protocols including Optimized Link
State Routing (OLSR) and Better Approach to Mobile Adhoc Networking (BATMAN) and with existing
hybrid SDN/IP routing architectures including Hakiri and wmSDN. The analysis of simulation results shows
that the proposed architecture Soft-Mesh outperforms in terms of the aforementioned performance metrics
than the traditional and exiting hybrid routing protocols. Soft-Mesh gives 50% to 70% improved results
concerning the incremental proportion of SDN hybrid nodes.

INDEX TERMS Control plane, data plane, hybrid, programmable, routing, software-defined networking,
wireless mesh networks.

I. INTRODUCTION
The rapidly growing user demand and network usage make
the management of traditional networks more complex and
difficult to control. Although various types of network traffic
and applications, such as multimedia, mobile data, cloud
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computing, and large data applications, have been used to
generate high revenue, these applications still pose many
operational and performance challenges for network opera-
tors [1]. While addressing these challenges, efficiency and
flexibility remain key requirements for contemporary net-
works, however, network programming is a means of making
these networks more efficient and flexible. Network pro-
grammability can be achieved by using the Software-Defined
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FIGURE 1. Software-defined networking (SDN) Architecture.

Networking (SDN) paradigm, which works on the princi-
ple of centralization of control and management, provid-
ing a solution for network management and control-related
issues. SDN decouples the data plane from the control
plane [2] and [3] and ensures a significant reduction in
the complexity of network management, enabling revolu-
tionary innovation and transformation with network inter-
face programmability [4], [5], and [6]. The SDN archi-
tecture is advantageous over traditional network architec-
tures in a variety of ways [7] and [8] including modifica-
tion of traffic engineering policies, optimization of online
or run-time traffic, creating innovative services like pack-
ets are treated differently based on the user or the appli-
cation. SDN combines with Network Function Virtualiza-
tion (NFV) for dynamic start-up and on-the-fly deployment
of network functions and services, enabling network oper-
ators and service providers to gain control over their net-
work.

As shown in Figure 1, the SDN architecture usually con-
sists of three main layers, the application layer, control
plane, and data plane. The network functions and applica-
tions commonly used by the organizations, such as secu-
rity systems, firewalls, and load balancing, are included
in the application layer. A layer of the control plane,
known as the SDN brain, represents the logically central-
ized SDN controller. The controller administers the poli-
cies while residing on a computer. Physical devices such
as routers, nodes, and other network devices collectively
create the data plane layer. Using applications programming
interfaces (APIs), known as northbound and southbound
APIs, three-layer communication is carried out. In particu-
lar, to communicate with the controller, an application uses
northbound API such as RESTful, while southbound API
such as OpenFlow is used for communication between a
controller and data plane devices. OpenDaylight, Floodlight,
Ryu, and POX are commonly used controllers [9]. When-
ever the first packet of a flow is received by the SDN
node (implemented with the OpenFlow protocol), the node
then queries the controller to get the forward path for the

FIGURE 2. Working of SDN.

received flow, the controller installs the appropriate rules
in the node firmware. As shown in Figure 2, these rules
provide details about the behavior needed by the packet. The
role of the controller is to install the necessary rules for
each node involved in the forwarding path. A route request
message is sometimes initiated from the originating node that
does not have a path installed related to the corresponding
packet.

The existing research on SDN is primarily focused
on a complete paradigm shift from legacy networks to
software-defined networking, considering the extensions and
modifications in OpenFlow protocol. However, the current
research is focused on the integration of SDN technology in
the WMN networking paradigm to create a hybrid (SDN/IP)
network architecture. As the architecture of Wireless Mesh
Networks (WMNs) is increasingly implemented in existing
communication systems and internet access applications due
to its stability [10]. However, complex topology changes and
diverse communication may be needed for the interaction
of mesh nodes with the network, which is a major reason
for making it difficult to manage WMNs [11]. Furthermore,
effective load balancing, traffic engineering, and resource
allocation must be introduced by theWMNs to alleviate these
issues [12], [13], and [14]. In addition to the mentioned net-
work management requirements, WMNs face several routing
challenges including variable link quality, network hetero-
geneity, and traffic load [15], [16], and [17]. Being a new and
promising architecture, SDN addresses the afore-mentioned
routing and management challenges of WMNs by intro-
ducing agility and Flexibility [18]. SDN accomplishes the
purpose of programmable WMNs by remotely controlling
and configuring mesh routers and making them simple data
forwarders. Furthermore, it is possible to implement conges-
tion control and load balancing strategies to improve traffic
management inWMNs. However, the adoption of SDN using
a single controller may cause a compromise in network reli-
ability issues. Fault tolerance must also be addressed when
altering the SDN paradigm [19]. Considering user and system
specifications, different QoS policies must be implemented
by network operators [20]. Besides, the introduction of SDN
in theWMNprovides an efficient means of performing traffic
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engineering, resulting in a substantial improvement in net-
work efficiency [21]. However, for the widespread implemen-
tation of anymodern networking technology, Rip-and-replace
is not a feasible technique. When adapting to a modern tech-
nology model, network operators are not expected to update
forklifts [22]. Because of certain economic and operational
problems, such as support for the entire network nodes and
managed by a logically centralized controller, the full imple-
mentation of SDN does not work. Hence, incremental and
hybrid deployment of SDN in WMN is necessary [23].

In addition, networks are becoming increasingly sensitive
to the data handling, speed, and processing capabilities of
the wireless nodes. Furthermore, the issues occur when SDN
routing is implemented along with existing protocols. This
results in multi-hop link-layer routing shortcomings, such
as MAC layer-based routing, where a limited number of
wireless nodes are enabled in a single network [24]. The
implementation of OpenFlow nodes, instead of legacy nodes,
gives rise to versatility in deploying data processing func-
tionality, such as filtering or routing, which can be handled
using several protocols. This versatility would encourage
progress in the areas of mobility management, advanced
routing, and traffic engineering and, more generally, in the
optimization of the use of restricted WMN communication
resources. As the logic for network control runs on a central-
ized controller tasked with matching criteria and processing
actions for the OpenFlow network nodes, WMN-integrated
OpenFlow simplifies network management. To achieve these
benefits, we must overcome some WMN-related challenges,
such as the unreliability of radio channels, which can disrupt
controller communications temporarily, or the lack of layer
2 switching mechanisms like Spanning Tree or Auto Learn-
ing, which are commonly used to aid node and controller
communications in wired deployment.

This paper is an extended version of our conference paper
SDNHybridMesh: A Hybrid Routing Architecture for SDN
Based Wireless Mesh Networks, published in Proceedings
of the Web, Artificial Intelligence and Network Applications
(WAINA 2020), Advances in Intelligent Systems and Com-
puting, vol 1150, Springer, Cham [25]. We are making this
version available to have more clear results and discussions
in comparison to its short version. We propose Soft-Mesh,
a robust routing architecture for hybrid SDN and Wireless
Mesh Networks, to alleviate SDN implementation challenges
and to achieve seamless interoperability between SDN and
legacy nodes. Soft-Mesh modifies the SDN node architecture
by making it hybrid and cohabitating with IP-based forward-
ing with OLSR routing and SDN forwarding with OpenFlow
protocol. It should be noted that our research does not seek
to support the replacement of traditional routing approaches
by the SDN approach. The goal of this work is to investigate
whether an architecture based on SDN can assist WMN rout-
ing and not arbitrarily equate legacy routing protocols that use
in-band signaling and a centralized approach that uses out-of-
band signaling. Considering legacy protocols, it is discussed
how the SDNnetworking architecture can be used and towhat

degree the former can assist the latter. Moreover, Soft-Mesh
architecture provides a cost-effective solution and seamless
interoperability between legacy nodes and SDN nodes as
compared to other hybrid routing architectures. The main
contributions of this paper are:

i. A robust routing architecture for hybrid topology
based on SDN hybrid nodes and legacy nodes that
addresses the SDN controller’s dynamic configurations
to respond effectively to the network’s topological
changes, while considering the mobility of mesh nodes.

ii. The architectural modification of SDN nodes to cre-
ate an SDN hybrid node that enables the data plane
to react to changes in the network topology without
requiring the controller to query each time when flows
are inserted into the network.

iii. Classification of hybrid (SDN/IP) routing schemes as
coexistence-based and cohabitation-based.

iv. Adaptive network monitoring module to mitigate the
challenge of congestion control.

v. Comparison of performance metrics including the
average UDP throughput, end-to-end delay, packet
drop ratio, and routing overhead between the pro-
posed routing architecture and existing traditional and
hybrid SDN/IP routing architectures, simulations using
Mininet-Wifi have been performed.

The remainder of the paper is structured as Section II offers an
overview of current SDN enabledWMNsolutions, Section III
describes the architectural design of Soft-Mesh, Section IV
presents implementation details, Section V presents the sim-
ulation model for Soft-Mesh, Section VI discusses simulation
results and their interpretations, and the paper is concluded by
Section VII.

II. RELATED WORK
This section provides a comprehensive review of various
hybrid routing schemes that leverage SDN architecture with
WMNs to address the challenges of load balancing, traffic
engineering, and mobility management generally raised by
topological changes that mesh networks experience. Besides
the routing schemes, this section also provides a compre-
hensive review of network monitoring APIs that have been
researched so far. Considering the implementation frame-
works used in hybrid routing schemes, we categorize these
schemes as 1) Coexistence-based hybrid (SDN/IP) routing,
and 2) Cohabitation-based hybrid (SDN/IP) routing.

A. COEXISTENCE-BASED HYBRID (SDN/IP) ROUTING
The aim of coexistence-based hybrid (SDN/IP) routing
schemes is the implementation of a network topology-based
SDN architecture in which topology combines SDN nodes
and legacy nodes, as shown in Figure 3. The OpenFlow
protocol is implemented in SDN nodes, while legacy routing
protocols such as AODV, OSPF, OLSR, etc. are implemented
in legacy nodes.
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FIGURE 3. Coexistence-based hybrid (SDN/IP) routing.

A hybrid SDN architecture is suggested by Panopti-
con [26], which focuses on resolving interconnectivity issues
between legacy and SDN nodes. In this architecture, net-
work layer transmission issues are not considered. The
different types of hybrid SDN models proposed by Vissic-
chio et al. [27] are categorized according to service type,
class, and topology. Restricted research is done because there
is no emphasis on individual implementation. HRFA [28]
recommends a gradual introduction of SDN nodes by sys-
tematically increasing the number of nodes, which results
in enhanced traffic forwarding. The proposed architecture is
based on the OSPF [29] andOpenFlow protocols [30], though
considering the use of links and the number of simulation
efficiency metrics for hops. It achieves a huge reduction in
congestion and load balancing of the network. Guo et al. [31]
suggest a hybrid architecture that focuses on migrating from
conventional to SDN paradigms, considering traffic engineer-
ing as a use case. This scheme uses a genetic algorithm to
identify the migration sequence. Labraoui et al. [32] intro-
duces a hybrid routing architecture with OLSR using SDN,
aimed at researching the better performance and management
of legacy routing supported by the controller. Reliability
is often increased, but it affects network overhead, which
rises linearly due to the increase in size of the network. The
ratio of throughput and packet distribution is also increased.
Wang et al. [33] consider a multi-hop wireless network inte-
grated with SDN using residual energy and hop count as effi-
ciency indicators for route selection, proposes an architecture
addressing QoS Routing. To optimize broadcasts, the notion
of Multipoint Relay (MPR) is applied. The shortest path is
determined by the controller and multiple paths are obtained
using the Dijkstra Algorithm. Another hybrid architecture
is described in HEATE [34] that addresses the challenge of
traffic engineering while considering energy efficiency. The
architecture is based on the shortest path routing and OSPF
protocol. It introduces a division of traffic flow, while traffic
flows are aggregated to save electricity. He et al. [35] pro-
poses an architecture focused on the deployment of the net-
work zone, the ground is an IP network whereas space is the
SDN network zone. Table 1(A) offers a description of hybrid
routing schemes based on the coexistence of hybrid (SDN/IP)
routing schemes, in which [26], [27] and [31] consider the
physical position of the controller, the number of SDN nodes
and the scalability of the controller as the most important

FIGURE 4. Cohabitation-based hybrid (SDN/IP) routing.

control management challenges [36]. In wide or highly com-
plex networks where controllers have to make fast decisions
on a high frequency of events such as connection failures,
dynamic traffic demands, regular arrival of new flows, etc.,
these problems may be very critical. However, [28] and [35]
consider the sharing of topological information between tra-
ditional routers and SDN nodes as the most critical issues,
and SDN nodes need to be intelligent enough to exchange
link-state messages to get their neighbor’s information.

B. COHABITATION-BASED HYBRID (SDN/IP) ROUTING
The aim of cohabitation-based hybrid (SDN/IP) routing
schemes is to modify the logical architecture of SDN hybrid
node allowing cohabitation of OpenFlow and IP forwarding
implemented with legacy routing protocol OLSR as shown
by Figure 4. The former is to communicate with SDN nodes,
and the latter is for legacy nodes communication.

Mesh Flow [37], a node-based hybrid architecture is pro-
posed to address various hybrid SDN problems such as
performance enhancement, efficient and scalable customer
mobility, scalable routing, load balancing, etc. Its physical
interface is split into virtual interfaces to which a specific
SSID is allocated. To support data and to control traffic man-
agement, these virtual interfaces are used. This architecture
is, however, badly impacted by topological shifts. OLSR is
used [38] to regulate traffic. The centralized controller is
used to manage the traffic of data using OpenFlow, and the
allocation of resources is also configured. The architecture
uses a monitoring and control manager that assists in the
management of mobility and the NOX operating system that
produces flow tables. wmSDN [39] uses Mesh Flow as a
reference architecture and some changes were introduced
as a single point of failure when addressing the controller’s
main challenge. As a backup, it utilizes a distributed control
mechanism. A single SSID for traffic data and control is
used. The architecture uses mesh access points (MAP) that
are linked to the centralized controller.

Also, each MAP consists of various virtual interfaces that
connect to other nodes. Data and control management is done
by using various subnets. OLSR takes care of routing in this
architecture in case of controller failure and manipulates the
switching table. Such architecture achieves traffic optimiza-
tion. Salsano et al. [40] suggest another hybrid architecture,
which is based on the extension of wmSDN to enhance fault
tolerance. It utilizes several Embedded Flow Table Man-
ager (EFTM) controllers and MAPs; flow tables and con-
trollers are designed accordingly. Synchronization between
controllers is a major challenge facing such architecture [41].
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TABLE 1. Existing hybrid routing schemes.

An open-source architecture that combines the OpenFlow
node, IP routing daemon, and IP engine is OSHI [42].
Quagga is used as an IP routing daemon [43] and [59],
for best-effort IP and SDN routing, MPLS labels are used.
In addition, all the control plane functions are implemented
by using SDN. Hakiri et al. [44] use SDNs introduced with
WMNs to incorporate network virtualization mechanisms,
routing, and traffic engineering in smart cities, enabling an
increase in network capacity and flexibility. Table 1(B) sum-
marizes cohabitation-based hybrid routing schemes, in which
[37], [39], and [42] consider fault tolerance, excessive control
traffic, and dynamic topology as the most significant chal-
lenges for the coexistence of SDN and IP in one node [45].
These challenges may be mitigated by designing SDN nodes
in such a way as to have a local management entity that may
be used to create a logical interface between the two differ-
ent paradigms of centralized and distributed network solu-
tions [46]. Shastry and Kumar [47] presents software-defined
wireless mesh network architecture to address traffic bal-
ancing issues caused by node mobility. The proposed model
estimates the probability of connection failure in the topology
to reduce the overall response time of the SDN controller in
the complex network topology. Once a connection failure is
expected, an alternative set of different routes is proposed
based on the successful stability of traffic in the network,
reducing control plane overhead. Kuznetsova et al. [48]

uses software-defined networking (SDN) to manage wireless
mesh sensor networks, where the network management is
done with the help of an SDN controller, thereby improving
bandwidth, jitter time, and packet loss performance.

C. NETWORK MONITORING APPLICATIONS FOR HYBRID
(SDN-WMN) ARCHITECTURES
OpenNetMon [49], a network monitoring module is pro-
posed to monitor the network failure ratio, throughput, and
delays of packets. The traffic matrix for each flow cannot be
obtained due to limited Ternary Content-Addressable Mem-
ory (TCAM), a specialized high-speed memory using single
clock cycle scans all its contents. iSTAMP [50] addresses
this issue, which seeks a balance between the limitations of
network resources and the precision of measurement using
aggregation and de-aggregation mechanisms [51]. Its draw-
back involves ignoring constraints when aggregating flows
and several times using the TCAM table for a single flow,
thereby raising the cost of measurement [52]. OpenTM [53],
uses traffic matrix estimation to detect active flows based
on routing and forwarding route information supplied by the
controller. RESTful uses PayLess framework [54] focused on
low-cost flow calculation using polling to gather flow statis-
tics. It suggests an adaptive approach for gathering statistics.
FlowSense control module [55] measures changes that are
dynamically occurring in network flows. By taking statistics
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TABLE 2. Existing network monitoring applications.

from control messages, it performs mathematical modeling
to get throughput and other metrics. DREAM [56] provides
the necessary level of accuracy for the dynamic deployment
of resources, while more precision is provided by concurrent
tasks. SOFTmon [57] proposes a NOS-independent monitor-
ing system using a switch, port, and flow-level information,
but accuracy is only for specific tasks. A summary of exist-
ing network monitoring applications used by SDN-enabled
WMN is presented in Table 2.

III. ARCHITECTURAL DESIGN OF SOFT-MESH
When a node needs to connect with another node in the SDN
networking model, it queries the controller to provide path
information for that particular node, resulting in the imple-
mentation of the routing rules needed. Connection to the con-
troller node plays an important role while establishing con-
nectivity from one node to another in this regard. Although,
due to the static existence of network nodes, routing rules do
not change or update regularly onwired networks, resulting in
no effect on the controller’s node connectivity. But the regular
movement of nodes in wireless networks particularly wire-
less mesh networks greatly impacts communication between
nodes. Soft-Mesh architecture is based on backbone routing
and network monitoring issues associated with SDN-enabled
WMN. The topology under consideration comprises an SDN
Controller linked to SDN hybrid nodes and legacy nodes as
shown in Figure 5. OpenFlow for traffic management and
IP-based forwarding for data packet transmission is used in
this method. Routing, network monitoring, traffic measure-
ment, and load balancing modules are part of the controller.

A. ROUTING MODULE
This module implements the shortest path algorithm to create
an effective routing strategy to route packets through the

hybrid nodes and legacy nodes [60] and [61]. The hybrid node
routing function consists of two submodules, one support-
ing SDN routing with OpenFlow protocol implementation
to communicate routing rules and policies, and the other
supporting IP routing via the legacy OLSR routing protocol
as shown by Figure 6. SDN/IP cohabitation is desirable in
a way that the controller can provide the best path choices
that are transmitted to nodes, if possible. However, in the
event of the controller being unavailable or malfunctioning,
the legacy routing protocol is used to send packets. Each SDN
node keeps its neighbors identified, periodically creates a new
refreshed routing table, and selects the shortest new route to
all destinations. In this way, the controller retrieves topology
information from its nearby SDN nodes.

B. NETWORK MONITORING MODULE
In general, flow statistics are collected by regularly polling
the nodes with a pre-defined time interval by sending Flow-
StatisticsRequest control message. The polling frequency
must be high to obtain precise statistics, but it will increase the
monitoring overhead of the network [62] and [63]. An adap-
tive flow statistics processing algorithm is proposed to main-
tain a balance between the precision in the processing of
statistics and network overhead.We suggest that when aPack-
etIn message is received by the controller, it adds a new flow
entry to an active flow table along with an initial collection
timeout for statistics, i.e., τ milliseconds.

The controller obtains its statistics in a FlowRemovedmes-
sage if the flow expires within a fewmilliseconds. Otherwise,
the controller will send a FlowStatisticsRequest message to
the corresponding node in response to the timeout event after
τ milliseconds, to collect statistics about that flow. If during
this period the data collected for that flow does not change
substantially, i.e., the difference between the previous and
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FIGURE 5. Architecture of soft-mesh.

FIGURE 6. The SDN hybrid node Architecture.

current byte count against that flow is not above a threshold,
say 11, the timeout for that flow is multiplied by a small
constant, say α. This process may be repeated until a max-
imum timeout value of Tmax is reached for a flow with a
low packet rate. If the difference in the old and new statistics
becomes larger than another threshold 12, the scheduling

timeout of that flow is divided by another constant β. This
process may be repeated for a heavy flow until a minimum
timeout value of Tmin is reached. We maintain a higher
polling frequency for flows that significantly contribute to
link utilization, and a lower polling frequency for flows that
do not significantly contribute towards link utilization at
that moment. If their contribution increases, the scheduling
timeout will adjust according to the proposed algorithm to
adapt the polling frequency with the increase in traffic. This
algorithm is further optimized by batching FlowStatisticsRe-
quest messages together for flows with the same timeout
resulting in a reduction of the spread of monitoring traffic
in the network without affecting the effectiveness of polling
with a variable frequency. Algorithm 1 demonstrates this
algorithm’s pseudocode, and Figure 7 illustrates the network
monitoring module of Soft-Mesh.

C. TRAFFIC MEASUREMENT MODULE
The controller queries the last SDN node on the forwarding
path for traffic calculation, and the counter returns the number
of packets of each flow in the sampling interval, thus obtain-
ing the throughput of the forwarding path. The controller
sends probe messages to the forwarding path’s data layers.
These messages travel through all nodes along the path and
eventually return to the controller, whereby measuring time
differences, contact delays can be obtained.

D. LOAD BALANCING MODULE
To alleviate the congestion problem, this module is trig-
gered by a network monitoring and traffic analysis module

VOLUME 9, 2021 87721



M. Bano et al.: Soft-Mesh: Robust Routing Architecture for Hybrid SDN and WMNs

Algorithm 1 Flow Statistics Collection
globals: active_flows //Currently Active Flows

schedule_table //Associative table of active
flows

// indexed by poll frequency
U // Utilization Statistics. Output of this algorithm

ife is Initialization event then
active_ flows← 8, schedule_table← 8, U← 8

end if
if e is a PacketIn event then
f ← (e.switch, e.port, τmin, 0)
schedule_table[τmin]← schedule_table[τmin] ∪f

else if e is timeout τ in schedule_table then
for all flows f ∈ schedule_table[τ ] do
send a FlowStatisticsRequest to f.switch

end for
else if e is a FlowStatisticsReply event for flow f
then
diff_byte_count← e.byte_count – f.byte_count
diff_duration← e.duration – f.duration
checkpoint← current_time_stamp
U[f.port][f.switch][checkpoint] ← (diff_byte_count,

diff_duration)
if diff_byte_count < 11 then
f. τ ← min(f. τα; τmax)
Move f to schedule_table[f. τ ]

else if diff byte count > 12 then
f . τ ← max(f. τ /β, τmin)
Move f to schedule_table[f.τ ]

end if
end if

after obtaining the node and connection statistics. Connec-
tion statistics such as bandwidth, latency/delay, and usage
of connections are used by the controller and the traffic is
routed to an appropriate link. To choose the optimal route,
Algorithm 2 demonstrates the load balancing algorithm.
It calculates the new rules for the new route to the new mesh
nodes, i.e., the MAC and IP addresses. If the new path is
formed by sending FlowMod messages end-to-end, the con-
troller floods all ports to the selected virtual routers, opens
the client link to allow packets to reach their destination, and
continues to discover andmonitor the topology of the network
at the same time.

IV. IMPLEMENTATION DETAILS OF SOFT-MESH
In this section, implementation details of Soft-Mesh are
presented. The SDN hybrid node architecture uses two
tables, Figure 8 displays TCAM table and SRAM table
respectively. The former is used for OpenFlow forwarding
entries and the latter is used for IP forwarding entries. Each
hybrid node forwards OpenFlowmessages using the software
router OpenVSwitch that implements a software pipeline
based on flow tables [64]. Also included is an IP-based
forwarding daemon running the standard OLSR routing

Algorithm 2 Load Balancing Algorithm
rules← DefaultRules();
trafficSchudeling();
while Listening to LLDP packets do
isOptimalPATH = optimal_path(rules);
if 6= isOptimalPATH then
rules← calculateNewRules();
FlowMod_router(); path← optimalPath(rules);

else
installOFRules(path);

end
hostsReachable();
monitoringPath();

end

FIGURE 7. Soft-mesh network monitoring module.

protocol [65]. OpenVSwitch bridges OpenFlow and stan-
dard routing protocols by using virtual network interfaces to
exploit IP networks’ ability to route packets using the shortest
path.

When the first packet of a corresponding flow is received
by a hybrid node, it processes the packet to determine the next
hop to which it is to be forwarded, as shown in Figure 9. The
following steps are carried out in the case of an OpenFlow
message is received:

1. Extract the header for the packet
2. To balance the flow table, look at TCAM table entries
3. If the respective flow entry is not identified, then it

forwards packet information to the controller.
4. The controller sends to the hybrid node the relevant

rules
5. The SDN hybrid node flow table is updated accordingly
6. If the flow input in the TCAM table is found, the next

hop is calculated, then the packet is forwarded.
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FIGURE 8. Working of SDN hybrid node.

FIGURE 9. SDN hybrid node flow chart.

However, in case the IP packet is received, the next hop is cal-
culated based on the OLSR routing protocol, and the packet
is forwarded accordingly. Figure 10 illustrates how a legacy
node operates, with the traditional OLSR routing protocol
applied. It primarily gathers data from its 1-hop and 2-hop
neighbors using HELLO messages, and then chooses Multi-
point Relays (MPRs). To minimize the number of redundant
retransmissions, multipoint relays are used when forwarding
a transmitted packet. This strategy restricts the node collec-
tion retransmitted by a packet from all nodes to a subset of
all nodes. In this manner, it computes its forwarding table.
Moreover, Soft-Mesh makes use of Dijkstra Algorithm [66]
for shortest path calculation.

FIGURE 10. Working of legacy node.

A. MATHEMATICAL MODEL OF SOFT-MESH
This section presents the mathematical model of the proposed
architecture which provides the basis for computing aggre-
gated flows.

The graph of WMN is represented by

G = (V ,E),

where V and E represent the set of all vertices (i.e., nodes)
and edges (i.e., links), respectively.

Let TDv denote the traffic demand of the flows generated
in node v,

Let TDv = {f ID:1, f ID:2, f ID:3, ..., f ID:n} denote the traffic
demands for n flows,

Given a traffic distribution 1v, the outgoing flows’
demands in different paths of node v can be obtained by using
the below model:

{f ρ1A1, f ρ2A2, ...f ρnAn} = 1v×TDv ∀v ∈ V

where f ρA implies the rate of flow A that is sent out from node
v on path ρ.

As the aggregated flows must be less than their capacity
c(e) on each connection in the time slot τ , we have:∑

ρ∈f (e)
f ρ ≤ c(e) ∀e ∈ E

The network monitoring and traffic measurement module
makes use of aggregated flow parameters to get the statistics
of network traffic on each node.

V. SIMULATION MODEL FOR SOFT-MESH
The deployment of topologies and the positioning of nodes
in WMNs has become a difficult task. The neighborhood
and interference relationships can vary depending on the
placement [67] of nodes and controller. Soft-Mesh routing
architecture considers the network topology based on SDN
controller, SDN hybrid nodes, and legacy nodes. The physical
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placement of the SDN controller can be anywhere in the
network, however, it must logically be centralized. We have
assumed that the controller is placed at one hop distance
with SDN hybrid nodes and legacy nodes. However, the SDN
Hybrid node requires two interfaces and hence two subnets,
one for the control packets and the other for the data packets.
All nodes for the control subnet are directly accessible (one-
hop) by the controller, whereas the data network is a standard
multi-hop network where data traversed several routers to
reach their destination. The controller would get the knowl-
edge of other nodes that are more than one hop away by
using OLSR information to reconstruct the full topology of
the network for route calculation. This infers that a strictly
centralized solution would be impossible and, combining
SDN with a distributed routing protocol is used to deliver
control messages to the controller from remote nodes.

Nodes periodically send their neighboring information
tables to the controller using the control subnet, so the con-
troller has a global view of the topology of the network.
By using Djikstra ’s algorithm, as shown by Algorithm 3,
it periodically determines the shortest route (in terms of the
number of hops) from the source to the destination. If an
optimized path is identified, the controller informs participat-
ing nodes (source and intermediate routers) of the modified
rules. Using the graph topology, which includes all available
routers as well as the links connecting them, the controller
calculates the new optimal path. Then, as demonstrated by
Algorithm 4, it installs new OpenFlow rules to program flow
entries within the software pipeline on each path. The nodes
install the respective rules in their routing tables and the path
is formed.

The implementation framework of Soft-Mesh is using
Mininet-WiFi simulator, providing a simple and inexpen-
sive network testbed for developing OpenFlow applica-
tions. The topology under study is based on a controller,
legacy nodes along with SDN hybrid nodes. The Open-
Daylight (ODL) SDN Controller [68] is used for this
purpose and implemented Soft-Mesh on the ODL con-
troller as a network application. We evaluated Soft-Mesh
by comparing its performance with the traditional routing
approaches OLSR and BATMAN [69], as these schemes
are considered relatively more stable among all other tra-
ditional routing approaches for wireless mesh networks.
However, for hybrid approaches, Soft-Mesh architecture has
been compared with wmSDN [39] and Hakiri et al. [45],
using performance metrics Average UDP Throughput,
Packet Loss Ratio, End-to-End Delay, and Routing Over-
head.

Experiments are performed for the topology consisting of
a varying number of SDN hybrid nodes and legacy nodes
that are 50, 100, 150, 200, and 250 nodes respectively. More-
over, the proportion of SDN hybrid nodes and legacy nodes
is also variable to create three different simulation scenar-
ios including 10%, 25%, and 50% of SDN hybrid nodes
whereas 90%, 75%, 50% of legacy nodes in the network
topology. The size of topology has also been kept variable

Algorithm 3 Dijkstra Routing Algorithm
Input: G[a connected simple graph with a positive

weight for every edge],
∞[a number greater than the sum of the weights
of all the edges in the graph],
w (u, v) [the weight of edge {u, v}],
a [the starting vertex],
z [the ending vertex]

Algorithm Body:
Initialize T to be the graph with vertex a and no edges.
Let V (T ) be the set of vertices of T , and let E(T ) be the set
of edges of T .

Let L(a) = 0, and for all vertices in G except a
Let L(u) = ∞
[The number L(x) is called the label of x.]

Initialize v to equal a and F to be {a}.
[The symbol v is used to denote the vertex most
recently added to T.]

while (z /∈ V (T ))
F : = (F — {v}) U {vertices that are adjacent to v

and are not in V (T )}
[The set F is called the fringe. Each time a vertex is added
to T, it is removed from the fringe and the vertices adjacent
to it are added to the fringe if they are not already in the
fringe or the tree T ]

For each vertex u that is adjacent to v and is not
in V (T ),
if L(v)+ w(v,u) < L(u) then
L(u): = L(v)+ w(v,u)
D(u): = v

[Note that adding v to T does not affect the labels of any
vertices in the fringe F except those adjacent to v. Also,
when L(u) is changed to a smaller value, the notation D(u)
is introduced to keep track of which vertex in T gave rise
to the smaller value.]
Find a vertex x in F with the smallest label
Add vertex x to V (T ), and add edge {D(x), x} to

E(T )
v: = x [This statement sets up the notation for the
next iteration of the loop.]

end while
Output: L(z)

[L(z), a nonnegative integer, is the length of
the shortest path from a to z.]

that is the size of 500m∗500m for 50 and 100 nodes topol-
ogy and 1000m∗1000m for 150, 200, and 250 nodes topol-
ogy. To get more accurate results, experiments have been
carried out several times that are approximately 10 experi-
ments each for mentioned number of nodes have been per-
formed while considering the Random walk mobility model
to investigate support for node mobility in the algorithm.
Moreover, to see the variations in results, standard deviations
for the desired performance metrics have also been con-

87724 VOLUME 9, 2021



M. Bano et al.: Soft-Mesh: Robust Routing Architecture for Hybrid SDN and WMNs

TABLE 3. Simulation parameters of soft-mesh Architecture.

sidered. For MAC Layer, mac80211_hwsim is used, where
operation time to start an AP is 17ms, the station starts at
63ms, two nodes associate at 10ms, AP and stations associate
at 350ms. The traffic flows are of constant bitrate (CBR)
type. The mobility model random walk follows the speed of
the mobile node that is minimum of 10m/s and maximum
50m/s. The parameters used in our simulations are presented
in Table 3.

VI. SIMULATION RESULTS AND DISCUSSION
This section presents the comparison of performance metrics
including the average UDP throughput, end-to-end delay,
packet drop ratio, and routing overhead between the pro-
posed routing architecture and existing traditional and hybrid
SDN/IP routing architectures. Table 4 describes the com-
parison of various features and differences among pro-
posed architecture Soft-Mesh and existing traditional and
hybrid (SDN/IP) routing approaches. Simulations are car-
ried out for OLSR and BATMAN routing schemes as these
schemes are considered relatively more stable among all
other traditional routing approaches for wireless mesh net-
works.

A. THROUGHPUT
Figure 11 shows the average UDP throughput for each sce-
nario, based on the number of network nodes including
the proportion of SDN hybrid nodes and legacy nodes in
the network topology. The statistics clearly show that the
Soft-Mesh’s centralized routing approach outperforms the
distributed protocols as well as other hybrid approaches.
This performance enhancement is directly linked to the
inherent features of the SDN paradigm itself. The continu-
ous monitoring of the topology of the network enables the
rapid identification of changes in topology and the rapid

Algorithm 4 Optimized Path Algorithm
Data: rules, PATH
Result: Function to find optimal path optimalPath(rules);
if (∃ PATH in (rules) then
PATH← find(rules);
return PATH

else
rules← calculateNewRules(); FlowMod_router();
return rules

end
optimal_path(rules);

recalculation of new routes for the network’s ongoing traffic
flows.

If this recalculation results in better identification of the
router, the corresponding rules are pushed to the routers and
mounted along the measured path without flooding the net-
work. This contrasts with the distributed protocols in which
network flooding is the primary mechanism for propagat-
ing topology change information. It is understood that this
‘‘flooding’’ process induces substantial delays and increases
the convergence time of the routing protocols. In short,
Soft-Mesh routing responds faster than traditional protocols
to topology changes and guarantees optimal paths (in terms
of hop count) at any given time, which in turn yields optimal
performance in terms of UDP throughput. Using SDN with
WMN, it is possible to fine-tune the flow distribution, such
as load balancing between alternate routes.

B. PACKET DROP
Packet loss is a good measure to represent the efficiency of
a routing protocol in the optimization of internode interface
exchanges. Due to the lack of a routing rule, data is collected
about the packets lost. The packet drop ratio is shown by
Figure 12, where OLSR has the largest dropped packet rate
and therefore the slowest convergence phase, and BATMAN
comes after due to a relatively long period between updates
and the absence of an overhead optimization mechanism.
BATMAN has less packet drop ratio than OLSR because of
its buffering feature, packet loss increases with the number
of nodes. As a consequence, the rate of packet loss will be
directly influenced by two key parameters, which would be
the ability to optimize routes via route protocols and the
amount of overhead they incur. Nonetheless, in most situa-
tions, interference has a direct effect on the rate of packet loss
due to collisions and wrong packets.

C. END-TO-END DELAY
Figure 13 shows the end-to-end delay as the time from
a packet to be sent from the source mesh node before
it is received by the destination node. We carried out
this experiment several times and maintained the average
latency. It is not easy to quantify one-way delays because
packets encounter numerous network delays, including
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TABLE 4. Comparison of soft-mesh with existing traditional and hybrid (SDN/IP) routing approaches.

FIGURE 11. Average UDP throughput.

FIGURE 12. Packet drop ratio.
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FIGURE 13. Average end-to-end delay.

FIGURE 14. Routing overhead.

collection delays, queuing delays, transmission, and propa-
gation. Therefore, by assuming half of the RTT, we estimated
the Round-Trip Time (RTT) and determined the one-way
latency. Besides, we calculated the delay necessary to send a
packet to the controller before it receives its router closure.
The controller attempts to solve the problem of mobility,
node, and connection failure by using the periodic broad-
casting of route request messages. The results show that the
end-to-end delay of legacy routing schemes, existing hybrid
and Soft-Mesh architecture is higher in 50 and 100 node
network topologies. Whereas for network topology of 150,
200, and 250 nodes, end-to-end delay is more in legacy
routing schemes than in SDN networks. In legacy networks,
each packet must be queried and forwarded after the routing
table has been defined. The routing table scale increases with
the growth of the network scale, resulting in the slow speed
of querying and forwarding. In SDN, the data packet received
by the node is first forwarded to the controller, then the
flow entries are pushed to the node by the controller, after
which the packets can be forwarded via the flow table query.
In similar network topology, the OpenVswitch flow table
scale is smaller than the router routing table scale, so when
the network scale is high, the OpenVswitch forwarding speed
will be higher.

D. ROUTING OVERHEAD
The global routing load incurred by routing protocols
increases proportionally with the size of the network,
as shown in Figure 14. We should also note that OLSR,
while the best in terms of network throughput, is very costly
in overhead among traditional routing protocols (OLSR and
BATMAN). The centralized SDN operation removes the need
for flooding used by the OLSR protocol, thus enabling better

results even when the message exchange rate is high between
the controller and the hosts. Therefore, using the SDNmethod
and therefore having less overhead will minimize the effect
of interference as well as convergence time.

Analysis of simulation results shows that centralized
approach and out-of-band signaling of the Soft-Mesh solu-
tion enable WMNs to overcome the limitations caused by
distributed routing. SDN routing is based on a centralized
approach that establishes communication between nodes via
the controller. When a node needs to connect to another node,
the controller is asked to provide information about the path
to that specific node, resulting in the implementation of the
appropriate routing rules. In this respect, connection to the
controller node plays a major role in establishing connectivity
from one node to another. Although routing rules do not
change or update periodically on wired networks due to the
static nature of network nodes, resulting in no impact on
the controller’s node connectivity. However, communication
between nodes, especially in wireless mesh networks, it is
very much influenced by frequent nodemovement in wireless
networks. The proposed Soft-Mesh routing architecture is
more helpful for WMN compared to traditional BATMAN
and OLSR routing protocols, and with other hybrid (SDN/IP)
routing approaches. The subsequent methods aim to find the
best route to the controller, resulting in a greater delay in
establishing connections between the controller and the node,
making it possible for the controller to remain unavailable for
a longer period.

VII. CONCLUSION AND FUTURE WORK
This paper presents a robust routing architecture for hybrid
SDN and wireless mesh networks. The main objective of
this article is to combine SDN with WMN based on a
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hybrid topology and to examine routing problems and their
effects while changing the SDN node architecture. Network
topology is based on legacy nodes and SDN hybrid nodes
consider the proposed hybrid routing architecture. The sug-
gested solution is to hybridize SDN nodes and co-exist OLSR
routing for IP-based forwarding with the OpenFlow proto-
col for SDN forwarding to achieve seamless interoperability
between SDN and legacy nodes. It should be noted that
our research does not seek to support the replacement of
traditional routing approaches by SDN routing. The goal
of this work is to investigate whether an architecture based
on SDN can assist WMN routing and not arbitrarily equate
legacy routing protocols (in-band signaling) and a centralized
approach (out-of-band signaling). Considering legacy proto-
cols, it is discussed how the SDN networking architecture can
be used and to what degree the former can assist the latter.
Moreover, Soft-Mesh architecture provides a cost-effective
solution and seamless interoperability between legacy nodes
and SDN nodes as compared to other hybrid routing archi-
tectures. Experiments are performed for the topology con-
sisting of a varying number of SDN hybrid nodes and legacy
nodes that are 50, 100, 150, 200, and 250 nodes respectively.
Moreover, the proportion of SDN hybrid nodes and legacy
nodes is also variable to create three different simulation sce-
narios including 10%, 25%, and 50% of SDN hybrid nodes
whereas 90%, 75%, 50% of legacy nodes in the network
topology. The size of topology has also been kept variable
that is the size of 500m∗500m for 50 and 100 nodes topology
and 1000m∗1000m for 150, 200, and 250 nodes topology.
Simulations are carried out for OLSR and BATMAN routing
schemes as these schemes are considered relatively more
stable among all other traditional routing approaches for
wireless mesh networks. However, for hybrid approaches,
Soft-Mesh architecture has been compared with wmSDN and
Hakiri. the proposed routing Soft-Mesh provides enhanced
results in terms of various performance metrics including
average UDP throughput, end-to-end delay, packet drop ratio,
and routing overhead. Soft-Mesh gives 50% to 70% improved
results for the incremental proportion of SDN hybrid nodes.
Therefore, our findings indicate that the SDN approach will
positively help the operations of the distributed routing proto-
col. As future work, we plan to validate the proposed hybrid
routing architecture using some larger-scale testbed, and to
analyze further changes SDN solution should introduce to the
IP routing domain in WMNs at large. Moreover, we intend
to apply SDN-based WMNs solutions to overcome the main
challenges in the domain of IoT, highlighting their advan-
tages, and exposing their weaknesses.
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