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ABSTRACT The density-based spatial clustering of applications with noise (DBSCAN) is regarded as
a pioneering algorithm of the density-based clustering technique. It provides the ability to handle outlier
objects, detect clusters of different shapes, and disregard the need for prior knowledge about existing clusters
in a dataset. These features along with its simplistic approach helped it become widely applicable in many
areas of science. However, for all its accolades, the DBSCAN still has limitations in terms of performance,
its ability to detect clusters of varying densities, and its dependence on user input parameters. Multiple
DBSCAN-inspired algorithms have been subsequently proposed to alleviate these and more problems of
the algorithm. In this paper, the implementation, features, strengths, and drawbacks of the DBSCAN are
thoroughly examined. The successive algorithms proposed to provide improvement on the original DBSCAN
are classified based on their motivations and are discussed. Experimental tests were conducted to understand
and compare the changes presented by a C++ implementation of these algorithms along with the original
DBSCAN algorithm. Finally, the analytical evaluation is presented based on the results found.

INDEX TERMS Unsupervised learning, clustering, DBSCAN, spatial database.

I. INTRODUCTION
Grouping of data objects is a necessary task in a wide range
of studies such as medical diagnosis (clustering algorithms
in identifying cancerous data [1]), civil engineering [2],
academics [3], biology [4], [5], and networking (clustering
algorithms in wireless sensor network-based applications
[6], [7]). This process can be a supervised or unsupervised
classification based on the information provided by a dataset.
Supervised classification identifies data objects where known
labels or classes for the different data objects are presented
[8]–[10]. It is termed supervised because each data object is
already labeled in a particular group and the classification
process is simply the trivial task of assigning the object to
the appropriate class. When no labels are assigned for data
objects, however, grouping is performed through unsuper-
vised classification [8], [11], [12]. The process of grouping
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a given dataset into classes in unsupervised classification is
called ‘‘clustering’’ [13]–[17].

Clustering is the process of partitioning the data into
a groups that are similar as possible given a set of data
objects. [17], [18]. For continuous data, a distance-based
approach can be applied to determine the similarity between
data objects. Distance functions such as Euclidean dis-
tance [13], [19], cosine distance [13], [20], or the Pearson cor-
relation measure [21]–[23] can serve as a similarity measure
between pairs of data objects. Closer data objects are more
similar and likely to be grouped in the same class compared
with objects that are farther apart. Through this mechanism,
clustering algorithms are used as tools to partition a given
dataset into objects classes or ‘‘clusters’’ that have more in
common with each other than with others.

Clustering techniques have been applied in marketing and
sales [23], [24] for businesses to group their customers with
similar purchases and traits in order to run a targeted mar-
keting strategy. They have also been employed in spam fil-
tering [25] to scrape through sections of an email and detect
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features associated with spams, in identifying fake news [26]
from the media based on the coverage content, and several
other tasks. Such real world implementations of clustering
are helpful to identify all kinds of unknown patterns present
in data.

Many clustering algorithms have been developedwith their
own interpretations of grouping data objects into different
classes. These algorithms employ different yet sometimes
overlapping tactics in their implementations. Therefore, it is
difficult to make a distinctive classification of categories for
these algorithms [14], [27], [28]. For the sake of providing
an overview of the clustering strategies, however, it is gen-
erally accepted to distinguish them into five methods [13],
[29]: partitioning, hierarchical, grid-based, model-based and
density-based methods, as illustrated on Fig. 1.

Given a dataset of n objects, partitioning methods [29]
work by constructing k partitions of the dataset, where each
partition represents a cluster and k ≤ n. Each of these
partitioned groups is ensured to have at least one object as a
member, with each data object belonging to exactly one group
(except in some cases of fuzzy partitioning methods [30],
[31]). The k-means clustering algorithm [24], [32], [33] is
a popular heuristic method representing each cluster by the
mean value of the objects in the cluster called a ‘‘centroid.’’
The inclusion of a particular data object into a cluster is
determined by which cluster’s centroid it is most closest to.
The k-medoids algorithm [33] is a similar algorithm, with
each cluster being represented by an object located near the
center of the cluster.

Hierarchical methods [33] meanwhile regard the decom-
position of a given dataset into a hierarchy of objects as the
crux of their operation. These methods can be ‘‘agglomera-
tive’’, meaning they apply a bottom-up approach to form a
hierarchy. Agglomerative approaches initiates with each data
object set as a cluster; and proceed to merge these clusters
iteratively until a termination condition is satisfied. Con-
versely, the ‘‘divisive’’ or top-down approach works by first
initiating the whole dataset as a single cluster and iteratively
splitting the cluster into smaller clusters instead. Chameleon
[34] and BIRCH [35] are examples of hierarchical clustering.

Grid-based methods [18], [36] focus on the dataspace
by forming a grid structure. Clustering operations are then
performed on each cell of the grid structure instead of the
data objects themselves. This quantization of the dataspace
helps the efficiency of algorithms, such as STING [37] and
WaveCluster [38] become independent of the number of data
objects but dependent on the cells of the grid structure.

Model-based clustering [18], [39] techniques work by pre-
suming that the given data were generated by some model,
then finding the model that best fits the dataset. The clusters
are then detected according to the model along with the
cluster labels for the data objects.

The fifth distinguished method and the focus of this arti-
cle along with its pioneering algorithm density-based spa-
tial clustering on applications with noise (DBSCAN) [40],
[41], is the density-based clustering technique [18], [42].

FIGURE 1. An overview of the several clustering strategies. Generally,
a clustering algorithm falls under one of the five methods. Further
classification for the successive clustering algorithms inspired by the
pioneering DBSCAN algorithm is introduced.

The formal definitions of the clustering model and the
DBSCAN algorithm were first introduced together in 1996,
on the Knowledge Discovery in Databases (KDD) data
mining conference publication. The core idea behind the
density-based clustering method assumes that a cluster is a
region in a dataspace with a high density of data objects.
This clustering model brought unique features different from
the earlier mentioned implementations. It introduced the abil-
ity to form clusters of irregular shapes, detect outliers in
the dataspace, and identify clusters without prior knowl-
edge of the classes present in the dataset. It is a prac-
tical algorithm, and the DBSCAN, has been applied in
several fields of study such as civil engineering [43], chem-
istry [44], spectroscopy [45], social sciences [46], [47], med-
ical diagnostics [48], remote sensing [49], [50] computer
vision [51], automatic identification systems (AIS) [52], [53]
and anomaly detection [54], [55]. Its successful implementa-
tion on real-world applications has led it to receive the Special
Interest Group on KDD test-of-time award [41].

The DBSCAN has served as a stepping-stone to several
other clustering algorithms that aim to improve on the original
algorithm and its limitations. This paper examines the def-
initions introduced by the density-based clustering method
and how the original DBSCAN procedure works, identifying
the challenges DBSCAN faces and discussing the subsequent
density based clustering algorithms inspired by it. Specifi-
cally, the contributions of this paper are as follows.

1. It provides a comprehensive review of density-based
clustering mechanisms. In terms of the pioneering algorithm
DBSCAN, this paper introduces several implementations in
the literature that aim to reduce its limitations. This paper
can serve as a guide for future researchers focusing on the
density-based clustering algorithms.

2. It provides a study of the DBSCAN-inspired implemen-
tations by classifying them under three general categories.
These categories are derived from the major limitations of the
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original algorithm. Hence, successive algorithms can gener-
ally be identified under one of these introduced categories.

3. An empirical analysis of six density-based cluster-
ing algorithms provides a quantitative comparison between
different implementations. Synthetic datasets are used to
compare the accuracy of the cluster outputs, and several
real-world datasets detail the computational time required for
each dataset to complete.

Accordingly, the rest of this paper is organized as fol-
lows. Section II investigates the DBSCAN algorithm and
its implementation, features, and shortcomings. Section III
is dedicated to the various DBSCAN-based clustering algo-
rithms. Based on themotivation of each algorithm, Section III
discusses the algorithms under three distinct classifications.
In Section IV, the experimental results for six clustering
algorithms are reported and evaluated. Finally, the Section V
concludes the paper by providing and overview of the study.

II. THE DBSCAN ALGORITHM
The DBSCAN [40] algorithm interprets clustering based on
the notion that regions with a high density of data objects that
are separated by sparser regions in a dataspace are identified
as clusters. In addition, DBSCAN uses two input parameters
ε and minPts, to identify the density estimation of a region
surrounding a particular data object. The algorithm uses these
two parameters to estimate the density of a particular data
object’s local region. Moreover, ε refers to the radius of an
object’s local region (neighborhood), whereas minPts is the
minimum number of data objects required within that radius
in order to be a cluster. Therefore, for a given dataset X ,
the DBSCAN algorithm calculates the local density of an
object xi, xi ∈ X as the total number of objects in its ε-
neighborhood (i.e., cardinality of Nε(xi)), where

Nε(xi) = {xj ∈ X : ∀j, dist(xi, xj) < ε}. (1)

Through (1), DBSCAN can find arbitrarily shaped clusters.
Next, by considering the number of objects in a neighbor-
hood, three different types of objects appear. Core objects
are those where their ε-neighborhood contains at leastminPts
number of objects (i.e., |Nε(xi)| ≥ minPts, for some xi ∈ X ).
These objects indicate that, for the given values of ε and
minPts, their neighborhood objects (along with the core
objects themselves) form a cluster. The number of objects
in border objects’ ε-neighborhood is less than the given
minPts; however, for a border object xj, a core object xi
exists where xj ∈ Nε(xi). The third type is noise objects.
These objects do not have at least minPts number of objects
in their ε-neighborhood and are not members of any core
object’s neighborhood. Beyond this, the DBSCAN algorithm
sets further definitions regarding the reachability between
pairs of data objects. The definitions are presented as follows.

A. DIRECTLY DENSITY REACHABILITY
An object xi ∈ X is directly density reachable from an object
xj ∈ X for a given ε and minPts if: (a) xi is a member of the

FIGURE 2. Flowchart illustration of the original density-based spatial
clustering of applications with noise (DBSCAN) algorithm. The
EXPANDCLUSTER operation (B) can be subdivided from the core process.
Based on the flowchart of DBSCAN (A), we can determine the algorithm
operates in a recursive process. The EXPANDCLUSTER module returns a
true value if a specific data object successfully builds clusters around its
region; otherwise, it returns false.

ε-neighborhood of xj, and (b) xj is a core object:

DirReach(xi, xj)⇔ xi ∈ Nε(xj) ∧ |Nε(xj)| ≥ minPts. (2)

B. DENSITY REACHABILITY
An object xi ∈ X is density reachable from an object xj ∈ X
with respect to a given ε and minPts if a series of objects
o1, . . . , on, exists, where o1 = xj and on = xi such that oi+1
is directly-density reachable from oi:

Reach(xi, xj)

⇔ ∃oi, . . . , on ∈ X : o1 = xj ∧ on = xi
∧ ∀i ∈ {1 . . . n− 1} : DirReach(oi, oi+1). (3)

By this definition, two border objects that appear in the
same cluster might not be density reachable from each other
due to the core-object constraints set for the series of objects
o1, . . . , on. However, they are directly density reachable
to a common core object. Density connectivity defines this
property.

C. DENSITY CONNECTIVITY
An object xi ∈ X is density-connected to an object xj ∈ X
with respect to a given ε and minPts if there is another object
o such that both xi and xj are density reachable from o with
respect to ε and minPts:

Connect(xi, xj)⇔ ∃o ∈ X : Reach(o, xi) ∧ Reach(o, xj). (4)

Based on these notions, DBSCAN defines a cluster as a
maximal set of density-connected objects concerning density
reachability. That is, a cluster C with respect to ε and minPts
is a nonempty subset of X such that:

a. ∀xi, xj: if xi ∈ C and xj is density-reachable from xi with
respect to ε and minPts, then xj ∈ C , and
b. ∀xi, xj ∈ C : xi is density-connected to xj with respect to

ε and minPts
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Finally, noise objects are a set of objects in the dataset that
do not belong to any of its clusters.

The DBSCAN algorithm employs a two-step mechanism
to determine the set of objects that satisfies the definitions
provided in the datasets. These sets of maximal objects
in terms of their density reachability are labeled into their
respective clusters. The algorithm starts by choosing a ran-
dom unclassified core-object from the dataset and considers
it as ‘‘seed.’’ It then collects all the density-reachable objects
from the seed to build a cluster that contains the seed object.
This two-step process is repeated until no more unclassified
objects remain.

The collection of density-reachable objects from a seed
is performed through the procedure EXPANDCLUSTER.
It takes in a core object as a seed, finds all the objects
within its ε-neighborhood by performing REGIONQUERY,
and for each identified and unclassified object, places it in
the same cluster as the seed. For all the core-objects found
during REGIONQUERY, their ε-neighborhood objects are
also collected and placed in the same cluster.

The overview of the DBSCAN algorithm on Fig. 2 reveals
that it is a recursive process. For each object it consid-
ers to be a seed, extracting its ε-neighborhood objects
through REGIONQUERY requires traversing through the
entire dataset, at most. This alone yields a time complexity of
O(n) for a region query of a single object. When considering
all the REGIONQUERY executions performed for each of
the seeds throughout the run of the algorithm, the overall
complexity of the algorithm rises to O(n2). This complexity
could be reduced using a spatial index structure, such as the
R*-tree, which requires O(log n) in order to perform region
queries. Such an approachmeans theDBSCANalgorithm can
find clusters in a dataset at O(n log n).

The original DBSCAN algorithm was successful in iden-
tifying clusters with arbitrary shapes. This feature is appre-
ciated, especially in spatial databases where clusters can be
spherical or even straight, bending, and other shapes. The
characteristics of DBSCAN to identify regions with high den-
sity that are separated by sparser spaces allows its clusters’
shapes to be determined by the dataset under examination as
opposed to other clustering methods, such as the partitional
clustering k-means, which always assumes a spherical shape
for its clusters. In addition, DBSCAN can identify isolated
data objects and is able to assign them as noise.

Partitional clustering methods, in comparison, divide the
dataspace into an assigned k different clusters, without con-
sidering the effects of noise objects on the identified clusters.
The DBSCAN also requires minimal knowledge to determine
the input parameters, as the number of clusters that are gen-
erated is not directly dependent on the user but the size of
the local regions of objects. This dependence contrasts with
algorithms such as k-means clustering, where it takes the
number of clusters to be generated as an input parameter.

However, the DBSCAN has some notable limitations. The
algorithm is heavily dependent on the user-specified ε param-
eter. Based on the value set for ε, the clusters found by the

FIGURE 3. How groups of objects with different densities could hinder
the quality of DBSCAN’s results. (A) Cluster results generated when a low
ε parameter value is chosen, causing clusters of sparser density to be
falsely regarded as noise. (B) A higher value of ε produces a possible
merging of two separate clusters. In either case, the DBSCAN algorithm
did not manage to identify all three separate clusters correctly.

algorithm could vary widely. As Fig. 3 illustrates, a higher
value of ε tends to inadvertently group a set of data objects
into a single cluster that should otherwise have been clustered
separately. A lower value might misclassify a set of data
objects that belong in a cluster as noise if the density in the
cluster’s region does not satisfy the preset value of ε. Intu-
itively, we can also observe that treating ε as a global density
parameter hinders the algorithm’s ability to identify clusters
with varying local densities. Many real-world datasets are
characterized by data objects that are grouped together in
different density ranges.When DBSCAN is applied on such a
dataset with ε as the global parameter, either multiple clusters
join into one (a large value of ε), or groups of data objects with
a local density less than ε are assigned as noise (a small value
of ε).

Furthermore, the EXPANDCLUSTER procedure within
the algorithm is worth examining for its efficiency. As dis-
cussed, this procedure collects all the density-reachable
objects from a particular core object to produce a cluster.
This mechanism requires calling the REGIONQUERY oper-
ation on each of the ε-neighborhood elements of the core
object. This requirement translates into a substantial portion
of the algorithm’s computational complexity, as a single
REGIONQUERY by itself works by iterating across all the
data objects in the dataset.

Several clustering algorithms have since been produced
that recognize these limitations and propose new meth-
ods to alleviate them. In the next section, these various
DBSCAN-based clustering algorithms are discussed.

III. VARIOUS DBSCAN-BASED ALGORITHMS
Many clustering methods have been introduced based on
the notion of density proposed in the original DBSCAN
publication. These methods were inspired by the DBSCAN
and aim to reduce its limitations. In this section, we study
the proposed properties of some of these methods and iden-
tify how they work to improve on the DBSCAN algorithm.
To provide a clearer overview of these DBSCAN-based
methods, we group these algorithms under three different
classifications, each focusing on a major limitation of the
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FIGURE 4. Timeline of the various DBSCAN-based algorithms. Each algorithm has been grouped under one of three categories: ‘‘Parameter
Independence,’’ ‘‘Quality of Clusters,’’ or ‘‘Efficiency’’ based on improvements made over the original DBSCAN algorithm.

original DBSCAN. Fig. 4 plots these clustering algorithms
on a timeline. Each of the algorithms’ implementations is also
described briefly in Table 1.

A. QUALITY OF CLUSTERS
The original algorithm is especially adept at handling spa-
tial datasets that exhibit continuous data objects of irregular
shapes. This feature, coupled with its ability to adequately
identify anomalies and its automatic detection of cluster
amounts within a dataset, is evidence of its superiority to
other clustering mechanisms. However, in terms of the qual-
ity of clusters it produces, the DBSCAN faces two major
challenges: datasets that exhibit multidensity structures in
their data space and high dimensionality. As both of these
are definitive properties of real-world databases, the origi-
nal DBSCAN required the reimplementation of its method
to address these two hindrances. We discuss the various
DBSCAN-based algorithms that aim to solve these problems.

1) MULTIDENSITY DATASETS
One of the areas where DBSCAN faces a challenge is discov-
ering clusters of varied densities in a dataset. As ε serves as
a global input parameter, a set of objects grouped in a region
with a density estimation greater than the ε value is regarded
as noise. Several methods have been proposed to solve this
problem and provide an analytical study to demonstrate their
approaches.
Ordering points to identify the clustering structure

(OPTICS) [57] was proposed to produce an ordering of a
dataset representing its density-based clustering structure that
corresponds to a wide range of parameter values. While
OPTICS does not explicitly assign a cluster to each of the
data objects, it instead holds the information necessary for an
extended DBSCAN to assign cluster relationships to all the
data objects. This cluster ordering is represented graphically
using a reachability plot. Additionally, OPTICS introduced
the notions of core distance and reachability distance to plot
such a graph.

a: CORE DISTANCE
For an object xi ∈ X , with respect to ε andminPts, its core dis-
tance is the smallest distance ε‘ possible to its ε-neighborhood
xj ∈ X such that xi would be a core object with respect to ε‘

if xj ∈ Nε(xi). Otherwise xi’s core distance is undefined:

CoreDist(xi) =

{
undefined, if |Nε(xj)| < minPts
minPtsDist(xi), otherwise.

(5)

b: REACHABILITY DISTANCE
For an object xi ∈ X , with respect to ε and minPts, its
reachability-distance to another object xj ∈ X is the smallest
distance such that xi is directly density-reachable from xj, if xj
is a core-object:

ReachDist(xi)=

{
undefined, if |Nε(xj)| < minPts
max(CoreDist(xj), dist(xj, xi)).

(6)

Based on this, the results of the OPTICS algorithm gener-
ate an ordering of objects in the dataset corresponding to the
objects’ reachability distances. The reachability plot graph-
ically depicts this where the reachability-distance values of
each object are plotted.

The advantage of this clustering method is the relative
insensitivity of the reachability plot to the input parameter ε.
In the reachability plot, the effect of ε is on the number of
clustering levels that are output on the graph. Smaller values
of ε produces more objects with undefined reachability dis-
tances, disregarding clusters with lower densities. The opti-
mal value for ε is the smallest possible value of ε such that the
density-based clustering for ε and minPts generates only one
cluster with almost all the points of the dataset as members.
Such a value would yields all the available clustering levels
in the reachability plot.
The density-based clustering based on hierarchical density

estimates (HDBSCAN) [64] introduces a hierarchical clus-
tering method that proposes an improvement of OPTICS.
It builds on the preexisting notions of OPTICS by applying
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TABLE 1. Features of the DBSCAN-based algorithms.
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FIGURE 5. Flowchart illustration of the revised DBSCAN algorithm. The
revised section of the algorithm as detailed in the shaded region of the
illustration, ensures that border-objects are always assigned to the
clusters closest to them; as opposed to the original DBSCAN, which
assigns borders to the first cluster instance in which they appear. This
revised method guarantees consistent cluster formations in all runs of the
algorithms.

the mutual reachability graph. The mutual reachability graph
is a complete graph, where objects on X are the vertices,
and the weight of each edge is the mutual reachability dis-
tance between the respective pairs of objects. Based on the
definitions of the DBSCAN algorithm, clusters in the graph
are the connected components of the ε-core objects, with the
remaining objects regarded as noise.
The varied density-based spatial clustering of applications

with noise (VDBSCAN) [60] is another method that adopts
the plotting mechanism of the objects in the dataset in order
to extract clusters with differing densities. Before operating
the DBSCAN algorithm, VDBSCAN proposes to compute
the distance of the objects in the dataset to their k th nearest
neighbor (k − dist). The objects are sorted by their k − dist
values and plotted on a graph. The k−dist plot produces sharp
changes at suitable values of ε. The DBSCAN algorithm is
computed for each corresponding values of ε. At each run of
the algorithm, objects detected in a cluster at εi, are marked as
clustered at density level i. Marked objects do not participate
in further computation of DBSCAN. The two-step process
of identifying varied-density clusters based on k − dist is
independent of ε as an input parameter but instead requires
the specification of the k th nearest neighbor in order to draw
the plot.

Another limitation the DBSCAN algorithm might face
is during the clustering of adjacent dense regions in the
dataspace. As the algorithm starts by choosing an arbitrary
unlabeled object, its subsequent operation of finding neigh-
borhood core objects and performing expansions could result
in different outputs of cluster members where border objects
of separate groups of objects are closer together.
The revised DBSCAN algorithm to cluster data with dense

adjacent clusters (revised DBSCAN) [50] describes this mat-
ter in depth by demonstrating how multiple iterations of the
DBSCAN algorithm could produce different cluster struc-

tures for the same dataset. The proposed method focuses on
the idea of density-reachable chains of objects to solve this
problem. From the definition of density reachability, border
objects could only be present in the density-reachable sets
of objects as the last element of the chain. Hence, border
objects do not participate in the expansion of clusters. There-
fore, a new concept is proposed, the core-density-reachable
objects, where the chains of objects are x1, . . . , xn for xi ∈ X
and |Nε(xi)| ≥ minPts, i ≤ n (all the objects in the
chain are core-objects). The EXPANDCLUSTER is then
further revised in order to identify border objects for the
corresponding expanded clusters. Due to the implementa-
tion of core-density-reachability, the border objects would
remain unclassified during the EXPANDCLUSTER opera-
tion. Therefore, for each border object, the closest core object
is identified and clustered to the core-density-reachable chain
in which the core object belongs to. Fig. 5 illustrates this
concept in a flowchart visualization of the revised DBSCAN
algorithm.

2) HIGH-DIMENSIONAL DATASETS
The original DBSCAN, and several other traditional clus-
tering algorithms often fail to find meaningful clusters in
datasets characterized by high dimensional and consequently
sparse data space. This challenge has been termed as the
‘‘curse of dimensionality,’’ where high dimensional datasets
contain meaningful clusters deep in the subsets of their fea-
ture space, yet such algorithms as the DBSCAN, which con-
siders the whole dimensional space while clustering, fail to
identify them. This challenge is present due to DBSCAN’s
use of distance measures between data objects to determine
similarity. In high dimensional datasets however, dimensions
with irrelevant information would hide meaningful clus-
ters in the dataspace with noisy data and ultimately hinder
DBSCAN’s attempt to identify clusters.

Multiple methods in the literature have proposed dimen-
sionality reduction to find such meaningful clusters. These
methods work by removing features deemed ‘‘irrelevant’’
or ‘‘redundant’’ in order to filter the dimensions that can
be clustered appropriately. Other methods based on attribute
transformation have also been proposed, such as implement-
ing the principal component analysis (PCA) [84] to generate
functions of attributes. However, such methods of mapping
the whole feature space into lower spaces have major chal-
lenges of their own. The lack of intuitive meaning of the
generated attributes is one challenge, whereas such methods
as PCA do not return the desired results [85].

Hence, subspace clustering techniques have been proposed
to overcome these problems. Subspace clustering approaches
work by automatically detecting clusters in the multiple
subspaces of the original data space. Besides overcoming
the mentioned problems of the previous implementations,
subspace clustering is not limited to detecting clusters in a
single subspace. Therefore, information on objects clustered
differently in varying subspaces is reserved.
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One approach that implements the subspace clus-
tering techniques for density-based clustering is the
density-connected subspace clustering (SUBCLU) [58] algo-
rithm. During the clustering of high dimensional datasets,
the DBSCAN algorithm tries to detect clusters by considering
all the dimensions for each pair of objects and applying
the necessary distance measures. However, SUBCLU works
to generate clusters that are formed within dimension sub-
sets present in the dataset. The algorithm uses the con-
cept of density-based clustering introduced by DBSCAN
as its underlying clustering method. Provided we have a
d−dimensional dataset X , and A = a1, . . . , ad as the set of
all attributes in X ; a subspace is any subset S ⊆ A. SUBCLU
automatically identifies these subsets of dimensions (sub-
spaces) in which clusters exist. In addition, SUBCLU applies
the notion of monotonicity of density-connected sets to locate
these subspaces. Given two objects that are density connected
in some subspace S ⊆ A, the notion indicates that these two
objects are also density-connected in any subspace T ⊆ S:

ConnectS (xi, xj)

⇒ ConnectT (xi, xj), ∀T ⊆ S ⊆ A, {xi, xj} ∈ X . (7)

Additionally, SUBCLU uses this monotonicity property of
density-connected sets to prune subspaces that need not be
investigated, (i.e., if at least a single subspace T ⊂ S fails to
have a density-connected set, then subspace S does not have
a set of density-connected objects either).

B. EFFICIENCY
The process of identifying all the density reachable ele-
ments from a particular core object involves the iterative
calls of REGIONQUERY for all the ε-neighbors of a core-
object. As the REGIONQUERY is a costly singular opera-
tion by itself, improved ideas have been proposed in terms
of either minimizing the number of calls made to the
REGIONQUERY, or optimizing the process of the operation
itself by proposing novel index structures that facilitate the
complexity of neighbor search operations.
The fast density-based clustering algorithm for large

databases (FDBSCAN) [66] was proposed to address the
complexity brought by the original DBSCAN’s recursive
execution of REGIONQUERY. The FDBSCAN introduced
a method to decrease the frequency of calls to this operation
by identifying the redundancy in DBSCAN’s regional queries
during its expansion phase. When EXPANDCLUSTER is
called on an object xi ∈ X , it finds the core-objects within
the neighborhood of xi and performs REGIONQUERY on
each core object. However, as the neighbor objects in
the core objects’ ε-neighborhood intersect, repetition of
REGIONQUERY is bound to occur, which increases the
complexity of the operation.

Hence, FDBSCAN proposes selecting some representative
objects within a region to solve this. When selecting seed
objects to expand on and form a clusters, FDBSCAN chooses
orderly unlabeled objects outside a core object’s neighbor-

hood. The ordering is performed by sorting the objects using
a certain dimensional coordinate. Two clusters formed using
this method can later be merged together if a core object
exists within the intersection of the two cluster regions. This
approach ensures that REGIONQUERY does not repeat on
a single object that is in the ε-neighborhood of several core
objects.

The Rough-DBSCAN [68] algorithm is a hybrid clustering
algorithm proposed to decrease the time complexity of the
original DBSCAN algorithm. The algorithm first searches
for model objects within the dataset called leaders by using
the leaders clustering method. Afterward, these objects are
used to produce clusters through density-based clustering.
This mechanism enables Rough-DBSCAN to compute the
clusters in O(n), which is an improvement on the DBSCAN
algorithm. This computation is possible due to Rough-
DBSCAN’s implementation of first deriving k leader objects
containing density information using the leader clustering
method, which takes O(n) and later applies the DBSCAN on
these k leader objects only.
The leader method [86] is a partitioning clustering method.

Its advantage is in terms of efficiency, which is linear with
the number of objects in a given dataset. The procedure runs
as follows. Given a threshold distance τ , it maintains a set of
leader objects L that initializes to empty and builds iteratively.
For each object xi ∈ X ; if a leader object l ∈ L exists so that
the distance between xi and l is not greater than the threshold
distance τ , then xi is assigned to the cluster of l and assigned
as the follower of object l. An object is assigned to only a
single leaders object. Through this scheme, each object in L
can be regarded as a representative for the cluster of objects
that follow it. However, two problems are present with the
leader method.

1. Although we can guarantee that two follower objects
within the same group have a distance of at most 2τ , there is
no way to ensure that followers within different groups have
a distance of at least τ .

2. There can be multiple l values with distances of less
than or equal to τ to and object xi ∈ X . Thus, repeated runs
of the algorithm on the same dataset could provide different
clustering results.

To alleviate these issues, Rough-DBSCAN provides a
modified implementation of the leaders clustering algorithm.
The modification offers an ordering of the leader objects as
they are derived, which allows the algorithm to choose the
closest leader object l for an element xi.
After generating the leaders objects with their cor-

responding set of followers, the proposed algorithm
Rough-DBSCAN moves on to its density-based clustering
mechanism. The algorithm uses ε and minPts parameters to
partition the set of leaders derived from the dataset, which
is later expanded into the whole dataset by replacing each of
the leaders objects with their set of followers. This hybrid
implementation of the leaders clustering algorithm on top
of the DBSCAN algorithm helps in gaining efficiency by
reducing the iterations of the DBSCAN from being linear
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with the number of objects in the dataset to k amount, which
corresponds to the number of leaders produced.
A grid and density-based fast spatial clustering algorithm

(GMDBSCAN) [67] is another hybrid clustering algorithm
that joins the concepts of grid-based clustering along with
an underlying DBSCAN implementation to produce an effi-
cient clustering mechanism. The GMDBSCAN exploits the
efficiency provided by grid-based applications that partition
the whole dataspace into a hypersphere in order to limit
the necessary traversal of the REGIONQUERY operation of
the DBSCAN to only a limited data objects. As the algo-
rithm obtains a grid-structure within the whole dataspace,
REGIONQUERY operations are performed within a speci-
fied grid structure each time. Thus, the processing speed of
the algorithm is independent of the number of data objects
within the dataset.

The DBSCAN algorithm works by performing distance
computations between each pairs of data objects in the
dataset. However, this is unnecessary because the computa-
tion of the distance between two data objects with a distance
greater than the threshold of parameter ε is useless for the pro-
cess of forming density-based clusters. In addition, GMDB-
SCAN aims to remove such redundant operations by limiting
the search space of a single data object. Grid structures are
formed on the dataspace, forming hypercubes of grid blocks
with their width set to the value of the distance threshold ε.
This structure guarantees that, during the REGIONQUERY
sub-operation for an object xi ∈ X , its neighbor objects would
only appear within the adjacent grids of where xi is, (i.e., for
a single data object in the dataset, an object xi ∈ X only
has to perform distance computations with objects within
its adjacent grids instead of against each object within the
dataspace).

C. PARAMETER INDEPENDENCE
The dependence of DBSCAN on its input parameters ε and
minPts to define its density and provide a density estimation
means there requires a degree of knowledge about the dataset
to determine the best values for the inputs. This requirement
is aggravated by the fact that varying ε values could return
highly different clustering results. Adaptive methods have
been proposed to alleviate this that automatically compute for
the optimal ε values to perform the DBSCAN algorithm.
Density clustering based on the radius of data (DCBRD)

[80] is a density-based clustering algorithm that requires no
input parameters. It performs its clustering of data objects
with DBSCAN as its core method. The algorithm focuses
on partitioning the data into overlapped circular regions
(hyperspheres for multidimensions) and uses the best region
to select the neighborhood of a data object. The proposed
algorithm divides the clustering process into two stages.
First, through some distance measure, the algorithm creates
several overlapping circles (hyperspheres). Each data object
appears in at least a single circle. These spheres are subsets
of the dataspace. In the second stage, DCBRD executes the

DBSCAN algorithm and obtains ε from the overlapped cir-
cular regions.
The distribution-based clustering algorithm for mining in

large spatial databases (DBCLASD) [78] focuses on address-
ing the cluster discovery of arbitrary shapes in large spatial
datasets and minimizing the requirement of the input param-
eters. The algorithm introduces these definitions in order to
generate its notion of a cluster.

1) NEAREST NEIGHBOR AND NEAREST NEIGHBOR
DISTANCE
For an object xi ∈ X , its nearest neighbor is an object xj ∈
X − {xi} which has the minimum distance to the object xi.
The distance from xi to its nearest neighbor xj is called the
nearest neighbor distance of xi:

Nearest(xi) = {xj ∈ X :

xj = min
x
dist(xi, xj),∀x(x ∈ X 6= xi)} (8)

NearestDist(xi) = dist(xi,Nearest(xi)). (9)

2) NEAREST NEIGHBOR DISTANCE SET
Let X be the set of objects in the dataset and xn be the
elements in X . Then, the nearest neighbor distance set of X ,
NearestDistSet(X ), is defined as the multiset of all values
NearestDist(xn).

The DBCLASD algorithm builds on these definitions and
bases its concept of a cluster on analyzing the expected
distribution of the distances of objects in a cluster to their
nearest neighbor. The objects within a cluster are assumed
to be uniformly distributed. The algorithm then expands
an initial cluster by adding the nearest neighbor objects as
cluster members as long as the newly produced cluster fits
an expected distribution. The REGIONQUERY operation is
employed to retrieve of neighboring objects. The R*-trees is
used as a spatial access method to obtain efficiency.
Locally scaled density-based clustering (LSDBC) [79] is a

clustering algorithm that focuses on automating the process
of clustering by employing local density information to iden-
tify arbitrary clusters in a dataset. In terms of comparing its
technique for density estimation, the methods can be classi-
fied into two categories. The original DBSCAN algorithm
uses the concept of a Parzen window for the purpose of
calculating regional density. The Parzen window is a method
of computing a hypersphere (hypercube, based on the method
used for distance measures) and estimating the regional den-
sity by counting the number of objects falling within the
computed hypersphere (neighborhood).

The challenge this approach presents is the problem of
choosing the most appropriate window size to determine the
neighborhood. Alternatively, LSDBC estimates its density
through the k−nearest neighbors (kNN−type) approach. The
algorithm starts with the density-based ordering of the objects
and applies its cluster expansion method by starting from the
densest possible object. The LSDBC determines the cut-off
criteria for the expansion process based on the density of
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FIGURE 6. Fundamental Clustering and Projection Suite (FCPS) datasets used for the experiments.

the center of the cluster, (i.e., expansion proceeds until the
density of the generated cluster falls below a prespecified
ratio of the center point density). Unlike the DBSCAN algo-
rithm, LSDBC does not expect the input parameters of ε and
minPts, two arguments used for the Parzen windowmethod to
compute the hypersphere volume and determine the regional
density. However, the kNN method of LSDBC depends on the
value of k: the number of the nearest neighbors to consider for
each data object during density calculation.

IV. EXPERIMENTS
This section evaluates the experimental results for five dif-
ferent density-based algorithms, each run on two different
collection of datasets. Additionally, a density-based subspace
clustering algorithm was evaluated using a set of real-world
multidimensional datasets. The focus of the experiment is to
analyze the quality and performance of the algorithms. For
quality measures, the Adjusted Rand Index (ARI) [87], [88]
and F-score were used. The ARI is a commonly used for
cluster validation because it measures the agreement between
two partitions. A larger value of the ARI indicates a higher
agreement between two partitions. Moreover, the F-score
is an appropriate measurement, as it indicates the accuracy
result of a test. The F-score has also been a commonmeasure-
ment scale of a clustering algorithm’s accuracy in previous
literature in the field. To compare the computation time of the
algorithms, we took several partitions of a real-world dataset
and examined the total required time for each partitioned
dataset to process in order to understand how each algorithm
scales up as the instances in a dataset grow.

A. DATASETS
For the experiments to test the accuracy and speed of the
various algorithms, we have elected to use one set of syn-

thetic datasets and one real-world dataset. The clustering
algorithms were run against the synthetic datasets to test
the clustering validation provided by each of the algorithms.
The second dataset indicated each algorithm’s performance
in real-world conditions. The experimental results were used
to demonstrate the computational time of each algorithm. The
real-world dataset is a 2D dataset, whereas the set of synthetic
data contains a combination of 2D and 3D datasets. Further-
more, an additional 10 multidimensional real-world datasets
were employed to analyze how the original algorithm fares
against SUBCLU, the reimplementation of the DBSCAN
algorithm, to cluster datasets with multiple dimensions.

1) FUNDAMENTAL CLUSTERING AND PROJECTION SUITE
The Fundamental Clustering and Projection Suite (FCPS)
contains 10 synthetic datasets [89]. These datasets are
named ‘‘Atom,’’ ‘‘GolfBall,’’ ‘‘Hepta,’’ ‘‘Chainlink,’’ ‘‘Engy-
Time,’’ ‘‘Lsun,’’ ‘‘Target,’’ ‘‘Tetra,’’ ‘‘TwoDiamonds,’’ and
‘‘WingNut’’. Table 2 describes the instances and dimensions
of each of the datasets used for the experiment. Each one was
built to challenge clustering algorithms based on different
criteria. Each dataset has specific criteria such as the lack of
linear separability, class spacing differences, outlier presence,
and others. Hence, the table also details these criteria and
problems clustering algorithms could face for each dataset in
the FCPS. A graphical representation of the FCPS datasets is
presented in Fig. 6.
The components of the FCPS each have cluster labels for

their data objects. This information was used to compare
the data objects’ cluster labels to the labels generated by
the clustering algorithms during the experiment. The ARI
and F-score used these two set of cluster labels to measure
the agreement between the labels formed by the clustering
algorithms and the labels from the FCPS.
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TABLE 2. Description of the dataset in the FCPS.

2) GEO-TAGGED TWITTER DATASET
Junjun Yin from the National Center for Supercomputing
Application (NCSA) collected the real-world dataset for the
experiments [71], [90]. The dataset was obtained through
the free Twitter streaming API [91]. The original collec-
tion contains exactly 1% of all geo-tagged tweets from the
United Kingdom in June 2014 and has about 16.6 million
tweets. The subset of the dataset used for the experiments
was generated by filtering the dataset to on the first week
of June. This filtered dataset contains 3,704,351 instances.
Furthermore, in order to analyze how each clustering algo-
rithm performs as the number of instances in the dataset
increases, experiments on the dataset were run on several par-
titions of the dataset, (i.e., at 1,000, 10,000, 50,000, 100,000,
1,000,000 and 2,000,000 instances). The full and filtered
dataset can be found on B2SHARE [90].

3) REAL-WORLD MULTIDIMENSIONAL DATASETS
In Sec. III, we discuss how the SUBCLU (density-based
subspace clustering) was introduced in order to combat the
challenge faced by the DBSCAN algorithm when cluster-
ing datasets with high dimensions. To gain an empirical
understanding of what SUBCLU had achieved, we collected
10 real-world datasets of various dimensions to compare
the clustering results between SUBCLU and the original
DBSCAN. Nine of the collected datasets can be found on the
UCI Machine Learning Repository [92], and one additional
spatial dataset was collected from the data repository at the
University ofMinnesota [93]. Table 3 describes these datasets
in further detail.

B. ALGORITHMS
For the experiments, we collected source codes for the origi-
nal DBSCAN algorithm [95], revised DBSCAN for adjacent
clusters [96], OPTICS [97], HDBSCAN [98], HPDBSCAN
[99], and SUBCLU [100]. All the algorithms except SUB-
CLU are C++ implementations. Whereas DBSCAN, revised
DBSCAN, OPTICS, HDBSCAN, and SUBCLU accept a
comma-separated value (csv) files as input to process their
clustering algorithm, the HPDBCAN algorithm requires its

TABLE 3. Description of the 10 real-world multidimensional datasets.

datasets to be in Hierarchical Data Format v. 5 (HDF5)
format [101]. For the neighborhood search for data objects,
the DBSCAN, revised DBSCAN, HDBSCAN, and SUBCLU
implementations in the experiment perform a linear neigh-
borhood scan, and OPTICS uses an implementation of kd-
tree [102], whereas HPDBSCAN works with a grid-based
data preprocessing and indexing method. This neighborhood
search variation helps portray how scalable each implemen-
tation is as the dataset increases and provides evidence of
the DBSCAN claim of O(n log n) by implementing such data
structures. Due to differences in programming languages,
time performance comparison between the SUBCLU and
DBSCAN algorithms was not possible. Regardless, the clus-
tering results generated from the corresponding algorithms
are worth investigating and were analyzed.

C. RESULTS
The experimental results for each of the experiments are
reported here. Table 4 lists the results of each algorithm
when run against the FCPS collection. Each table provides
the necessary input parameters provided for the algorithms.
An algorithm’s corresponding input parameter for a partic-
ular dataset is the parameter that returns the best results
for the clustering algorithm. Where the DBSCAN, revised
DBSCAN and HPDBSCAN take two parameters (minPts
and ε), the OPTICS and HDBSCAN take only minPts as
input. All experiments were conducted on two Intel Xeon
CPU E5-2695 processors clocked at 2.10 GHz.

To evaluate the cluster accuracy produced by the algo-
rithms, we have measured the ARI and F-score. The ARI
is a variation on the classic Rand Index method. The ARI
expresses the ratio of the cluster assignments regarded as
‘‘correct.’’ It calculates a similarity measure between two
different clusters by considering all pairs of samples, then
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FIGURE 7. Clusters generated from DBSCAN on the fundamental clustering and projection suite datasets.

counting the pairs assigned in the same or in the different clus-
ters produced, to finally compare against the ‘‘true’’ clusters,
adjusting for random chance. The ARI is bounded between
-1 and 1. The F-score is calculated from the precision and
recall of a test, where precision is the ratio of true positive
results to the total positive results found, and recall is the
ratio of true positive results to the actual positive labels. The
final F-score value is computed by calculating the harmonic
mean of the precision and recall. For both theARI and F-score
measures, the similarity is better as the value approaches 1.
We evaluated the cluster results using the scikit-learn [103]
implementation of the ARI and F-score.

1) FCPS EXPERIMENTAL RESULTS
From the collection of 3D and 2D datasets of the FCPS,
the DBSCAN generally performs well to find the appropriate
clusters of each dataset. The ‘‘Lsun,’’ ‘‘Chainlink,’’ ‘‘Target,’’
‘‘WingNut,’’ and ‘‘GolfBall’’ datasets were clustered with
perfect accuracy by the DBSCAN algorithm. Furthermore,
the DBSCAN algorithm correctly estimated the noise objects
present in the ‘‘Target’’ dataset.

This accuracy can be observed in the table because
the DBSCAN algorithm generated an accuracy of 100%
when clustering ‘‘Target,’’ although only 98.5% of the data
objects had been assigned a cluster. For the other datasets
(i.e., ‘‘Hepta,’’ ‘‘Tetra,’’ ‘‘Atom,’’ and ‘‘TwoDiamonds’’),
DBSCAN did not correctly cluster all data objects. ‘‘TwoDi-
amonds’’ is evidence of a particular case in which the
DBSCANmanaged to group all the data objects into a cluster,
although the assignment was not always to the correct cluster.
Fig. 7 presents the clustering outcome of the DBSCAN algo-
rithm for the FCPS and how it is challenged by datasets, such
as ‘‘TwoDiamonds’’ where two or more different clusters
appear close to each other.

FIGURE 8. Two different runs of the DBSCAN on the same dataset with
different results. The DBSCAN expands clusters through the
density-reachability mechanism, so cluster labels for border objects of
adjacent clusters might vary depending on which data objects are being
randomly processed first. (A) Initialized the cluster expansion from a
certain data object located in the left ‘‘Diamond.’’ (B) Started from a data
object found in the right ‘‘Diamond’’.

The results gathered for the revised DBSCAN algorithm
provide an interesting comparisonwith the original DBSCAN
results. The most significant differences are observed in the
‘‘Tetra’’ and ‘‘TwoDiamonds’’ datasets; datasets where the
clusters are formed adjacent to one another. The adjacency
of clusters appears when border objects that correspond to
one cluster also appear in the neighborhood region of another
cluster. The original DBSCAN’s assignment of cluster labels
for such border objects is determined by its random iteration
of the dataset (i.e., if a particular border object belongs to
the region of two different clusters, DBSCAN automatically
assigns that border object to the cluster it constructs first,
even before considering the second cluster). Furthermore,
because DBSCAN chooses data objects randomly in order
to start building clusters, multiple runs of the algorithm on
the same data object could produce different clusters due to
the assignments of the border objects as shown in Fig. 8. This
condition is displayed in the ‘‘TwoDiamonds’’ and ‘‘Tetra’’
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TABLE 4. Experimental results on the fundamental clustering and projection suite.

datasets of the FCPS, where data objects belonging to one
cluster were clustered into another.

The revised DBSCAN algorithm provides an improved
implementation for such cases. Instead of assigning a bor-
der object to a particular cluster as soon as it is detected,
the revised DBSCAN algorithm first constructs clusters
by only considering their core-object members. Then, this
algorithm determines which core object is closest for each
border object and assigns it the cluster label of that core
object. This implementation ensures the correct assign-
ment of cluster labels for all border objects, as illustrated
on Fig. 9.

Additionally, consistent cluster shapes and cluster labels at
every run of the algorithm were observed. The gains in accu-
racy when clustering ‘‘TwoDiamonds’’ and ‘‘Tetra’’ with the
revised DBSCAN corroborate this implementation. ‘‘TwoDi-
amonds’’ is perfectly clustered with the revised DBSCAN,
while the accuracy of ‘‘Tetra’’ increases by 37% to 0.914 as
presented on Table 4. The time penalty for the additional com-
putation of the revised DBSCAN algorithm is also evident,
but a more consequential observation of this can be made on
the Twitter dataset.

The HPDBSCAN implementation divides the iterative
computation required for the EXPANDCLUSTER phase of
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FIGURE 9. TwoDiamonds cluster results for the revised DBSCAN vs. the
original DBSCAN algorithm. The revised DBSCAN (left) correctly labels the
border objects of every cluster and ensures all runs of the algorithm
return the same shape of the clusters.

TABLE 5. Computational time for the five algorithms on the Twitter
dataset (in seconds).

the algorithm among the 72 threads of the two compute nodes
available for the experiment. This implementation results in
a significant acceleration in computational time as compared
to the original DBSCAN algorithm, as listed in Table 4.
Although the change in this scalability is better observed on
larger datasets, such as the Twitter data, the FCPS collection
also exhibits time differences between the HPDBSCAN and
the original DBSCAN. The ‘‘GolfBall’’ dataset portrays this
most significantly, from 0.743 s for DBSCAN to 0.026 s for
HPDBSCAN, a time decrease of 96.53%.

2) TWITTER DATASET EXPERIMENTAL RESULTS
For the Twitter dataset experiment, subsets of the Twitter
dataset at various instances were analyzed to determine how
each algorithm scales as the size of the dataset increases.
This experiment focuses on the computational time of the
algorithms, as no predefined cluster labels exist for each data
object to compare with using the ARI method. The input
parameters of minPts and ε were chosen at 40 and 0.01
respectively [71]. Table 5 presents the time taken for each
algorithm to cluster the dataset at subsets of 1,000, 10,000,
50,000, 100,000, 1,000,000 and 2,000,000 instances of the
Twitter dataset.

The DBSCAN algorithm used for this experiment executes
a brute force implementation of the neighborhood search
for its REGIONQUERY phase, which corresponds to a time
complexity of O(n) per regional query. As such, the exper-
iment conducted on the DBSCAN exhibits a quadratic
increase with respect to the number of instances.

The revised DBSCAN performs slightly slower than the
DBSCAN due to its added procedure of assigning border
objects to their respective clusters. However, the OPTICS

FIGURE 10. Scalability of the computational time of five algorithms as
instances of the Twitter dataset increases exponentially.

algorithm with the kd-tree implementation performs its
REGIONQUERY at O(log n) and the results corroborate this
with a faster time than the DBSCAN’s implementation. The
HDBSCAN algorithm required more memory space than that
available for the instances of ≥1,000,000 at the given input
parameter of minPts = 40. For the sake of fairness of the
experiment, we chose not to alter to a more manageable
minPts for the HDBSCAN and reported only the results of
instances of <1,000,000. Finally, the HPDBSCAN’s parallel
implementation of the originally sequential DBSCAN algo-
rithm results in a significant drop in time, with the data
instances of 2,000,000 requiring only 3.82 s to finish its
run. Fig. 10 plots the results of the experiment in order to
visualize scalability of the five algorithms. At the time of
writing, to our best knowledge, HPDBSCAN is the only C++
implementation of parallel DBSCAN publicly available for
our evaluation; however, it is worth investigating how other
parallel implementations of DBSCAN compare to it.

3) MULTIDIMENSIONAL DATASETS EXPERIMENTAL RESULTS
Further, 10 real-world datasets exhibiting varied dimension-
ality were examined by running on the original DBSCAN
and the SUBCLU clustering algorithms. The SUBCLU clus-
tering algorithm, as discussed in Sec. III works by iterating
through the dimension subsets (subspaces) of the dataset
in order to locate clusters hidden deep within the feature
space. It also incorporates a pruning mechanism to reduce
the search space by applying the monotonicity property of
density-connected sets in a bottom-up approach to subspace
clustering. As such, multiple, usually overlapping clusters in
different subspaces are generated when running the SUBCLU
algorithm as opposed to the cluster output of the origi-
nal DBSCAN in a single search space. For the experimen-
tal results, the number of clusters and coverage percentage
reported for the SUBCLU algorithm are those from subspaces
that return the greatest number of clusters and objects with the
least amount of noise.
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TABLE 6. Experimental results on 10 multidimensional real-world datasets.

Furthermore, to identify the appropriate parameter val-
ues for the experiments, the approaches proposed in [41]
and [56] were implemented. These papers suggest a minPts
that corresponds to twice the number of dimensions present
in the dataset; and use the calculated minPts to plot the kNN
plot of the dataset. The ε corresponds to the plot where the
maximum curvature is revealed. Table 6 lists the clustering
results generated for the two algorithms. The minPts values
used in each of the reported dataset is double the value of its
dimension.

Of the ten datasets used to conduct the experiment,
three display varying cluster results. The ‘‘Travel Review’’
and ‘‘Ecoli’’ datasets indicate greater coverage of clustered
objects, and ‘‘MFCC’’ was able to identify additional clus-
ter in the SUBCLU algorithm than the original DBSCAN
algorithm.Meanwhile, the ‘‘WDBC’’ dataset, which returned
a single cluster when appropriate parameters were used,
demonstrated no improvement when run against SUBCLU.
This result suggests the subspace clustering method was not
sufficiently adept at identifying significant clusters within
the subsets of the feature spaces of the datasets. The most
likely reason for this scenario is the rigidity of the parameters
used during the SUBCLU procedure. Although the algorithm
examines the subspaces of the datasets, a preset value of
ε and minPts was used on each of the subspaces, which
limits the algorithm’s ability to identify whether a particular
feature space holds meaningful clusters or not, if it was
run using a more subspace-appropriate parameter. Therefore,

the SUBCLU algorithm could either prune the subspace
and all its successive subspaces generated in a bottom-up
approach or generate more noise objects where there should
not be. FutureDBSCAN-based clustering algorithms can pro-
duce a more fluid parameter generation method for subspace
clustering in order to address this problem and reduce the
over-reliance of preset values for the SUBCLU algorithm.

V. CONCLUSION
Several density-based algorithms have been proposed that
aim to improve on the original DBSCAN method. Based on
their implementation, these algorithms can be categorized as
focusing on either improving clustering quality, optimizing
efficiency, or combating the reliance on parameter settings.
The OPTICS andHDBSCAN algorithms produce a hierarchy
of clusters that extract a densely collected set of objects within
a cluster. While OPTICS can identify the denser clusters
using a reachability plot, it does not provide an alternative
means to identify a flat partitioning of the most significant
clusters without using the original DBSCAN approach. The
revised DBSCAN also aims to improve on clustering qual-
ity by focusing on datasets that exhibit adjacent clusters.
It successfully identified the correct cluster labels for border
objects appearing in two different cluster neighborhoods.
However, this added implementation increases the computa-
tional time from the experiments, and datasets that do not
have the adjacency property would suffer without gains in
cluster quality. A ‘‘highly parallel’’ DBSCAN (HPDBSCAN)
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that employs OpenMPI/MPI to break the sequential pro-
cess of the original algorithm and accelerate neighborhood
searches in a distributed processing environment was also
evaluated. This implementation was tested on a real dataset
and was capable of executing within a time complexity that
is orders of magnitude faster than the other algorithms.

Experiments on three collection of datasets were con-
ducted. The results from the FCPS collection reveal that,
while the improved algorithms provide better quality results
in particular cases, the original DBSCAN is generally adept
at handling clustering operations. The real-world Twitter
dataset used to test the efficiency of the algorithms acknowl-
edged HPDBSCAN’s parallel implementation of the cluster-
ing while providing support for adapting indexing structures
such as the R*-tree or kd-tree for faster regional queries.
Finally, the 10 real-world datasets collected to test how
density-based clustering algorithms handle multidimensional
feature spaces indicated the high sensitivity of SUBCLU’s
results to the input parameters ε and minPts.
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