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ABSTRACT A stock market crash is a drop in stock prices more than 10% across the major indices.
Stock crisis prediction is a difficult task due to more volatility in the stock market. Stock price sell-offs
are due to various reasons such as company earnings, geopolitical tension, financial crisis, and pandemic
situations. Crisis prediction is a challenging task for researchers and investors. We proposed a stock crisis
prediction model based on the Hybrid Feature Selection (HFS) technique. First, we proposed the HFS
algorithm to removes the irrelevant financial parameters features of stock. The second is the Naive Bayes
method is considered to classify the strong fundamental stock. The third is we have used the Relative
Strength Index (RSI) method to find a bubble in stock price. The fourth is we have used moving average
statistics to identify the crisis point in stock prices. The fifth is stock crisis prediction based on Extreme
Gradient Boosting (XGBoost) and Deep Neural Network (DNN) regression method. The performance of
the model is evaluated based on Mean Squared Error (MSE), Mean Absolute Error (MAE), and Root Mean
Square Error(RMSE). HFS based XGBoost method was performed better than HFS based DNN method
for predicting the stock crisis. The experiments considered the Indian datasets to carry out the task. In the
future, the researchers can explore other technical indicators to predict the crisis point. There is more scope
to improve and fine-tune the XGBoost method with a different optimizer.

INDEX TERMS Recursive feature elimination, Boruta feature selection, stock price bubble, XGBoost, DNN,
stock crisis.

I. INTRODUCTION
Due to the volatility in stock prices, predicting stock crisis
movements is challenging. The stock price crisis is nothing
but a significant drop in stock price more than 10% within a
few days due to heavy selling in stocks [43]. The reasons for
the selloff in the stock market are listed below.

1) The stock is overpriced.
2) Company posts the bad earnings.
3) Global market slowdown due to trade war.
4) Geopolitical Tension.
5) Pandemic situations like COVID19.

Early prediction of stock prices makes trading more prof-
itable [3]. The Efficient Market Hypothesis (EMH) states that
traded assets’ prices, such as stocks, already reflect all pub-
licly available information [35]. There has been an increasing
number of studies [7], [34], [42], [47] that provide evidence
contrary to what is suggested by the EMH. These studies
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show that the stock market can be predicted to some extent.
Stock crisis prediction helps investors to exit the market at the
right time.

The stock market crisis can emerge due to variations in
global and local market economic policy and macroeconomic
data. For example, a financial market slowdown in 2008 [16]
is initially originated in the United States (US), and sub-
sequently, it has affected the economy of other countries.
It has been observed that the crisis may originate from a
large size economy, and the impact of the crisis will affect
smaller economies as well. For example, the subprime crisis
originated in the US and evolved into a sovereign debt crisis
in European countries. This crisis affected the Asian market,
as well. Crisis prediction has been used in the banking sec-
tor, business, investments, and other areas. Crisis prediction
is critical for the financial market, and this attracted many
researchers and academicians. Predicting a crisis is one of the
critical issues in the proposed work.

However, Chatzis et al. [12] proposed stock crisis events
based on deep learning classification methods. The study
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considered the less than one percentile of stock returns as
a stock crisis point. This study has not been considered a
fundamental analysis to identify stock quality because stock
technical analysis performs better on the strong fundamental
stock. Stock forms a bubble before it crashes. The study stock
crisis is predicted without considering the bubble in stock
prices. Hence identification of stock bubbles is one of the
objectives in this paper.

Stock price crisis identification is challenging because the
crisis can cause a financial market meltdown, geopolitical
tension, and COVID 19 medical emergency. Hence it is not
very easy to predict future stock prices. Therefore it creates
an opportunity to study stock crisis-related issues.

The contribution of this paper is as follows.

1) Proposed Hybrid Feature Selection(HFS) algorithm to
remove irrelevant financial ratio features. This is the
first approach for stock crisis prediction based on the
HFS method.

2) Naive Bayes classification method is considered to find
the strong fundamental stock.

3) Stock price bubble identification using the RSImethod.
Usually, RSI is used for overbought and oversold
movement identification. This is the first approach for
stock price bubble identification using the overbought
method.

4) Identification of stock crisis events using moving aver-
age statistics.

5) Forecasting of the future stock price crisis using the
XGBoost and DNN regression method. This is the first
approach using the regression method for stock crisis
prediction.

The structure of this paper is as follows. Section 2 describes
related work on stock crisis prediction. Section 3 presents the
HFS based stock crisis prediction model. Section 4 presents
the experimental results and discussion. Section 5, we con-
clude with a relevant discussion about the proposed method.

II. RELATED WORK
Tsai [49] discussed to find the relationship between stock
price and exchange rate. The study found that the variables are
negatively correlated. Therefore the least square estimation
is not able to find the accurate correlation between exchange
rate and stock. To overcome this, the authors proposed a quan-
tile regression model. Andersen et al. [4] proposed a frame-
work for intraday trading and stock price forecast based on
volatility and return distribution. The study highlighted that
forecasting based on asset return volatility and its distribution
is complicated to fit in the Auto-Regressive Conditional Het-
eroscedasticity (ARCH) model due to negative correlations.

Kim [27] proposed the Support Vector Machine (SVM)
model to forecast stock prices. KOSPI(Korean composite
stock price index) daily stock price data were considered in
the experiment. The study considered two variables based
on the stock price movements, i.e., one indicates up, and
0 indicates down. Two thousand nine hundred twenty-eight

trading samples have been considered, in that 20% of data is
used for holdout and 80 % data for training. The original data
scaled by performing normalization [-1.0,1.0]. To accom-
plish the work, 12 technical indicators raw data are given
to the SVM model. The experimental work investigates
SVM parameters upper bound C and kernel parameter sigma
square.

An Artificial Neural Network(ANN) is a popular method
for classification and pattern identification in stock prices.
ANN has been adopted in most of today’s applications to
design smart and intelligent machines for business and sci-
ence purposes. The ANN is learned from training data and
identifies the future pattern based on experience. The ANN
model is flexible because it can handle nonlinear data without
prior knowledge of the relationship between input and output
data. Deep neural network are considered for stock price
prediction [22], [54].

The Autoregressive Integrated Moving Average(ARIMA)
model is widely used to find a linear relationship in the
time-series application. However, most researchers found that
the ARIMA model cannot identify the nonlinear pattern in
data. Therefore, most of the methods considered SVM and
ANN. Pai et al. [40] proposed a hybrid ARIMA and SVM
model for stock price prediction. The residuals are obtained
using ARIMA and given input to SVM for forecasting.
Blair et al. [6] considered two variables daily stock returns
and volatility index(VIX). The ARCH model is applied to
estimate the volatility between daily returns and VIX. The
study concludes that VIX outperformance for forecasting the
volatility compared to daily returns.

Tsaih et al. [50] proposed a hybrid artificial intelligence
method for stock price forecasting. This approach combines
a rule-based method and a neural network to predict the daily
stock prices. The results are compared with backpropaga-
tion(BP) and perceptron. The S&P 500 stock is considered in
the experiment. The advantage of reasoning neural networks
is the fast learning rate compared to BP, and the number of
hidden nodes is less compared to BP.

Wavelet Denoising-based Back Propagation network
(WDBP) has been proposed to forecast the stock prices.
MAE, RMSE metric is considered to evaluate the perfor-
mance of the WDBP model. The shanghai stock exchange
data has been considered for the experiment from 1993 to
2009. The data are split into two parts, training and test-
ing. 80% of data is used for training and 20 % for testing.
In this approach, data are decomposed into many layers using
wavelet transformation. The representation of generated sig-
nals can be either low frequency or high frequency. BP neural
network is considered to predict the future value based on
wavelet transformation frequency [51].

Most of the work considered the Support Vector Regres-
sion(SVR) for predicting stock price [21], [29], [55]. One
of the biggest problems of SVR is parameters estimation
of the kernel function. However, in existing work, param-
eter estimation is carried out manually, i.e., trial and error.
These manual estimations are not accurate. To overcome this,
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FIGURE 1. Overall proposed work.

TABLE 1. Related works.

the authors proposed multiple kernel learning methods to
optimizes the SVR parameters [53].

Maji et al. [33] studied portfolio management framework
using linear, quadratic and cubic curve model. In this work,
different industry stocks are classified into clusters. The per-

formance of the curve model is evaluated using the R-squared
metric. Online textual news [5] were considered to predict the
stock prices. Naïve Bays classifier was used to classify the
news sentiments.

Chandar [10] considered Delay Neural Networks (TDNN),
Radial Basis Function Neural Networks (RBFNN), and Back
Propagation Neural Network (BPNN) for predicting the
stock prices. The study concluded that the BPNN model
was performed better than other models. Safari and Ghav-
ifekr [45] investigated the stock price prediction using the
ANN method. The RMSE metrics were considered to eval-
uate the performance of the model.

Chandar [11] considered Elman Neural Network(ENN)
model for stock price prediction, and the GreyWolf optimizer
method was considered to optimize the parameters of the
ENN model. Moreover, the DNN model is performed better
than ANN and SVM techniques [32]. DNN has more than
three layers of neural network that helps the model to learn
more accurately compared to the ANN.

The overall related work is described in Table 1. Most of
the work considered stock price prediction [18], [25], [31],
[56], [46]. There is limited work on stock crisis prediction.
Sotirios et al. [12] is proposed stock crisis prediction based
on classification method. Log Periodic Power Law(LPPL)
method is considered for stock crisis identification
[30], [52]. Therefore it creates an opportunity to study the
stock crisis-based prediction.

III. METHODOLOGY
Zhang et al. [57] proposed the LPPL method to identify the
bubble in stock prices. The bubble is nothing but the exponen-
tial growth of stock prices. This study has not been considered
a fundamental analysis to recognize the quality of stock.
Benjamn Grahman [19] earned money in the stock market,
but he has lost money during the stock crisis in 1929. Later
he has published a book [20] on security analysis based on
stock fundamentals. According to Grahman, the stock price’s
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FIGURE 2. HFS feature selection.

fair value is based on company earnings, dividend, and asset
value. Therefore we have considered financial parameters to
recognize the quality of stock.

The overall flow of the proposed work is depicted in Fig 1.
We proposed a Hybrid Feature Selection(HFS) algorithm for
forecasting the future stock price crisis using the XGBoost
and DNN regression method.

A. HYBRID FEATURE SELECTION (HFS) ALGORITHM TO
REMOVE IRRELEVANT FINANCIAL PARAMETERS
The fair value of the stock price depends on stock finan-
cial parameters. There are many financial parameters such
as price to earnings, company returns, company dept, etc.
Identification of relevant stock parameters is a challenging
task. Therefore we proposed Hybrid Feature Selection(HFS)
technique to select an essential financial parameters fea-
ture. HFS technique combines two individual algorithms,
namely Recursive Feature Elimination(RFE) and Boruta Fea-
ture Selection(BFS). Also, we performed an intersection
operation to the outcome of this combination. The proposed
work is depicted in Fig 2. The step-by-step proposed HFS
technique is described in Algorithm 1.
To carried out the set of experiments, we have consid-

ered NIFTY50 stocks. Fundamentals of NIFTY50 stock
financial parameters are retrieved from Bombay Stock
Exchange(BSE), India [9]. Stock financial parameters list are
depicted in Fig 3. We have considered 42 various stock finan-
cial parameters of NIFTY50 stock. The next task is identify-
ing relevant stock financial parameters using the Recursive
Feature Elimination (RFE) method. The 42 stock financial
parameters are given as the input to the RFE to selects the best
feature. The way RFE works is, it is a backward-compatible
way of making feature selection. It starts with initially all the
features, builds the model using a random forest regression
method. Here price to earning (P/E) financial parameters is
considered as target variable for regression. The next step
is to remove the feature based on the Root mean square

FIGURE 3. Stock financial parameters list.

FIGURE 4. Feature RMSE score based on RFE.

error (RMSE) score and build the model again. The RMSE
score greater than nine is considered irrelevant, and each
feature RMSE score is depicted in Fig 4. Based on the RFE
method, 35 features are obtained as relevant, and it depicted
in Fig 5.

Boruta feature selection(BFS) method is used to remove
the irrelevant feature. The 42 stock financial parameters are
given as the input to the BFS to selects the best feature.
The way boruta works is that it creates the shadow financial
parameters, duplicates the dataset, and shuffles each column’s
values. Here Price to Earning(P/E) financial parameters is
considered as target variable for regression. Next step is train
the model using random forest regression to find important
financial parameter features. Important feature-based BFS
method is depicted in Fig 6. Based on the BFS method,
17 features are obtained as relevant, and the final feature list
is depicted in Fig 7.

VOLUME 9, 2021 86233



N. Naik, B. R. Mohan: Novel Stock Crisis Prediction Technique

Algorithm 1 Hybrid Feature Selection Algorithm
1: Input 42 stock financial parameter.
2: Select the best feature by performing a feature selec-

tion algorithm, namely Information gain(IG), RFE, and
Boruta.

3: RFE Algorithm as follows:
4: For each financial parameter feature Ti, i = 1..T
5: Calculate model performance and financial parameter

using random forest.
6: Keep important financial parameter feature Ti and

remove weak financial parameters.
7: end RFE.
8: Boruta algorithm as follows:
9: Duplicates the dataset and shuffles the values in each

column. These values are called shadow features.
10: Creates a shadow or duplicates feature of the financial

parameter.
11: Train the random forest classifier to find important finan-

cial parameter features.
12: Each iteration, compare the original feature with the

shadow feature Z score.
13: Remove the feature with the least Z score.
14: end Boruta.
15: Perform intersection operation RFE ∩ Boruta.
16: Output best feature.

FIGURE 5. Final Selected Feature based on RFE.

We have performed an intersection operation on the out-
come of the RFE and BFS feature selection method. Finally,
we have obtained 13 features, depicted in Fig 8.

The final selected features of the HFS method are given as
input to the Naive Bayes to classify the quality stock.

B. NAIVE BAYES CLASSIFIERS METHOD TO FIND THE
STRONG FUNDAMENTAL STOCK
Naïve Bayes is widely used in text classification and sen-
timent analysis to identify positive and negative sentiments

FIGURE 6. Important feature based on BFS.

FIGURE 7. Final Selected Feature based on BFS.

FIGURE 8. Final Selected Feature based on HFS.

[2], [36], [48]. In this paper, the NB classification method is
considered to find the best strong fundamental stock based on
stock financial parameters. Here price to earning(P/E) finan-
cial parameters is considered as target variable, i.e., prob-
ability of p(quality of stock). The Next is to calculate the
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TABLE 2. Stock price bubbles are captured using RSI statistics.

individual probability of each stock financial parameter with
the target variable. The probability of Financial Parame-
ters (FP) and Quality Stock(QS) is defined in Equation 1.

Here higher probability of stock is considered as fundamen-
tally strong stock. From the NIFTY50 stock, the top high
probability of fundamentally strong stock is considered in the
experiments based on the Naive Bayes classifier.

P (FP | QS) =
P (QS | FP)P (FP)

P (QS)
(1)

C. STOCK PRICE BUBBLE IDENTIFICATION USING THE RSI
METHOD
Relative Strength Index (RSI) statistics are used to find the
bubble in stock price. The RSI technical indicator value
ranges from 0 to 100. The RSI values below 30 indicate that
the stock price is oversold, and RSI values above 70 indi-
cate the overbought levels. When the RSI indicator value
reaches above 70, there is a high chance that stock price is
falling. Due to overprice in stock. We have considered the
first 22 fundamentally strong stocks for computing the RSI.
To compute the RSI value, we required the historical stock
price data collected from the National Stock Exchange(NSE)
portal. We have considered historical stock data from 2007 to
December 2020. Next is to calculate the RSI value based on
stock price using the below equations.

RSI (#Days)=100−(100/(1+Avg(Gain)/Avg(Loss))) (2)

Most of the existing work RSI computed based on
14 days [26], [41]. However, in our approach, we have con-
sidered 200 days in RSI to find the stock price bubble. The
reason is 14 days is used for intraday trading and not for the
long term. The overprice in stock is nothing but a stock price
bubble. The bubbles are captured using RSI statistics, and it
is described in Table 2. The next step is the identification of
stock crisis points based on the bubble of the stock price.

D. IDENTIFICATION OF STOCK CRISIS EVENTS USING
MOVING AVERAGE STATISTICS
After identification of bubble in stock price, the next step is
stock price crisis identification. The identification of stock
crisis points is carried out by using the moving average tech-
nique.We have considered twomoving averages, 50 days and
200 days. Themoving average is computed based on the stock
price. The first moving average of 50 days indicates the stock
price’s short movements, and the second moving average
of 200 days indicates long movements of the stock price. The
short movements of stock price trades below its long price
movements indicate the downtrend in stock price. Such data
points are considered stock crisis starting points, and it is
depicted in Fig 9. In Fig 9 shows that the blue line indicates
50 days moving average, and the pink line indicates 200 days
moving average. When 50 days moving average trades below
200 days, it is considered a stock crisis starting point. The
stock crisis point is captured using moving average statistics,
and it is described in Table 3. Here we have identified the
stock crisis point. The next step is a prediction of future stock
crisis points using XGBoost and the DNN regression method.
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FIGURE 9. Stock Crisis Point.
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FIGURE 10. Loss function error rate.

E. STOCK CRISIS PREDICTION USING XGBoost
REGRESSION TECHNIQUE
The linear regression model can be applied when the data is
homoscedastic, i.e., when the error variance is constant [1].

However, stock price data is nonlinear, and the error term
is not constant over time. XGBoost [13] and DNN [44] are
more popular methods when the type of data is nonlinear.
Therefore, we have considered XGBoost and DNN methods.
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TABLE 3. Stock price crisis point is captured using moving average
statistics.

XGBoost machine learning is one of the methods to solve
complex data-driven real-world problems. The stock price

FIGURE 11. Stock crisis input data.

crisis data are given as input to the XGBoost method. The
closing price of the stock is considered as the target vari-
able for regression. The residuals differences between the
observed and predicted values are calculated. Next XGBoost
fits a regression tree to the residuals. This fitting is called as
XGBoost tree. Each tree starts a single leaf, and all residuals
are placed into the leaf. The next step is to calculate the
similarity score for residuals to split the tree. The similarity
score and output value are defined in Equations 3 and 4. The
goal is to find an output value for the leaf is to minimize
the residuals. For that, we square the output value from the
new tree and scale it with λ. If λ > 0, then we will shrink
the output value. Because we are optimizing the output value
from the first tree, we can replace the previous prediction.
Here lambda is setting to zero. The loss function is described
in Fig10. After 2000 iterations, there is a significant drop in
the error.

Similarityscore =
sumofresidual, square
numberofresidual + λ

(3)

Outputvalue =
sumofresidual

numberofresidual + λ
(4)

F. STOCK CRISIS PREDICTION USING DNN REGRESSION
TECHNIQUE
A Neural network is most popular to deal with nonlinear data
[8], [14], [17], [24]. The single neural network structure is
defined in Equation 5. It has one layer and one activation
function. The single neural network takes inputs and calcu-
lates the weighted sum of the inputs and adds a bias. This
calculation is represented in the form of a transfer function.
This calculated weighted sum is passed an input to an activa-
tion function to generate the output. Here W is weight, B is
bias, h is the hidden layer, and δ is the activation function.

h = δ(Wh1 + B) (5)

In the proposed work, we have considered a deep neural
network with 2 hidden layers, and it is defined as follows.

h1 = δ1(Wh1 + B1),

h2 = δ2(Wh2 + B2),
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FIGURE 12. DNN method.

The stock price crisis data are given as input to the DNN
method. The list of stock price input variables is depicted
in Fig 11. The proposed DNN is depicted in Fig 12. Here
closing price of a stock is considered as the target variable
for the DNN regression method. We have normalized inde-
pendent input variables by subtracting mean from each value,
dividing them by standard deviation. The Rectified linear unit
activation function is considered in the hidden layer.

IV. EXPERIMENT AND RESULT DISCUSSION
The set of experiments is carried out using the R Studio
environment. Stock Crisis identification is a difficult task due
to volatility in the stock market. There are many financial
parameters, such as the price to earnings, company returns,
company dept, etc. Identification of relevant stock financial
parameters is a challenging task. Therefore we proposed
the Hybrid Feature Selection technique to select an essen-
tial financial parameters feature. The XGBoost and DNN
regression method was used to predict the stock crisis event.
In this work, we considered a few NIFTY 50 stocks in the
experiments from January 2007 to April 2021. To obtain
the best results, we have fine-tuned the parameters of the
XGBoost regression method. We have varied the size of the
decision tree from 100 to 600, and the learning rate increase
from 0.001 to 0.3. For the DNN method, we have varied
the learning rate from 0.001 to 0.3. To validate the model
performance, we have considered the ten cross-fold valida-
tion. It is the most popular statistical method to validate the
results. In this method, datasets are divided into training sets
and test sets, and a test set was used to evaluate the model’s
performance. In our experiments, we have divided datasets
into ten folds. 90% of data is considered for training, and
10% is for testing. For each cross fold, we have validated the
results, and at the end, we have considered the average results
of 10 cross folds.

The model’s performance is evaluated based on MSE,
MAE, and RMSE score and it is defined in Equations 6, 7

TABLE 4. Results.

and 8. Here yi represents the observed value. xi represents
the predicted value and n is the total number of elements in
datasets. The proposed HFS based XGBoost performs better
than the DNN method, described in Table 4. Table 4 using
HFS based XGBoost method shows that the lowest RMSE
value for Kotak Bank, ICICI Bank, Axis Bank, and Infosys
are 11.9457,4.43981, 4.237013, and 28.82983.

mse = (
1
n
)

n∑
i=1

∣∣∣(yi − xi)2∣∣∣ (6)

mae = (
1
n
)

n∑
i=1

|yi − xi| (7)

rmse =

√√√√(
1
n
)

n∑
i=1

(yi − xi)2 (8)

From Fig 13, we observed that XGBoost prediction model
data points are fitted better than the DNN model.

We have considered the Friedman test [38] to validate the
post results of the DNN and XGBoost method, and it is
defined in Equation 9. K is a number of the prediction model,
N is the total number of elements, Rj is the sum of the ranks
for the j prediction model.

12
NK (K + 1)

K∑
j=1

R2j − 3N (K + 1) (9)

To check the results of DNN and XGBoost prediction model
are significant or not, we have defined the null hypothesis,
and alternate hypotheses are given below.
H0: The result of the DNN and XGBoost prediction model

are the same.
H1:The results of the DNN and XGBoost prediction mod-

els are different.
For Kotak Bank stock, we validated the result using

the Friedman test. We found chi-squared value is 28.6243,
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FIGURE 13. DNN and XGBoost prediction.

df = 1 and p-value 0.0364. The p-value is less than 0.05,
hence reject the alternative hypotheses. We concluded that
the results of the DNN and XGBoost prediction model are the
same for Kotak Bank stock. For Axis Bank stock, we found
chi-squared value is 22.278, df = 1, and p-value 0.0431. The
p-value is less than 0.05, hence reject the alternative hypothe-
ses. We concluded that the DNN and XGBoost prediction
model results are the same for Axis Bank stock. For Infosys
stock, we found chi-squared value is 4.2118, df = 1, and
p-value 0.04014. The p-value is less than 0.05, hence reject
the alternative hypotheses. We concluded that the outcome
DNN and XGBoost model are the same for Infosys stock. For
ICICI Bank stock, we found chi-squared value is 0.0074349,
df = 1, and p-value 0.01765. The p-value is less than 0.05,
hence reject the alternative hypotheses.We concluded that the
DNN and XGBoost prediction model results are the same for
ICICI Bank stock. ForYESBank stock, we found chi-squared
value is 0.0027855, df = 1 and p-value 0.0324. The p-value
is less than 0.05, hence reject the alternative hypotheses.
We concluded that the DNN and XGBoost prediction model
results are the same for YES Bank stock. Based on the Fried-
man statistical test, we concluded that the DNN and XGBoost
prediction model results are significant.

To our best knowledge, this is the first approach to HFS
based stock crisis prediction model. Hence we have not com-
pared the proposed model results with existing works.

The stock prices are affected due to many events such as
company balance sheet variation, political uncertainty, bond
market rate, and global market trends. Sometimes, stocks’
prices react when there is a sudden change in management or
share dividend and bonus announcement. Financial market
stock price movements purely depend on various sources
of information. It is not easy to interpret information from

different sources. Aggregating and processing information
from various platforms is a crucial challenge for future work.

V. CONCLUSION AND FUTURE WORK
Stock Crisis identification is a difficult task due to more
fluctuations in the stock market. This is the first approach
to address stock crisis prediction based on stock financial
parameters and stock price to the best of our knowledge based
on literature. We have proposed the Hybrid Feature Selec-
tion (HFS) algorithm to remove irrelevant stock financial
parameters features. The NB classifier method is considered
to find the fundamentally strong stock. Later, stock over
price is identified by using the RSI method. Moving average
statics are considered to identify the stock crisis points. The
effectiveness of themodel is quantified by using the XGBoost
and DNN regression method. The performance of the model
is evaluated based on MSE, MAE, and RMSE. HFS based
XGBoost performs better than HFS based DNN method.
Therefore in future work, different fundamentals stock and
technical parameters can be applied to improve the model
accuracy. We have explored a limited number of technical
parameters of stock prices. In the future, the researchers can
explore the other technical indicators to predict the crisis
point. There is more scope to improve and fine-tune the
XGBoost method with a different optimizer. Parameters opti-
mization for XGBoost and DNN methods using evolutionary
algorithm can be also be done as future work.
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SIGNIFICANCE OF PROPOSED WORK
Stock Crisis identification is a difficult task due to volatil-
ity in stock market. There are many financial parameters
such as price to earnings, company returns, company dept,
etc. Identification of relevant stock financial parameters is
a challenging task. Therefore we proposed Hybrid Feature
Selection technique to select an essential financial parameters
feature. HFS technique combines two individual algorithms,
namely Recursive Feature Elimination and Boruta Feature
Selection. The XGBoost and DNN regression method was
used to predict the stock crisis event. HFS based XGBoost
performs better than HFS based DNN method.
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