
SPECIAL SECTION ON AI AND IOT CONVERGENCE FOR SMART HEALTH

Received May 16, 2021, accepted June 1, 2021, date of publication June 11, 2021, date of current version July 1, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3088410

Monitoring Cyber SentiHate Social Behavior
During COVID-19 Pandemic in North America
FATIMAH ALZAMZAMI AND ABDULMOTALEB EL SADDIK , (Fellow, IEEE)
Multimedia Communication Research Laboratory, School of Electrical Engineering and Computer Science, University of Ottawa, Ottawa, ON K1N 6N5, Canada

Corresponding author: Fatimah Alzamzami (falza094@uottawa.ca)

ABSTRACT With communications being shifted to online social networks (OSNs) as a result of travel and
social restrictions during COVID-19 pandemic, the need has arisen for discovering emerging trends and
concerns formed during the pandemic as well as understanding the corresponding online social behavior
that reflects its offline settings. The online connectivity of devices through social media is one example
of Internet of Things (IoT) in which a two-way communication between societies and officials, could be
created. Therefore, it is possible to monitor people’s behavior through OSNs, especially during pandemics,
to prevent potential social and psychological instabilities that might lead to undesired consequences. This
is particularly crucial for governmental and non-governmental organizations to ensure the stability and
well-being in societies. In response, we propose a pandemic-friendly real-time framework for monitoring
cyber social behavior by utilizing unsupervised and supervised learning approaches. Two BERT-based
supervised classifiers are trained and constructed to analyze two types of online social behaviors, hate and
sentiment. Unsupervised framework is proposed for OSNs data exploration and coherent interpretation that is
used as a complementary tool to facilitate the analysis of online social behaviors during pandemics. Extensive
experimentation and evaluation have been conducted to validate the effectiveness of the proposed work. Our
results have shown superior performance of our BERT-based models in two classification tasks: 1) binary
classification for hate behavior detection and 2) multi-class classification for sentiment behavior detection.
In addition to our experimentation results, our large-scale analysis of COVID-19 pandemic has illustrated the
capability of our unsupervised framework for concerns and trends discoveries using OSNs data, along with
reliability in automatically and dynamically providing phrase-based interpenetration of the inferred trends
and concerns. This paper provides a twelve-month comparison analysis of data discoveries and online social
behavior between Canada and USA during COVID-19 pandemic.

INDEX TERMS Hate speech, sentiment, topic modeling, BERT, topic interpretation, phrase extraction,
RAKE, online social media, online social behavior, Covid-19, tweets, twitter.

I. INTRODUCTION
With the COVID-19 global pandemic, the whole world has
gone into an abrupt shift where every aspect of our lives
has been impacted. This unprecedented crisis and the restric-
tions made to curb it have affected the way we live, behave,
work, learn and even communicate. As a result, a new
world-wide communication culture has been created. Virtual
communication has been the new normal in the wake of
Covid-19 pandemic in which millions of devices are con-
nected between patients-doctors or citizens-officials. While
Internet of Things (IoT) can capture a tremendous amount of
data from these devices, it is not able to make sense of the
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data on its own. Integrating artificial intelligence (AI) with
IoT however helps inmaking sense of data which in turn stim-
ulating smart decision making. There have been rapid efforts
in AI-enabled IoT researches during COVID-19 pandemic
to combat the threat that pandemic imposes to societies [1].
AI-enabled IoT solutions have shown a major potential in
controlling the spread of the virus and the monitoring of
patients and public health [1], [2].

The spread of the corona virus has been overwhelming.
The state of uncertainty and worry has caused people to feel
stressed and anxious as they are unable to have a sense of
control over their lives. To make things worse, propaganda
and the spread of intensified information have particularly
contributed in fuelling the crisis, which has posed mas-
sive challenges for the world. Compulsory quarantine, social
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distancing, and lockdown measures, along with a severe
economy collapse have caused psychological instabilities and
health implications among people [3]. This has led all types
of communications to pour in online social media, and a
large pile of remote communication and conversations have
been created, the most noticeable of which are those between
citizens and officials across social media platforms namely
Twitter. Around 4.4Moriginal COVID-19 related tweets were
published (i.e. according to our data collection) only during
the period between the months of May and August from
North America [4]. Thus, social media comes under the
microscope to discover emerging trends and concerns as well
as understand the corresponding social behaviors that reflect
the actual settings nation-wide andworld-wide. This is partic-
ularly crucial for relevant organizations like governments and
civil society towards taking proper measures and providing
adequate public responses.

It is vital to monitor public health during pandemics In
view of the foregoing, it is vital to monitor public online
social behaviors for the purpose of gaining a better under-
standing of their implications offline. Recognizing negative
sentiments during the pandemic, for example, is a valuable
tool for analyzing underlying issues and concerns to which
a proper plan action could be provided. Being economically
underprivileged and quarantined due to fear of infection have
triggered high degrees of violence and hate. According to
Facebook,1 there has been around 134% increase in the
number of hate posts from the first quarter to the second
quarter of this year (i.e. 2020). The United Nation (UN)2

has also released hatespeech guidelines related to COVID-19
pandemic. It has been reported that with the rise of COVID-19
cases and restrictions, an increase of a new wave of hate
speech has been observed.

The extensive flow of information streams could effi-
ciently be handled using AI powers to continuously keep
track of public current states since it is nearly impossible
to manually monitor huge loads of online data flow. In this
context, this paper tries to answer five questions: (1) what
high-level insights, trends, and concerns can be inferred from
COVID-19 data?, (2) can the inferred trends and concerns
be automatically and coherently interpreted?, (3) are there
any trends or concerns that lead to emotional or hate spikes
during COVID-19 pandemic?, (4) what and when does a
behavior overtake the other during the pandemic?, (5) how
does the spread of negative emotion impact the spread of hate
behavior?.

Sentiment models trained using domain-specific data usu-
ally come with the concern that they do not generalize to
other domains [5] since they latch to the information of
the domain they have learned from [6]. However, the trend
among recent sentiment analysis works related to COVID-19
have used either datasets collected with pre-defined topics
and keywords or noisily-annotated datasets [7], [8]. This is

1https://transparency.facebook.com/community-standards-enforcement
2https://www.un.org/

understandable due to the limited resources of manually-
annotated COVID-19 datasets which are expensive to con-
struct in terms of time, efforts, cost, and human labor. Not
to mention that the data size is preferable to be large espe-
cially for neural networks to be able to learn good feature
representations from the data. An alternative effective solu-
tion is to opt for general (i.e. domain-independent) senti-
ment datasets that follow manual and domain-independent
annotation protocols. Recent findings in [5] revealed that
specific-domain sentiment models do not generalize well on
domain-specific datasets especially on the negative class,
which indicates that negative expressions are more specific
to individual domains than positive expressions are. Unlike
domain specific models, general sentiment models have
shown to well adapt to specific-domain sentiment datasets
for both positive and negative classes. In this work, we solve
the domain-dependence issue by using our Domain-Free-
Sentiment-Multimedia dataset (DFSMD) [9] that follow high
quality data-collection and annotation protocols to meet the
purpose of this study.

The UN2 warns that the communications during
COVID-19 pandemic could be exploited to instigate discrimi-
nation, stereotyping, stigmatization, racisms and xenophobia,
all of which fall under the umbrella of hate behavior accord-
ing to several universal definitions of hate speech3, [10], [11].
Updating its policy guidelines, Twitter has warned against
the use of hate language. It disallows promoting ‘‘violence
against, threaten, or harass other people on the basis of
race, ethnicity, national origin, caste, sexual orientation,
gender, gender identity, religious affiliation, age, disabil-
ity, or serious disease’’. Accordingly, it is understandable
that hate behavior embodies violence, abuse, or harassment
language which indicates that hate language consists of
multifaceted contexts. Recent trends in hatespeech-related
researches have focused on specific targets such as racism or
aggression [6], [12]. Accordingly, the datasets have also been
featured according to the targeted focuses, thus introducing a
challenge of identifying universal patterns of hate language
across social media. This approach makes hate detection a
domain-dependent task. That being said, the requirements
to build different models and datasets to capture different
hate language phenomena should increase notably with the
presence of limited resources of domain experts and high
expenses of datasets manual annotation. The challenge of
modeling domain-dependent hate language sheds light on
the importance of learning general patterns of hate language.
This general knowledge of models helps not only in capturing
a wide spectrum of hate behavior across social media, but
also in controlling and detecting the spread of hate contents
regardless of their types. In this paper, we exploit the power
of transfer learning combined with various phenomena of
violence and hate languages as an attempt to build a gen-
eralized hate model capable of detecting general patterns of
hate language phenomena on social media.

Given the critical situation of the pandemic and the con-
tinuous and heavy information flow during the pandemic,
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there is an urgent need to discover global and local con-
cerns and issues in real time, yet it is nearly impossible to
achieve this manually. The unsupervised learning nature of
topic modeling methods makes it possible to achieve this
goal fast and without prior human knowledge involved. How-
ever, these methods are sensitive to data noises, which is
a normal phenomenon in OSNs data. It is well-known that
social media data suffers from noises such as misspellings
and the intense use of abbreviations due to the limited
writing-space capacities. This challenge requires a careful
handling of the OSNs data in order for the topic modeling
methods to perform well. Given the issues of data noises and
short lengths, proper techniques are needed to extract every
informative piece of information from messages while syn-
chronously removing the unnecessary noises residing within
thesemessages. Although topicmodelingmethods are proven
effective in capturing hidden insights from the social data,
it is not capable of providing a coherent interpretation of
the inferred insights [13]. However, studies [14], [15] still
depend on using the top n words resulted from these topic
models to interpret the topics (i.e. discovered insights or
clusters) on social media. Another cheap alternative that has
been considered is to interpret the topics manually. Manual
topic interpretations requires human efforts and can be easily
biased towards subjective opinions [16]. Both approaches are
not applicable for pandemic-friendly systems which require
accurate and instant interpretations in order to make proper
decisions. According to the literature, people prefer phrases
over single words to understand topics [13]. They claim that
combining single words creates difficulties to comprehend
the main meaning of topics while sentences are too specific
and might miss other aspects of topics. Given the diversity of
conversations on OSNs, finding the optimal length of phrases
that best describe a topic is challenging. Current methods
rely on a fixed sliding window for phrases which might limit
the comprehension of topics. Some topics might use longer
or shorter phrase-expressions than the other and this cannot
be controlled on open platforms like OSNs that encourage
unstructured data format.

This paper exploits the Natural Language Process-
ing (NLP) techniques as pre-requirements to topic modeling
in order to maximize the learning performance of topic mod-
els on OSNs. In addition, unsupervised learning approach is
used to find phrases of dynamic sizes that provide coherent
interpretations of the inferred topics automatically. We use
the data explorations and interpretations as complementary
tools to facilitate the understanding of online social behav-
ior during and post pandemic. This work is an attempt to
assist in catering to public safety and psycho-social needs
towards providing measures for developing healthy coping
strategies to reduce the psycho-social instabilities during and
post pandemic. It could also create opportunities for tracing
individuals or groups responsible for violent incitement as
it has been proven that it is possible to infer this type of
information through OSNs [17], [18]. We summarize the
contributions of this work as follows:

• Design a framework for real-time monitoring of online
social behaviors in online social networks (OSNs).

• Design a framework for real-time data exploration and
interpretation using unsupervised learning approach.

• Develop a BERT-based sentiment classifier for gen-
eral sentiment analysis using Domain-Free-Sentient-
Multimedia dataset (DFSMD).

• Develop a BERT-based general hate classifier using
wide range of violence and hate phenomena.

• Conduct a benchmark evaluation of RAKE algorithm
on online social networks (OSNs) data and large scale
analysis on COVID-19 data.

• Conduct comprehensive experiments to evaluate the per-
formance of deep algorithms for sequence classification
on two classifications problems: multi-class sentiment
analysis and binary-class hate speech analysis.

• Conduct a large scale analysis of online social behav-
ior during COVID-19 pandemic in North America for
12 months.

The rest of the paper is organized as follows. Section II
presents in details the related work and Section III gives
an overview background of the methods used in this work.
Our proposed framework and methodology is presented in
Section IV. Section V explains the datasets used in the mod-
eling and analysis of this paper. The preprocessing steps
are listed and described in Section VI. Section VII explains
the experiment design and evaluation protocol followed in
this work whereas the results and analysis are discussed in
Section VIII. Finally, in Section IXwe conclude our proposed
work and findings and discuss future directions.

II. RELATED WORK
Research communities have witnessed ongoing efforts aimed
at tackling the crisis of COVID-19 pandemic; smart health
domain [19] utilizes artificial intelligence (AI) and Internet
of Things (IoT) to lower the spread of corona virus and
enhance health and well-being during the pandemic [1], [2],
[4]. Health and patient monitoring is a popular application
of AI-enabled IoT technology [20]. Hossain et al. [1] devel-
oped an AI-enabled IoT surveillance system that monitors
mask wearing, social distancing, and body temperature in
order to control the spread of the virus in communities.
Social robots [2] were used to communicate with patients
during quarantine time in order to reduce mental strain and
keep track of their mental health. In this work, we utilize
users’ communications in social media to monitor online
social behavior as an attempt to enhance public health and
well-being during pandemic times.

Recent COVID-19 related works have focused on analyz-
ing a single aspect of online social behavior; that is either
sentiment [7], [8], [21] or hate [15], [22]. Other studies have
focused on analyzing a single geographical location [7] or a
single event [21] during the pandemic. Nevertheless few stud-
ies have utilized topic modeling methods for a wider-view
analysis of the pandemic [14], [15], [23], [24]. However,
to the best of our knowledge, none has addressed the

91186 VOLUME 9, 2021



F. Alzamzami, A. El Saddik: Monitoring Cyber SentiHate Social Behavior

automatic topic interpretation except for using top n
words (i.e. resulting from topic models) or relying on
human intervention to interpret the topics. In this work,
we propose to monitor two online social behaviors: sen-
timent behavior and hate behavior during the pandemic
(December 2019-Novemebr 2020). We utilize topic model-
ing methods to discover main issues, trends and interests
emerged during the pandemic. We also provide automatic
interpretation of the data discoveries through a set of phrases
used by OSNs crowds during social conversations.

Bag-of-words (BOW) and Term-Frequency-Inverse-
Document-Frequency (TFIDF) features at the n-gram level
have been widely used with LDA and NMF algorithms for
topic modeling in social media [25], [26] particularly in
COVID-19 related social analysis [15], [23], [24]. Many of
these studies have only accommodated removing canonical
stopwords (e.g. ‘‘the’’, ‘‘and’’) during the pre-possessing
step to construct features. However, removing canonical
stopwords does not entirely solve the problem of the existence
of common uninformative words, which will definitely affect
the quality of the topic models. For example, LDA models
trained without removing common words will produce topics
with high probabilities of uninformative words. To overcome
this issue, literature suggests removing domain-specific [27]
and corpus-specific stopwords [28]. Such methods have
been proven effective in enhancing coherence across topics.
Authors in the work [29] took it further and showed that
lemmatizing the corpus and limiting the vocabulary of news
collections to only nouns, has improved the semantic coher-
ence of topic models. However, reporting news is one part of
social media data. OSNs platforms are open; hence the data
flow spectrum is broad ranging from reviewing a product,
expressing frustration, to reporting news. Ignoring other part-
of-speech tags will result in throwing important information
that can be found in nouns and verbs for example. Incorpo-
rating different part-of-speech tags for topic modeling [30]
has shown to produce reasonable topics on a small Twitter
dataset. In this paper, we apply the same approach but on a
large scale datasets.

While topic models are proven effective in extracting latent
patterns (i.e. themes or topics) out of social media data [31],
they fall short in providing human-friendly interpretations for
these topics [32]. Manual interpretation of topics is subject to
human bias [13]. Moreover, given the diversity of OSNs con-
tents and huge data volumes makes the availability of domain
experts to annotate data for various problems, a difficult task.
Early researches on topic labelling focused on exploiting
external knowledge resources in order to automatically label
topics of topic models. However, this approach is not applica-
ble to OSNs data streams since the emerging social contents
and events discussed inOSNsmight not exist in these external
resources in a timely manner [33]. Later, the focus redirected
towards labelling topics with the most representative single
words based on the output of topic models [16]. Single
words provide generic meaning, which makes it difficult for
users to create the main idea when single words of topic

models are combined. In addition, single words may often
be homonyms (i.e. they sound the same and have the same
spelling but do not have relatedmeanings) or polysemous (i.e.
the word is used to express different meanings depending on
the context). In this context, Qiaozhu et al. [13] proposed the
use of phrase labels to automatically label LDA-style topics.
The results of their questionnaire showed that people prefer
phrases over words for topic comprehension. However, their
approach depends on NLP techniques (i.e. chuncking, POS
tagging, and n-gram) which is resource and time consuming.
Additionally, the approach focuses on topics derived from
static well-formatted documents (i.e. news articles and sci-
entific article) which is the case in the work [34] as well.
Recently, Amparo et al. [33] have tackled this issue and
presented the topic labelling of Tweets as a summarization
problem. The results demonstrated that the topic labels gen-
erated by their method showed that the use of summaries,
as topic labels outperformed the use of top n words resulting
from LDA model. However, the output summaries consist
of single words computed using methods based on Tex-
tRank and TFIDF where the latter was shown to yield the
best labels. Given the dynamic size of topics ranging from
being small to large, TFIDF would fall short on small data
sizes. Recently, a phrase-based topic labelling approach [35]
has been developed based on OSNs activities parameters
(i.e. views and likes). However, phrases of length two were
only considered. The meaning of a sentence varies with
the order and length of its constituting words (e.g. noun-
verb-adjective phrase). In this work, we propose to use RAKE
algorithm for automatic topic interpretation as it solves the
mentioned issues of current topic labelling methods. To the
best of our knowledge, this work is the first to address these
issues and to utilize RAKE algorithm for automatic interpre-
tation of LDA-style topics using OSNs data.

Recent studies on using BERT models for sentiment
analysis have focused on domain-specific analysis [36],
[37], [37], [38] and the polarity aspect of the sentiment
while ignoring the objectivity part of texts [36], [38], [39].
Moreover, training and evaluation have been conducted on
small datasets [36], [39] and many works have not handled
the OSNs cultural language such as iconic emotions (i.e.
emojis and emoticons) [38], [40], [41]. It has been repeat-
edly reported that training deep neural networks using large
datasets yields better results than the training using small
datsets [42]. Also, iconic emotions contain sentimental clues
that would greatly contribute in sentiment learning [5], [43].
In addition, automatically or noisy annotated data has been
used to train BERT-based sentiment model [8], [41] which
in turn compromises the knowledge quality of the learning
process. Even though cross-domain sentiment learning has
been addressed, many studies focus on adapting sub-domain
to one another while considering the main domain to be the
same [36], [37], [44]. This approach would not generalize
well on various domains since those models will latch on
to domain-specific information [6]. This paper addresses all
the mentioned issues. First, it considers the subjective and
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objective aspects of sentiment (i.e. positive, negative, neu-
tral). Second, it provides a training dataset (DFSMD)
of a decent size and of high quality psychologist-based
manual annotation. Third, it provides a domain-free
dataset (DFSMD) that was constructed free of restrictions to
any domains or keywords. Fourth, it proposes a domain-free
BERT-based sentiment model to bridge specific domains
mismatches [5]. It also can be used to enhance learning of
sentiment in the domain-specific problems by transferring the
general sentiment knowledge instead of starting from scratch.
To the best of our knowledge, this paper presents one of
the first studies to build a general sentiment model based on
BERT language model.

BERT models have shown state-of-the-art performance
in detecting hate speech on social media [45], [46].
Marzieh et al. [47] trained BERT-based models for different
hate speech categories: racism/sexism and hate/offensive.
The overall results showed that BERT-based models yielded
excellent performance. Offensive language was studied
in [48] using BERT pre-trained model as a base for mod-
eling offensive classifier using OffensEval-2019 dataset.
BERT-based model was shown to outperform classical
machine learning methods in identifying offensive lan-
guage in tweets. However, iconic emotions (i.e. emojis and
punctuation-based emoticons) were ignored. OSNs specific
feature such as exclamations marks, words with repetitive
characters (e.g looool) were ignored even though they contain
strong sentimental insights [5]. Authors in [49] targeted the
problem of aggression and misogynistic identification for
three languages on social media. Their approach included
using BERT pre-trained model yet no fine-tuning was con-
ducted. They reported that BERT-based model had shown
a better performance on binary classification than that of
multi-class classification. Hind et al. [50] proposed using
domain-specific word embedding with BERTmodel to detect
white supremacist hate speech if it existed on social media.
The evaluation was conducted on balanced dataset collected
from Twitter and Stormfront forum. However, the size of the
proposed training set is quiet small (i.e. 4588 messages) to
be able to fine tune BERT architectures. This would raise
concerns regarding model generalization and network’s over-
fitting. The previous studies have shared one approach which
is focusing on studying one aspect of the multifaceted hate
language behavior (e.g. racism or aggression). Following the
same approach, the hate datasets were designed and crafted
to focus on a specific aspect of hate language. However,
this focus makes it limited and difficult to identify gen-
eral hate language across various events on social media.
Authors in [12] investigated the abusive language generaliza-
tion across datasets of different abusive focuses. Their find-
ings and observations concluded that models trained using
datasets with a broader coverage of phenomena are more
robust in capturing a wider range of abusive language con-
tents. LSTM-basedmodels were shown to outperformmodels
based on linear support vector classifier. Similar observa-
tion was found in the work [6] where authors claimed that

supervised learning using domain-specific datasets performs
poorly on cross-domain datasets due to the reason that they
are attached to the domain-specific information. Their results
demonstrated the effectiveness of using domain-independent
abusive lexicon to detect abusive language in cross-domain
social media datasets. Waseem et al. [51] confirmed the pos-
sibility of obtaining high-performance models to detect
hate and abusive language when built using composite
datasets. However, no considerations have been given to
OSNs-specific features such as exclamation marks, words
with repetitive characters, or iconic emotions (i.e. emojis
and emoticons) that are capable of emphasizing the literal
meaning of messages or even reversing it [46]. We follow
the previous recommendation and we propose combining
different datasets and binarizing them to expand the scope of
hate behavior identification on social media. We also propose
exploiting transfer learning using pre-trained BERT model
as well as OSN-specific emotion hints like iconic emotions,
in order to build our hate classifier.

III. BACKGROUND
This section presents a background overview of the methods
used to design the proposed framework. The background is
composed of three parts: topic modeling, phrase extraction,
and deep sequence classification.

A. TOPIC MODELING
Topic modeling is an unsupervised learning technique that
detects patterns of words and expressions within datasets,
and automatically determines clusters of similar words and
phrases that best characterize a set of texts. Recently, topic
models have been increasingly used to explore and infer
insights from social media data [31], [52], [53]. Latent
Drichelet Allocation (LDA) [54] and Non-negative Matrix
Factorization (NMF) [55] are examples of themost prominent
algorithms for topic modeling in social media analysis.

1) LATENT DIRICHLET ALLOCATION (LDA)
LDA [54] is a probabilistic generative algorithm that utilizes
Bayesian framework and Dirichlet distribution. It treats a col-
lection of data as a mixture of latent themes or topics, where
each topic is considered a multinomial distribution over a
fixed vocabulary. LDA considers two matrices to determine
the hidden patterns of topics: document topic density matrix θ
and word topic density matrix φ. The word matrix φ has
two dimensions K and V where K is the number of topics
and V is the vocabulary size. Any value of φk,v represents
the likelihood of word v = 1, 2, . . . ,V belonging to topic
k = 1, 2, . . . ,K . The document matrix θ has also two
dimensions K and D where K is again the number of topics
and D is the number of documents. A value of θd,k signifies
the probability with which a topic k = 1, 2, . . . ,K is likely to
appear in a given document d = 1, 2, . . . ,D. Since LDA uses
probability distributions from the Dirichlet family, it requires
two Dirichlet priors; one for θ and another for φ. Each of the
priors is governed by K (i.e. the number of topics) parameter
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and a prior parameter. It is referred to the prior parameter
(i.e. α for φ and β for θ ) as a model hyper-parameter which
it affects the specificity of document-topic and word-topic
distributions.

2) NON-NEGATIVE MATRIX FACTORIZATION (NMF)
Unlike LDA, NMF is a deterministic algorithm that uses
a decomposition technique for multivariate data where
non-negative constraint is necessary for learning topics.
It factorizes a high-dimensional data matrix X = (Xj,i)) into
lower-dimensional matrices A and B such that X ≈ AB. The
aim of the factorization is to find hidden themes (i.e. topics)
within data. The values of X , A, and B and their coefficients
are non-negative. The X matrix is a term-document matrix
with dimensionsD×W whereD is the number of documents
and W is the number of words in the corpus vocabulary.
Xj,i represents the frequency of word jth in document ith. The
frequency of words can be replaced by their corresponding
TF-IDFweights.A is a document topicmatrixwith dimension
D × K and B is a K ×W word topic matrix, where K is the
number of topics. A and B are computed by optimizing a loss
function that is solved using gradient descent methods. Since
we are dealing with large and unstructured datasets, we use
the NMF algorithm developed by Renbo and Vincent [56].
The algorithm is optimized to handle the issues of processing
large datasets and the existence of outliers.

B. PHRASE EXTRACTION
Phrase extraction is a process concerned with the automatic
extraction of a set of representative phrases that express the
aspects of textual contents [57]. Supervised and unsupervised
methods have been widely used for phrase extraction [58].
In this work, we are interested in studying the unsupervised
learning approach as it does not require annotated data. Man-
ual data annotation for phrase extraction is prone to human
subjectivity as well as it is inefficient; it not only takes a
lot of time and requires a lot of effort, but it is also costly.
Statistical and graph-based ranking approaches have been
widely adopted to extract phrases from textual collections.
TFIDF at n-gram [59] level is a well-known method used for
statistical-based phrase extractions. However, one of its draw-
backs is that it requires large data to produce good results.
In addition, it needs to be combined with n-gram technique
in order to process multi-word phrases, and this is computa-
tionally expensive and time consuming especially when using
longer n-grams. Furthermore, n-gram considers n consecutive
words but does not take into consideration the occurrences of
words in a complete phrase or sentence. TextRank [60] and
SingleRank [61] were among the first graph-based algorithms
that were developed for phrase extraction. They use words
co-occurrence information in order to find candidate phrases.
Later on, SGRank [62] and PositionRank [63] algorithms
proposed to incorporate statistical and positional information
along with the information of words co-occurrences. These
algorithms rely on natural language processing (NLP) tech-
niques like POS and n-grams to form key phrases. They

utilize POS tagging to use lexical units of specific part of
speech limited only to nouns [60]–[63], adjectives [60]–[63],
or verbs [62]. Given the short expression and multilingual
nature of social media data, this introduces two limita-
tions: (1) ignoring important information residing in dif-
ferent lexical units other than nouns, verbs, and adjectives,
(2) increasing the resource cost of having different POS tag-
ging system for different languages. Another limitation of the
previously mentioned algorithms is that they analyze words
co-occurrences within a fixed sliding window. This disables
the flexibility of fine-grainedmeasurement for words associa-
tions within a collection of data (i.e. individual data subsets of
topics). Rapid Automatic Keyword Extraction (RAKE) [64],
a domain-independent language-independent algorithm for
phrase extraction, is able to overcome the limitations in the
previous studies. It undoubtedly fits the scope of this study for
four reasons. First, RAKE overcomes the TFIDF limitation
on small datasets inasmuch as it is designed to perform on
dynamic-size individual documents (i.e. topic data subsets)
rather than on the entire corpus. Second, it is not constraint to
specific language structure; this greatly fits the unstructured
nature of social media data that does not follow grammar
conventions and is full of misspelled words. Third, it reduces
the computational overhead of NLP tasks such as POS tag-
ging and n-grams. Fourth, its flexibility allows it to extract
phrases of all possible lengths, free of fixed-sliding-window
constraint and without the additional computations of n-
grams. This is beneficial in exploiting every possible piece
of information within short messages which, in turn, will
improve the quality of online social data interpretation.

1) RAPID AUTOMATIC KEYWORD EXTRACTION (RAKE)
RAKE [64], a graph-based algorithm, was designed based on
the assumption that a key word consists of multiple words
that are rarely split by punctuation or stop words. Stop words
could be canonical or uninformative words. The remaining
words are assumed to be informative and are referred to as
content words. RAKE takes two inputs: stop word list and
punctuation list (i.e. word punctuation and phrase punctu-
ation). The extraction process starts with splitting a given
text into a set of candidate key words at the occurrence
of pre-defined word delimiters. Next, the set of candidate
keywords is split into a sequence of consecutive words at the
occurrence of phrase delimiters and stop words. The consec-
utive words within a sequence together form a new candidate
keyword (i.e. phrase). A graph of word-word co-occurrences
is created to be used in computing the scores of the candidate
words and phrases. Three scoring metrics were proposed:
Word Degree deg(word) calculates the words that have often
occurrences in a document as well as in longer candidate
phrases, Word Frequency freq(word) computes the words
that occur frequently without taking into consideration the
word-word co-occurences, and Ratio of Degree to Frequency
deg(word)
freq(word) . For the purpose of this work, we use the Degree
of Words deg(word) as a metric to compute phrases scores.
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The score of a candidate phrase is calculated as the sum of its
words scores.

2) TEXTRANK
TextRank [60] is a graph-based ranking algorithm used for
keyword and phrase extraction. TextRank uses the word
co-occurrence statistics to compute scores of words and
extract phrases from texts. It uses the co-occurrence infor-
mation to build a word graph. Two processes are applied
before the graph is constructed: (1) words are filtered using
POS mechanism and only nouns, verbs, and adjectives are
used, (2) a sliding window value is defined. Each word in the
graph represents a vertex and an edge between any two words
is added if the two words co-occur within the pre-defined
sliding window. A weight is assigned to every edge in the
graph and its value represents the number of times a word
co-occur within the sliding window. Each vertex is assigned
with a score that reflects its importance and is computed in
an iterative manner using PageRank algorithm. After con-
vergence, the top n scored words are selected as keywords.
Phrases are constructed if adjacent keywords are found in the
resulted keywords.

C. DEEP SEQUENCE CLASSIFICATION
The advancement of deep neural networks has led to a decent
improvement in several Natural Language Processing (NLP)
tasks including sequence classifications [65]. Neural net-
works come with the capacity of mitigating the complexity
of feature engineering and provide self-learning of data or
feature representations. While memory neural networks with
attention mechanism have been widely used to capture the
sequential information of texts [66], CNNs [67], [68] have
been less popular. Comparing transfer learning in computer
vision to that in NLP few years ago, transfer learning in com-
puter vision was by far more successful in performing com-
puter vision tasks. Earlier NLP efforts had been put to exploit
previous knowledge by using textual embeddings [69], [70] to
avoid restarting training from scratch. Although these embed-
dings were trained on huge volumes of data, they still suffer
from context-independence problem which means that word
representations are the same regardless of their surrounding
context. More recently, transformer-based language models
such as BERT [71] and GBT-2 [72] have made a ground-
breaking milestone in transfer learning in NLP. These models
are capable of alleviating the complexity of feature engineer-
ing and overcoming the limitation of context-independence
issue. BERT has achieved state-of-the-art results in learning
semantics of textual expressions for various problems includ-
ing sentiment [7], [36], [39] and hate speech analyses [6],
[12], [51].

1) BIDIRECTIONAL ENCODER REPRESENTATIONS FROM
TRANSFORMERS (BERT)
BERT [71] is a multi-layer bidirectional Transformer encoder
model. It uses Transformers’ attention mechanism [73] to
understands the inter-relationship among all words in a

sentence. Transformers use an encoder to read input texts
and a decoder to produce predictions of given tasks. For
BERT, only the encoder is considered since its objective is to
build language models. BERTmodel was built based on three
concepts: (1) contextualized word representations, (2) trans-
formers architecture, (3) pre-training language models on
large corpus to be used for NLP task-specific fine tuning. Due
to its deeply bidirectional contextualization, BERT provides
a deeper sense of language contexts than single-direction
models do. The contextual representation of a word considers
both left and right contexts unlike single directionmodels that
consider only the context of single direction. Two strategies
are applied to learn the contextual representations:Mask Lan-
guage Model (MLM) and Next Sentence Prediction (NSP).
Before feeding input tokens into BERT, some percentage of
the tokens are randomly masked by MLM model which then
predicts the original value of masked tokens only based on the
context of unmasked tokens. This way, the information about
the predicted tokens is ensured not to leak to next layers. Next
comes the role of NSP model where pairs of sentences (A,B)
are selected from the data corpus. NSP model trains a binary
classifier to predict whether the following sentence B is the
actual next sentence of A. This is important to understand
the relationship between sentences and to obtain language
models that have a deeper sense of a language flow and
context. The resulted high-level contextualized word repre-
sentations are transferable to a downstream of NLP tasks
(e.g. task-specific fine turning).

2) LONG SHORT TERM MEMORY (LSTM)
LSTM is an extension of standard Recurrent Neural Net-
works (RNN) which is capable of learning long-term depen-
dencies between words in sequences. LSTM was designed to
overcome the gradient vanishing issue that RNNs suffer from.
It was designedwith internal mechanism (i.e. gates) that regu-
lates the flow of information. Its architecture consists of three
gates (i.e. input gate, forget gate, and output gate) to decide
how much information should flow in (i.e. to remember) and
out (i.e. to forget) at the current time step. LSTM models
process a sentenceword byword and assume that each current
state depends only on its previous one. LSTMs process a
sequence of words in a forward direction where bidirectional
LSTMs (biLSTMs) process the textual sequences in both
backward and forward directions. This mechanism allows for
more information to be available for the network to improve
word contextualization. In this paper, we train an LSTM
model using GLOVE embeddings on both sentiment and hate
classification tasks for evaluation purposes.

3) CONVOLUTIONAL NEURAL NETWORKS (CNN)
CNN is a feed-forward neural network that is biologically-
inspired variants of multilayer perceptions. It tends to rec-
ognize textual patterns directly from texts with minimum
pre-processing applied before feeding sequence of words to
the network. A CNN’s hidden layer consists of a convolu-
tional layer, pooling layer, and fully connected layer. CNNs
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FIGURE 1. Proposed Framework for real-time monitoring online social behavior on
OSNs.

FIGURE 2. Proposed methodology for data exploration and interpretation.

strengthen their power from the convolutional layers that
are stacked on top of each other with each one capable of
extracting unique patterns independently of prior knowledge
or human effort. The patterns could be expressions ofmultiple
sizes (i.e. 2, 3, or 4 adjacent words). In this paper, we build
a CNN model with GLOVE embeddings as input features for
sentiment and hate classification tasks. We do this step for
evaluation purposes.

IV. METHODOLOGY
Figure.1 presents the proposed framework for monitoring
social behavior on online social networks (OSNs). The data
collected from an OSN platform (i.e. Twitter in this work) is
fed in parallel into the online social behavior (OSB) engine
and data exploratory and interpretation (DEI) engine. In the
OSB engine, the corresponding models- sentiment analyzer
and hate analyzer- are developed using supervised learn-
ing approach. On the other hand, the unsupervised learn-
ing approach is used to develop the DEI models. The data

analysis engine uses the outputs of OSB and DEI engines
and generates an analytic story from two views: temporal
and topic-based analysis. In temporal analysis, the online
social behavior is illustrated in a time-line manner (i.e. over
days, months, seasons, etc). Theme-based (i.e. topic-based)
analysis provides non-linear analysis that is based on the
themes and patterns found throughout the given datasets.

A. DATA EXPLORATION AND INTERPRETATION (DEI)
The main objective of this section is to explore and find
patterns in social media data and then generate explainable
interpenetration of these patterns. Topic modeling is one
approach to explore these patterns in large datasets and dis-
cover latent patterns (i.e. topic within data). The general
framework used in unsupervised learning for topic modeling
is followed in this paper. In Figure. 2 - Topic Modeling,
the methodology used to build our topic model is illustrated.
The data pre-processing of topic modeling is designed based
on the criteria to increase the topic relevance and minimize
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FIGURE 3. Proposed methodology for modeling online social behavior.

uninformative parts of the data. According to the litera-
ture [74], the data dominated by stopwords and general unin-
formative words is semantically uninterpretable as it reduces
the reliability and utility of topic models. Accordingly,
we consider removing two types of stopwords: (1) canonical
words (‘‘the’’, ‘‘or’’) and dataset-specific words that have a
very high and very low usage frequency. Vocabulary is limited
to nouns, verbs, adjectives, and adverbs to increase the topic
semantic coherence and to minimize the shortcomings of
topic modeling algorithms like LDA andNMF, which treat all
vocabulary words as having equal importance [29]. We adopt
the suggestion made by Lau et al. [75] that lemmatizing data
improves the topic coherence. The pre-processed data is then
used to extract influencing features in the feature engineer-
ing component. Different types of features are investigated
in the hope of finding effective ones that fit the short and
unstructured nature of OSNs data (more details can be found
in Section. VIII). The topic model is trained and evaluated
using the engineered features. To explore and learn the topics,
unsupervised learning approach is used. During the model
evaluation, a series of sensitivity tests of hyper-parameter
tuning are run in order to find the optimal set of values that
produce the highest semantic coherence across topics. The
output of the topic model will be k topics. For each topic,
we consider the top n keywords and the corresponding subset
of data.

After the themes (i.e. topics) have been inferred, they
are fed into the topic interpretation component to facilitate
the interpretations of the topics; hence providing us with
a deeper understanding of the topics automatically. Using
the top n keywords only is inefficient in interpreting the
coherent meaning of topics [13]. A good interpretation of
a topic should convey two characteristics: capturing the
meaning of the topic, and distinguishing topics from one
another. Single words fall short on these characteristics as
they lack the context of phrases and sentences [13]. In more
details, single keywords are too general and might miss the
semantic relationship to form the main idea of the topics.
Phrases, on the other hand, add context to single words,
hence providing stronger coherence. Moreover, phrases by

nature are broad so they are able to capture the overall
meaning of topics [13]. In this paper, we propose the use of
unsupervised phrases extraction approach. Automatic Rapid
Keywords Extraction (RAKE) algorithm is utilized to find
topic phrases. Figure. 2 - Topic Interpretation describes our
proposed methodology to extract phrases of topics. First,
the data subset for each topic is pre-processed independently.
This process is similar to that of topic modeling; however,
in phrases extraction stopwords are not removed and all the
part of speech tags are not pre-processed (more details are
found in IX). Second, RAKE algorithm is used to extract key-
words and phrases from each topic data subset. The weights
of the extracted keywords and phrases are computed using the
degree of word metric deg(word) that calculates the words
that have often occurrences in a document as well as in
longer candidate phrases. Third, keywords and phrases based
on the top n keywords (i.e. resulting from our topic model)
are selected. Before selecting RAKE keywords and phrases,
the keywords (i.e. resulting from our topic model) duplica-
tion across topics are removed. The reason to remove the
duplication is tomake unique interpretations that distinctively
represent each topic. Finally, the keywords and phrases are
ranked according to the weights of the corresponding key-
words and phrase degrees. The output phrases have various
lengths with minimum of two. To choose the optimum length
of phrases, the average length of phrases for each topic is
calculated. After calculating the average, phrases with more
general dimension and phrases with more specific dimension
than the average are considered. This is done by selecting
shorter phrases and longer phrases than the average length.

B. ONLINE SOCIAL BEHAVIOR (OSB) MODELING
Our study focuses on two types of online social behavior: sen-
timent and hate behaviors. Figure. 3 illustrates the proposed
methodology followed in order to build sentiment and hate
analyzers. Supervised classification approach is adopted in
the modeling of OSB. The data pre-processing is performed
independently of the DEI modeling. The processed data is fed
into the training component. The Classifier Training compo-
nent demonstrates the proposed neural network architecture.
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The BERT layer consists of BERT pre-trained embeddings
which are representations of words and their relation to each
other in n-dimension. BERT pre-trained model is fine-tuned
by training the entire BERT architecture on our datasets in
order to alleviate possible biases resulted from pre-training
onWikipedia corpus [37]. BERT-base-uncased model is used
in this work. It consists of twelve layers and uses 110M
parameters. A feed-forward neural network layer used as
a classification layer is appended to the BERT layer. The
classification layer produces logits that indicate the likelihood
of a tweet belonging to a class. Soft max layer is used to
normalize the output logits and calculate the probability of
classes. The training is conducted by back propagating the
errors throughout our architecture and updating the weights
of the pre-trained weights and the weights of the appended
layer based on our datasets. The models are optimized using
Adams optimizer. Early Stopping Approach is used to avoid
over-fitting the neural network on the training data and
improve the generalization of themodels. Finally, we evaluate
and test our models on the validation and testing sets before
generating the final prediction results. The prediction of sen-
timent analyzer is one of three classes: positive, negative or
neutral sentiments, whereas the hate analyzer predicts one of
two classes: hate speech or non-hate speech.

V. DATASETS
This section lists and describes the datasets used for mod-
eling, evaluating, and analyzing the online social behavior
framework.

A. SUPERVISED LEARNING DATASET
1) SENTIMENT DATASET
Domain-Free Sentiment Multimedia dataset (DFSMD) [9]
was used to train our sentiment classifier. DFSMD was col-
lected using Twitter Stream API. The protocol followed to
collect and annotate DFSMD makes it distinguished from
other datasets as data collection process was not restricted
to any keywords, domains, locations, or any predefined
retrieval criteria. The annotation questions and annotators of
the dataset were selected carefully to minimize any possible
biases during the annotation. Moreover, the annotators of the
dataset were selected on the basis of providing sentiment
agreement with three expert psychologists. The DFSMD
contains 14488 (46%) tweets; 6683 of which are positive,
4822 (33%) negative, and 2983 neutral (21%). The dataset is
publicly available upon request. It was published in an earlier
study [9].

2) HATE DATASET
In order to train our hate speech classifier, we use four avail-
able datasets published in previous studies:
• HatEval 2019 The English tweet dataset [76] was
constructed based on women or immigrants as tar-
gets of hate speech in this dataset. The tweet anno-
tations did undergo two steps: (1) by non-expert
annotators using crowd sourcing mechanism, (2) then

two domain-expert annotators reviewed the anno-
tated tweets. The inter-agreement in annotating the
dataset scored 83%. The data set contains a total
of 13000 tweets, out of which 5470 tweets are labelled
hate speech.

• OffensEval 2019The dataset [77] was annotated for cat-
egorizing offensive/non-offensive language on twitter.
The offensive language is defined as insult or threat con-
texts. If offensive language is directed towards individu-
als, groups, or others, it is annotated as hate speech. The
annotation was done by domain experts using crowd
sourcing approach. The dataset consists of 13240 tweets,
4400 of which are labelled offensive and hate speech.

• Antigoni Dataset 2018 The tweet dataset [78] was man-
ually annotated using the crowd sourcing approach.
It consists of hate, abusive, spam, and normal labels. The
results have shown that there was confusion between
abusive and hate labels during the annotation pro-
cess, so we decided to combine both under the hate
label. We removed the spam label which resulted in a
total of 60702 tweets; 28587 of which are normal and
32115 are hateful.

• Waseem and Hovy 2016 The tweet dataset [79] was
annotated for racism and sexism types of hate language.
The tweets were reviewed by the authors [79] and then
by domain experts.

The labels of these datasets were binarized into two labels:
hate and non-hate. This approach was adopted in previous
studies [12], [50] and it has been proven effective. The
number of hate tweets in our dataset is 39593 where the
normal tweets are 46753, which brings the overall total size
to 86346 tweets.

UN2 warns that COVID-19 related posts could be
exploited to instigate discrimination, stereotyping, stigmati-
zation, racisms, or xenophobia. All these categories imply
abusive and hate behaviors according to several universal
definitions of hate language as follows:
− ‘‘bias-motivated, hostile, malicious speech aimed at

a person or a group of people because of some
of their actual or perceived innate characteristics’’ -
Almagor [10].

− ‘‘all forms of expression which spread, incite, promote
or justify racial hatred, xenophobia, anti-Semitism or
other forms of hatred based on intolerance, including
intolerance expressed by aggressive nationalism and eth-
nocentrism, discrimination and hostility towards minori-
ties, migrants and people of immigrant origin’’ - The
European Court of Human Rights [11].

− ‘‘public incitement to violence or hatred directed to
groups or individuals on the basis of certain charac-
teristics, including race, colour, religion, descent and
national or ethnic origin’’ - The Code of conduct
between European Union and companies.3

3https://ec.europa.eu/commission/presscorner/detail/en/qanda_20_1135
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− ‘‘Hateful conduct: You may not promote violence
against, threaten, or harass other people on the basis of
race, ethnicity, national origin, caste, sexual orientation,
gender, gender identity, religious affiliation, age, disabil-
ity, or serious disease’’ - Twitter recent social behavior
rule.4 Twitter refers to harassment and abuse rules as
‘‘Abuse/harassment: You may not engage in the targeted
harassment of someone, or incite other people to do so.
This includes wishing or hoping that someone experi-
ences physical harm’’ where it refers to violence rules
as ‘‘Violence: You may not threaten violence against an
individual or a group of people’’.

B. UNSUPERVISED LEARNING AND ANALYSIS DATASET
Two COVID-19 datasets were collected from Twitter. One
dataset was collected for USA and the other for Canada.
COVID-19 related keywords were used to retrieve the data.
The list of the keywords includes covid-19, covid19, covid,
corona virus, corona, and virus. The collection was conducted
in three periods over a duration that extends from Decem-
ber 2019 to November 2020: period-1: December 2019 to
April 2020, period-2: May 2020 - August 2020, period-3:
September 2020 - November 2020. We used geo-location
coordinates to define the geographical regions to retrieve the
tweets from.

The two COVID-19 datasets were used for modeling
the unsupervised learning components of DEI and ana-
lyzig the COVID-19 pandemic over the duration between
December 2019 to November 2020.

C. PHRASE EXTRACTION EVALUATION DATASET
Tsix dataset [80] was used to evaluate phrase extraction using
RAKE algorithm on social media data (i.e. tweets). Tsix
dataset consists of 32970 tweets that were categorized into six
topics: brexit, election, isis, nobel, note7, and spacex. Each
group of tweets (i.e. belonging to a topic) was assigned into a
cluster. Each cluster was assigned a summary referencewhich
composes of candidate sentences selected by two human
annotators.

VI. DATA PREPROCESSING
Pre-processing data is a very essential step in machine learn-
ing in general. It prepares the resource knowledge for the
machine models to learn from. High quality pre-processing
ensures the quality of the learning process. The objective of
pre-processing data is to remove excess noise, which could
affect the learning performance, and retain useful informa-
tion. This work consists of two main components: data explo-
ration and interpretation (DEI) and online social behavior
modeling (OSB). Each component is processed indepen-
dently as each requires a different pre-processingmechanism.
Following are the pre-processing steps we propose to use:

1) Removing HTML encoding symbols
2) Removing user mention

4https://help.twitter.com/en/rules-and-policies/twitter-rules

3) Removing URLs
4) Removing Retweets
5) Removing extra whitespaces
6) Converting text to lower case
7) Expanding abbreviations: to replace abbreviation

words with sequence-of-words format. This step pro-
cesses contraction words ‘‘e.g. we’re’’, negation words
(e.g. ‘‘don’t’’), and slang words ‘‘e.g. ppl, bro’’.

8) Tokenizing text
9) Fixing repetition: to remove character repetition and

replace it with a single character. For example, word
‘niiice’ will be replaced by ‘nice’. We believe in the
importance of this step as it ensures the generality of
learning.

10) Converting iconic emotion into textual format: to
convert emojis and emoticons into textual representa-
tions [81].

11) Removing special characters and numbers
12) Removing stop words: We use two types of stop word

lists: (1) standard list by standard libraries like NLTK,
(3) customized list that is constructed manually by
empirical experiments. According to the literature, this
step has a major impact on topic predictions.

13) Removing words with high and low frequencies: to
remove words of frequencies greater than 60% and less
than 10 occurrences per the dataset.

14) Tagging Part of Speech: labeling words with gram-
matical description. We do this step to include only
adjectives, adverbs, nouns, proper nouns, and verbs.
The aim is to increase the efficiency of topic modeling
performance.

15) Removing short words: We assume that words with a
single character does not have an independentmeaning,
hence, they do not contribute to the learning process.
words of length less than 2 are removed.

16) Lemmatization: lemmatization to change each word
into its original form. The objective is to reduce the
size of vocabulary by conflating terms with related
meaning.

Steps 1-6 are applied to the two components, DEI andOSB.
Steps 7, 8, 9, 15 are applied to DEI sub-components: topic
exploration (e.g. topic modeling) and topic interpretation
(i.e. phrase extraction) where steps 11-16 are applied to the
topic modeling part and step 11 is partially applied to topic
interpretation to keep few punctuation marks (e.g. period).
Step 10 is applied only to OSB sub-components. Note that
all the pre-processing steps were implemented using regular
expressions NLTK, spaCy toolkit. Bert tokenizer was used for
the tokenization of OSB sub-components.

VII. EXPERIMENT DESIGN & EVALUATION PROTOCOL
We evaluate the validity of the proposed framework in infer-
ring and interpreting topics of online social media data,
as well as in analyzing online social behaviors of social users.
Our proposed framework consists of two types of learning:
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(1) unsupervised learning for the topics inferences and inter-
pretation, (2) supervised learning for online social behav-
ior analysis. Accordingly, different evaluation protocols are
required.

A. TOPIC EXPLORATION AND INTERPRETATION
The objective of the topic inference (i.e. exploration) exper-
iments is to find a topic modeling algorithm and feature
type that yield the best performance to find the optimal
number of topics within given OSNs datasets. Two types of
experiments were conducted for this purpose: (1) studying
two topic modeling algorithms: LDA and NMF. (2) study-
ing two types of features: BOW and TFIDF. We investi-
gated the performance of the LDA and NMF with both
features BOW and TFIDF on two datasets (i.e. COVID-19
collected during the period 1 - December 2019 to April 2020):
(1) COVID-19 – Canada, (2) COVID-19 – USA. This yields
a total of eight experiments for the topic modeling. We run
a series of sensitivity tests to determine the best values of
model hyper-parameters as summarized in Table.1. The tests
were performed in sequential manner; one parameter at a time
by keeping the others constant and then we run them over
the datasets. We used coherence score [82] as a metric for
our performance comparison. A coherence score for a topic
is calculated by measuring the degree of semantic similarity
between high scored words within the topic.

TABLE 1. The selected hyperparameters that are used for tuning before
training LDA and NFM models.

For training, words with ≤ 10 occurrences and > 60% of
occurrences in a dataset were filtered out. To assess the topic
model performance in finding the optimal size, coherence
score was used as an evaluation metric.

For topic interpretation (i.e. phrase extraction), we found
out that the phrase length of three has the highest average
frequencies in all the topics for Canada and USA datasets.
We considered the lengths of two and four to add a more gen-
eral dimension before and a more specific dimension after,
than the phrases of length three. We evaluated RAKE algo-
rithm on Tsix dataset using ROUGE metric [83]. ROUGE,
Recall-Oriented Understudy for Gisting Evaluation, is a
well-knownmetric used for evaluating automatic summariza-
tion of texts. It works by comparing the automatically gener-
ated summaries to human-generated summaries. ROUGE-N
metric computes the overlap of n-grams between the auto-
matic and human summaries. In this work, we are interested
in evaluating the recall of our phrase extractor by exam-
ining the percentage of n-grams, in our generated phrases,

that exist in the reference phrases. In addition, we compare
RAKE algorithm to other two phrase extraction algorithms,
TextRank and TFIDF using the same dataset. In this paper,
we set the n-gram to 4-gram and therefore the evaluation
was performed using ROUGE-1, ROUGE-2, ROUGE-3, and
ROUGE-4. In this paper, we use keywords (i.e. single words)
and phrases of lengths 2-4 and hence the decision to use
4-grams in this experiments. Accordingly, TFIDF and Tex-
tRank models were built at the 4-gram level. We were able
to fix the sliding window for TextRank to maximum 3 due to
hardware limitation.

B. ONLINE SOCIAL BEHAVIOR MODELING
Sentiment and hate are the two social behaviors studied in this
work. We evaluated the performance of BERT for sequence
classification algorithm using DFSMD dataset for sentiment
learning and Hate dataset for hatespeech learning. We then
conducted evaluation comparisons of the BERT-based mod-
els with other algorithms for sequence classification includ-
ing LSTM, biLSTM, CNN-LSTM, and CNN-biLSTM, using
the same datasets. Figure. 4 illustrates the architectures that
we have used in our experiments.

FIGURE 4. The neural network architectures used for comparison with
our BERT-based models. (1) for LSTM, (2) for biLSTM, (3) for CNN-LSTM,
and (4) for CNN-biLSTM.

For BERT pre-trained model, BERT-base-uncased was
used. It consists of 12 blocks of transformers, 768 hidden
layers, 12 attention heads, 110M parameters. During the
fin-tuning process, the learning rate was set to 2e-5, epochs
were set to 6, and the batch size was 16.

GloVe [69], a pre-trained word-embedding, was used
to train LSTM, biLSTM, CNN-LSTM, and CNN-biLSTM
models. The data preprocessing steps and experiment setups
were the same as those of the BERT-based models.

The DFSMD and Hate datasets were used for training, val-
idation, and testing sentiment and hate models, respectively.
The datasets were randomly split into 70% for training,
15% for validation and 15% for testing. We used accu-
racy, precision, recall, and F-score, commonly used for
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classification evaluation, as evaluation metrics. Precision,
recall and F-score give a better view of model performance
than accuracy alone does.

VIII. RESULTS AND ANALYSIS
This section presents the results of the experiments conducted
according to the design explained in Section VII. It will also
present online social behavior analysis during COVID-19
pandemic for Canada and USA. Two types of COVID-19
analysis will be provided: temporal and topic-based analysis.

A. TOPIC MODELING
We present the results of the methodology we follow for
modeling key topics using OSNs short texts. For this exper-
iment, we use two datasets related to COVID-19; one for
Canada and another for USA. It is worth mentioning that
stopword filtering has shown a major impact on the overall
topic modeling learning. The following experiments were
conducted on all the data after removing stopwords.

1) LEARNING FEATURES
To find the best representative features, we have considered
using three types of textual features: Bag-of-Words (BOW),
Time-Frequency-Inverse-Document-Frequency (TFIDF) and
n-gram. Our empirical experiments have shown an improve-
ment in learning when uni-gram and bi-gram were combined
together. To find the optimal number of topics, two experi-
ments were conducted by combining uni-bi-gram with BOW
and TFIDF. Figure.5 illustrates the performance results of
LDA and NMF models using BOW and TFIDF in order to
find the best topic model for OSNs data. The BOW and
TFIDF features were constructed based on uni-bi-gram fea-
tures. According to the results, LDA model performed better
with TFIDF features than it did with BOW features in both
datasets. Unlike LDA model, NMF model performed better
with BOW than it did with TFIDF.

Overall, LDA model trained using TFIDF features outper-
formed NMFmodel trained using BOW features. For Canada
dataset, LDA-TFIDFmodel maintained the highest scores for
topic sizes of 11 to 14. It also scored the highest for topic size
of 7. Similarly, LDA-TFIDF model maintained the highest
scores for topic sizes of 4 to 14 in USA dataset. This shows
that TFIDFmethodworks well with OSNs texts since they are
huge in volume while short in length and hence the content
is limited per message post. As a result, the need to spot
influencing words, to learn different topics, arises. TFIDF
method, which plays at word level, measures the relevance of
words but not the frequency; it represents documents about
‘computers’, for example, far from documents about ‘bat-
teries’. This gives it the advantage of choosing influencing
vocabulary and reducing the complexity of training since
using the entire vocabulary in training [84] is expensive.
By using the TFIDF weights, the chance that rare words are
sampled would increase (i.e. which is the goal to improve the
topic learning on short texts documents of a large size). This
results in making them have a stronger influence on topic

FIGURE 5. Performance of four topic models to find the optimal topic
size for Canada and USA, in terms of coherence score.

TABLE 2. The optimal hyperparameters values for LDA and NFM models,
resulted from hyper-parameters tuning process using two COVID-19
datasets.

assignment. This is the same reason why it is recommended
to remove stop words before training an LDA model.

2) TOPICS SIZE
Table.2, shows the results of the hyper-parameter tuning
for the LDA and NMF models. The best values of the
model hyper-parameters have been chosen based on the top
10 highest coherence scores. The set of hyper-parameters
values that has the majority of the highest coherence score
are selected. The values of LDA alpha α and beta β and
NMF kappa are shown to be fixed for the top 10 highest
coherence scores. For the number of topics parameter K ,
it ranges between values of 6 and 14. However, no exact value
was given. Therefore, we selected the best hyper-parameters
values as suggested in Table.2 to determine the exact number
of topics for topic modeling training. Note that we select 2
as the minimum number of topics and 14 as maximum.
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TABLE 3. The optimal number of topics for Canada and USA datasets for
three periods during the pandemic. The optimal topic sizes were
determined based on the highest coherence scores for each dataset.

We then run another process of tuning with respect to the
number of topics. Figure.5 illustrates the performance of
LDA and NMF models over a range between 2 and 14 top-
ics with the hyper parameters alpha α and beta β fixed at
0.01 and 0.51 for LDA models, and kappa fixed at 0.2 and
0.3 for NMF-BOW and NMF-TFIDF models, respectively.
Twelve topics are shown to score the highest coherence by
LDA-TFIDF model for both datasets before the performance
decreases and flattens out. Similar observation was claimed
by Yuxin et al. [85] where LDA showed more robust perfor-
mance on full sentences than NMF did. To find the optimal
number of topics for the other two periods (i.e. May 2020 -
August 2020, September 2020 - November 2020), we fol-
low the same steps mentioned previously using LDA-TFIDF.
Table. 3 summarizes the optimal number of topics resulting
from LDA-TFIDF models for Canada and USA datasets.
The results represents three periods during the pandemic:
December 2019 - April 2020, May 2020 - August 2020,
September 2020 - November 2020).

Table.4 shows the results of our LDA-TFIDF model on
Canada and USA datsets. We select the top 30 keywords
in this paper but due to a limited writing space, we only
list the top 20 keywords of sample topics inferred by our
LDA-TFIDF model during for three periods during the pan-
demic. Note that the keywords listed in the table are before
removing the duplications across topics.

3) TOPIC INTERPRETATION
Table. 5 shows the performance of phrase extraction mod-
els using a tweet dataset (i.e. TSix). The evaluation was
conducted on the top 30 phrases resulted from each model.
At 4-gram level, RAKEmodel has been shown to outperform
TFIDF and TEXTrank models in terms of execution time and
ROUGE-n recall scores. RAKEmodel was able to recall 80%
of the single keywords existed in reference sentences whereas
TextRank and TFIDF recalled 60% and 50% of the keywords
presented in the reference sentences. At 2-gram level, RAKE
model was the winner in recalling 60% of phrases with
length 2, followed by TextRank model with 40% of length-2
phrases recall and 25% recall by TFIDF model. Similarly
with phrases of lenth 3 and 4, RAKE model yielded the
best performance followed by TextRank and TFIDF models.
Even though TextRank was shown to be the second best,
it required ≈ 12 more times (i.e. 972 seconds) than RAKE

TABLE 4. Top 20 keywords for sample topics inferred by LDA-TFIDF
model, for Canada and USA datasets, during three periods of the
pandemic.
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TABLE 5. A comparison between RAKE algorithm and TFIDF and TextRank
algorithms for phrase extraction using Tweet TSix dataset. The
performance is evaluated in terms of execution time and ROUGE-n recall
metric; where 4 ≥ n ≥ 1.

(81 seconds) did. Other limitations of TextRank are fixed
sliding window and phrase length boundaries; it is not able
to dynamically extract phrases of varying lengths. This is
shown in its ability to recall single words (60% of recall)
while its performance deteriorated for phrase extraction. Like
TextRank, TFIDF model also suffer from the limitation of
phrase length boundaries; n-gram has to be fixed prior phrase
extraction. In addition, TFIDF model has shown to have a
weak performance in extracting keywords and phrases from
small-sized data. The average data size per a cluster (i.e.
document) in TSix dataset is 36 tweets. This is not surprising
as TFIDF algorithm needs a decent amount of data in order
to find influencing words with respect to a whole document.

These results show the effectiveness of RAKE model for
phrase extraction on OSNs data. Its advantages lay in its
dynamic ability to extract phrases of varying lengths (i.e. not
constrained to fixed sliding window nor fixed phrase length)
and it works at a message level (i.e. it is not constrained to
either small nor large datasets).

Table.8 and Table.9 list the results of our RAKE-based
phrases extracted from our COVID-19 datasets. The tables
show a sample of topics keywords and phrases for Canada
and USA during the three periods defined in this paper. The
keywords in the Tables are the output of our LDA-TFIDF
model after removing the duplicates across the topics and then
ranking them based on their RAKEweights. We can detect an
improvement in the quality of the keywords after removing
the duplicates. For example, in Canada topic 3 - Period-1
(Table. 4), we see that the top 4 keywords are common in
other topics. This duplication not only degrades the quality of
the topic description but also adds ambiguity. After removing
the duplications we notice that the comprehensibility of the
topic has enhanced (Table.8). RAKE produces scores based
on the frequency of phrases in each topic. Therefore, the high
frequency of phrases of a certain topic (i.e. after choosing
the most influencing words resulted from the LDA-TFIDF
model) indicates that people are indeed talking about this
topic. Thus, it has become clear that the topic 3 discusses Elon
Musk and Tesla. Additionally, we see that the inferred phrases
(Table.8) take it further and show that topic 3 is about Elon
Musk and Tesla in the Canadian news (e.g. ‘‘social media bbc
news’’, ‘‘cure cbs news’’) and that Elon Musk might reflect

negative vibes (e.g. ‘‘elon musk threaten’’, ‘‘fight elon musk
tweet’’) during the pandemic in Canada.

Looking at the keywords of topic 4 in Canada (Table.8),
we are unable to understand what the main idea of the topic
is. They only provide names of prominent figures like British
Prime Minister ‘‘Boris Johnson’’, American government
official ‘‘Stephen Miller’’, and public events like ‘‘UFC’’
(Ultimate Fighting Championship). Thanks to the topic inter-
preter that has provided details about the keywords by adding
contexts, which facilitated the understanding of the topic. For
instance, phrases of length 3 have added some information
about Boris Johnson; the phrases ‘‘boris johnson die’’ and
‘‘save boris johnson’’ bring forth the idea that Boris Johnson
is undergoing some critical situation. The idea of the topic
is wrapped up in phrases of length 4; now we know that
Boris Johnson has been tested positive ‘‘boris johnson tests
positive’’, and this explain the phrases ‘‘boris johnson die’’
and ‘‘save boris johnson’’. In the case of Stephen Miller,
however, we are able to conclude that he was tested positive
‘‘stephen miller test positive’’ in a phrase of length 4 only
while no information was mentioned in phrases of lengths
two and three (i.e. top 10 phrases of length 2 and 3). With
respect to UFC, phrases of length 2 are about cancelling
ufc: ‘‘ufc cancel’’. Phrases of length 3 add more details to
phrases of length 2; we now know that the fight game cancel-
lation is associated with the player Jacare, a Brazilian mixed
martial artist,: ‘‘fightcancelled jacare ufc’’. Also UFC has
something to do with testing positive ‘‘ufc card test positive’’
(i.e. a phrase of length 4). We already have the knowledge,
from phrases of length 3, that UFC game cancellation might
be associated with the player Jacare. Put together we can infer
that Jacare might have been tested positive and that is why the
game was cancelled.

Another example can be seen in USA Topic 4 - Period-1
(Table.9). Phrases of lengths 2, 3 and 4 add more dimension
to the topic readability and comprehensibility than single
keywords do. In phrases of length 2, we notice that sport
season is the topic talked about the most. Phrases of length 3
explain further and mention spring sport season, high school
sport, sports season during pandemic and NFL/NBA season,
for instance. They reveal also that the topic is about travel
season and future travel plans. Phrases of length 4 add up
more details to the season, sport and travel that they were can-
celled. Additional information was also revealed, in phrases
of length 4, that baseball was among the sport activities in
high schools. It is worth noting that such details are not
highlighted when using LDA’s single keywords exclusively.

Phrases of maximum lengths are discarded since long
phrases (i.e. sentences) does not provide the overall meaning
of the topics. instead it only shows one part of the whole topic.
A case example can be seen in Canada topic 4 - Period-1
(Table.8). The maximum-length phrase says ‘‘prime minister
british prime minister boris johnson tests positive’’. The long
phrase only shows one part of the topic and did not show
the whole picture that the topic was talking about famous
figures who tested positive. This finding is supported by the
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TABLE 6. The performance of five deep learning algorithms for sequence classification for hate classification in terms of accuracy, precision, and recall.

results obtained by Qiaozhu [13] that sentences might not be
accurate to capture the general meaning of a topic as they
might be too specific.

The results show the effectiveness of our topic models and
phrase extractors in automatically identifying and interpret-
ing topics inferred from OSNs data. It has big benefits in
minimizing the human intervention in identifying and inter-
preting topics which in turns facilitates the real-time topic
modeling and interpretation with minimized need to human
approvals.

B. ONLINE SOCIAL BEHAVIOR
The results of modeling two online social behaviors, senti-
ment and hate, are demonstrated and discussed in this section.
Following, a detailed analysis of the sentiment and hate online
behaviors during the pandemic, is provided for the dura-
tion between December 2019 and November 2020 for both
Canada and USA. The analysis presents two views: temporal
and topic-based analysis.

1) HATE BEHAVIOR
Table.6 summarizes the learning performance of four algo-
rithms for sequence classification using pre-trained GLOVE
embeddings as features, and compares them with our pro-
posed BERT-based classifier using its pre-trained embedding
as features. It is important to mention that the embedding
features were fine-tuned during the training. In terms of
accuracy, it is shown that BERT-based classifier performs
the best in detecting normal and hate contents in social mes-
sages compared to the other four algorithms. The other four
algorithms show equal performance in terms of accuracy.
However, LSTM and biLSTM classifiers show a bias towards
learning the majority class (i.e. normal class). This can be
seen in the relatively high variance between the recall values
of normal and hate classes with the normal class value being
the higher. Also, the lower value of normal precision and hate
recall explains that the LSTM and biLSTMmodels have over
learned the majority class (i.e. normal), and hence started to
introduce a degree of confusion in correctly classifying hate
class (i.e. the minority). Adding a layer of CNN to LSTM
and biLSTM has helped solve the issue of bias learning and
improve the overall learning performance in detecting hate
speech in texts. Combining CNN as a mechanism to find
important features, and bidirectional learning mechanism has
shown to enhance the hate learning process, more than when
combining CNN with a single-direction LSTM. The variance

FIGURE 6. Percentages of hate behavior in Canada and USA during
periods 1 (Dec 2019 - Apr 2020), 2 (May 2020 - Aug 2020), and 3 (Sep
2020 - Nov 2002) of COVID-19 pandemic.

between the recall values of normal and hate classes has
decreased while still maintaining high scores of recall and
precision for both classes. In comparison with CNN-biLSTM
classifiers, BERT calssifier has shown more robust capa-
bilities in tackling the issue of bias learning towards the
majority class. The attention and bidirectional mechanisms
adopted by BERT algorithm have proved their effectiveness
in improving the quality of learning the two classes, more
than CNN and bidirectional mechanisms could achieve. From
Table.6, we can see that the hate F-score of BERT model has
improved from 0.84 (of CNN-biLSTM) to 0.87 and precision
scores for both classes have improved from 0.86 and 0.84 (of
CNN-biLSTM) to 0.88 and 0.85, respectively.

From the results, we can see that the attention and bidi-
rectional learning mechanisms adopted by BERT show more
efficiency in textual sequence classification than CNN com-
bined with bidirectional learning mechanisms do.

We have utilized our BERT-based hate classifier to ana-
lyze the hate speech behavior during COVID-19 pandemic
in North America. Figure.6 shows the overall hate behavior
detected in Canada and USA during three periods of the
COVID-19 pandemic. We see that hate behavior in USA is
slightly higher than it is in Canada.

In Figures. 7 and 8, an exploratory analysis of hate behavior
in both Canada and USA is demonstrated. We provide a
detailed analysis and interpretation from two views: temporal
analytic view and topic-based analytic view.

Figure.7 illustrates online social hate behavior at the
very early signs of the virus and during the pandemic
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FIGURE 7. Temporal comparisons of hate behavior over twelve months
between Canada and USA before and during COVID-19 pandemic.

(December 2019 - November 2020). Generally speaking,
online hate behavior seems to have been lower in Canada
than in USA except for the month of December 2019; the
people in Canada seem to have been more upset about the
virus. However, the number of COVID-related tweets during
thismonthwas very low (154 tweets) compared to the number
of tweets afterwords (4M+ tweets). In USA, hate behavior
marked the lowest in December 2019, and that was when
the news started to talk about the novel Coronavirus just
before the outbreak of the pandemic. Then, the hate behavior
started to increase (in USA) till it hit its highest in Febru-
ary 2020 which marked the beginning of the pandemic. It also
increased during February 2020 in Canada. By this time,
the corona virus had been all over the news and people started
to panic. Surprisingly, during the start of the quarantine and
lockdown (i.e. March), the hate behavior decreased in both
Canada and USA. Later from April till May 2020, it slightly
increased in USA during April and then it decreased again in
May. In Canada, it almost flattened out after March. From
June till November, it can be seen that hate behavior was
higher than it was before May especially for USA; two spikes
were found in themonths of July andOctober for both Canada
and USA as seen in Figure. 7.

Out of the twelve topics discussed during period 1
(Dec 2019 - April 2020) of the pandemic in North America
(Figures. 8a and 8b), we have noticed that Canada has a
single hate spike (i.e. topic of ‘Trump&China’) while USA
has two hate spikes (i.e. topics of ‘Social Distancing’ and
‘Trump&China’). The inferred topics for Canada and USA
are listed in Table.8 and Table.9, respectively. Note that a
sample of the topics are reported due to the limited writing
space in the paper.

‘Trump&China’ topic in Canada and USA focus mainly
on Trump’s blaming China for the COVID virus outbreak.
On this topic, USA shows higher hate score than Canada
does. From our extracted topic phrases, we can see that among
the mostly used phrases in this topic are: ‘lie trump’, ‘trump
blames china’, ‘trump wartime president’, ‘president trump
shame’, and ‘president trump beat china’. The second highest
spike in USA is on the topic related to social distancing
and wearing mask. Phrases like ‘social sick, ‘social crazy’,

‘fearmask’, ‘stupid trump’ provide a hint that peoplewere not
happywith social distancing and the policy of wearingmasks.
Again, we see hate content in topic ‘Face-Masks&Food-
Stores’ that talks about wearing masks while shopping at
stores. In Canada, We observe a less hate behavior for wear-
ing mask. Apparently, wearing masks policy has an asso-
ciation with hate content during the pandemic. Moreover,
People in USA did not show hate speech in the topic of
‘Community-Health Support’ While in Canada we detect
a slight increase in the hate behavior on the ‘community
support’ topic (i.e. as compared to USA). A sample of tweets
related to this topic (i.e. in Canada) is given below:
• ‘‘don’t forget, he has a habit of repurposing emergency
funds to his wall. Watch for the noise to start about
immigrants carrying the virus and showing up at the
southern border’’.

• ‘‘Child care staff who are overworked and grossly under-
paid will once again be left holding the bag. Close
childcare centers, too!’’.

• ‘‘How stupid you guys looked when @jkenney
announced medical emergency in Alberta. Please hold
your horses now and see why it was important to do
emergency you idiots’’.

COVID-19 death toll topic did not show a sign of hate
speech in Canada while the hate speech on the same topic
increased in USA. The tweets related to this topic were
mostly news. From this, we observe that the Canadian news
have less sharp reporting tone than that of the American’s.
Quarantine and staying home topic shows a very low hate
behavior in both Canada and USA. Actually, our topic model
and interpreter showed that people enjoyed being quaran-
tined; keywords like ‘song’, ‘movie’, ‘fun’, ‘dance, ‘dog’,
‘walk’, ‘laugh’, ‘stayhome’, ‘staysafe’, are indicators that
the quarantine could have been associated with spending
good time while staying home. Cancelling sport game events,
a topic talked about during the pandemic, seems to have upset
people in USA more than it did with people in Canada. The
effect of the pandemic on economy was also discussed in
Canada and USA. People in both countries showed low hate
behavior. ‘Pandemic-State in Quebec’ topic in Canada was
related to the home care in Quebec province. We observe a
slight increase in the hate behavior in this topic and this might
be associated with the high number of cases that hit Montreal
city particularly.

It is observed that people were more adapted to the
quarantine during period 2 (May 2020 - Aug 2020) more
than they were during period 1 of the pandemic; topics
were mostly discussing songs, movies, tv shows, birthday,
hair, and food as seen in Figures. 8c and 8d. These topics
have mostly shown low hate behavior compared to topics
directly related to the pandemic such as ‘Trump&China’ and
‘Sympathy Attitude’ where people have expressed blames
and resentments as a result to friends, family or jobs loss
for example. ‘‘OMG! THATS SO, SO HORRIBLE.. I’M
STUNNED. WTF KIND OFWORLD IS THIS? SO MANY
CONDOLENCES TO ALL FAMILY, FRIENDS AND THE
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FIGURE 8. Comparisons of Hate behavior between Canada and USA over topics inferred during periods 1 & 2 & 3 of
COVID-19 pandemic. P1 (Dec 2019 - Apr 2020) is depicted in (a) and (b), P2 (May 2020 - Aug 2020) is dipected in (c) and (d),
P3 (Sep 2020 - Nov 2020) is depicted in (e) and (f).

MANY ANIMALS LEROY TOUCHED SUCH A WASTE-
FUL, STUPID LOSS’’ and ‘‘I lost around 12 friends to the
virus be it online friends, lose them it’s painful. You feel
anger, sadness; great loss, you go through the stages of grief.
Trump would be acting way differently if he lost friends?’’
are examples of how resented people were. Similarly, ‘Hair’
topic has shown a slight sign of hate speech as a result of
barber shops being closed (e.g. ‘‘i need someone to get rid of
the hair on my scalp i hate it’’, ‘‘I hate his hair’’).

The curve in Figure. 8e illustrates that the hate behavior in
Canada is more relaxed than it is in USA (Figure. 8f). Topics
inferred during period 3 (Sep 2020 - Nov 2020), from USA,
reflect the political situation (i.e. elections) in the area. five
out of eleven topics are related to Trump, Biden, and election
with Trump related topics representing the highest hate signs.
Similar behavior is found in ‘‘Trump&Biden Election’ topic
in Canada as well. Interestingly, community support related
topics, in Canada, have shown lower hate scores in period
2 and 3 compared to its score during period 1.

2) SENTIMENT BEHAVIOR
In Table.7, we report the performances of five deep mod-
els for sentiment classification. The first four models were
trained using pre-trained GLOVE embeddings as features and
BERT-based model was trained using its pre-trained embed-
ding as features. It is important to mention that the embedding
features were fine-tuned during the training.

Table.7 shows that BERT-based classifier outperforms
LSTM, biLSTM, CNN-LSTM, and CNN-biLSTM in senti-
ment learning. BERT model yields by far the best learning
results for the three classes with F-scores of 0.81, 0.82,
0.48 for positive, negative, and neutral, respectively. The
nature of BERT algorithm, that is using attention and bidi-
rectional learning mechanisms together, allows it to boost
the learning performance across the three classes in the pres-
ence of imbalance class distribution. BERT algorithm has
improved the overall learning of majority class (i.e. positive)
by ≈ 2% and by ≈ 8%, ≈%12 for negative class and neutral
class (i.e. minority class). The overall learning improvement
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TABLE 7. The performance of five deep learning algorithms for sequence classification for sentiment classification in terms of precision and recall.

is evaluated in terms of F-score metric. It is strongly able
to distinguish between classes especially for positive and
negative. Both precision and recall scores for both classes
are very high. Neutral class has been always challenging in
sentiment classification [5]. However, BERT classifier was
able to correctly recall 47% of the neutral instances at 50%
of precision. The corresponding confusion matrix shows that
the BERT model predicts 31% of neutral class as positive
and 21% of neutral class as negative. This is not surprising
since negative expressions tend to be strongly subjective.
Therefore, positive expressions would be closer to neutral
than negative sentiment [5].

We have observed that biLSTM introduces bias in learning
the majority class. The positive recall score is higher com-
pared to the negative and neutral recall scores, which makes
the variance between them high as well. The corresponding
confusion matrix shows that the model predicted 15% of
the negative class as positive and 8% of the negative class
as neutral. Similarly, with neutral class, 46% was predicted
as positive and 25% as negative. We have observed the
same behavior in biLSTM when modeling the hate behavior
(Table.6).

Using CNN as a filtering mechanism along with biLSTM
has demonstrated good performance in reducing the sensitiv-
ity to class imbalance shown by biLSTM and in improving
the learning of the minority class (i.e. neutral). The neutral
F-score has improved from 0.41 (i.e. when using LSTM
only), 0.36 (i.e. when using biLSTM only) to 0.44, 0.43 when
CNN was combined with LSTM and biLSTM, respectively.
This shows evidence that CNNwas able to find important fea-
tures and filter out unimportant ones. Feeding the important
features to LSTM with bidirectional mechanism has proven
to slightly enhance the learning of sequence classification for
sentiment analysis on imbalance dataset.

According to our results, we have found that BERT algo-
rithm provides robust capabilities for sequence classification
for sentiment and hate speech. It has shown excellent per-
formance in learning binary classification and multi-class
classification. In addition, it has been proven effective in
dealing with class imbalance as discussed previously in the
results.

Figures. 9 and 10 illustrate the sentiment predictions of
our BERT-based sentiment classifier and provide two views
of exploratory analysis, temporal and topic-based. Overall
during the pandemic, the sentiment tends to be more negative
in USA than it is in Canada (as seen in Figure. 9).

FIGURE 9. Temporal comparisons of sentiment behavior over twelve
months between Canada and USA before and during COVID-19 pandemic.

The temporal analysis of COVID-19 in North America has
shown a negative behavior since the very beginnings of the
pandemic that is back in December 2019 when the negativity
is shown to be higher in Canada than in USA. However,
the number of COVID-related tweets during this month was
very low (154 tweets) compared to the number of tweets
afterwords (4M+ tweets). The negative behavior increased
during the months of January and February 2020. Then it
decreased over the next three months with Canada exiting the
negative zone and entering the positive zone, as depicted in
the figure. After May 2020 we again witnessed an increase in
the negative behavior for both Canada and USA.

To facilitate the understanding of the sentiment behavior
over time, we provide a deeper analysis about the topics that
people were discussing during the pandemic on OSNs plat-
forms (Figure. 10). Having the topics at hand, the reasoning
of temporal analysis can be achieved. In other words, we can
understand the reasons and causes of behavior changes over
time. This will help clarifying the story of events. Quarantine
topic has shown a high positive behavior in both Canada
and USA, for periods 1, 2, and 3, with Canada showing
more positive vibes. This is compatible with the increase
in the sentiment positivity in the months of March, April,
and May 2020. During these three months, the discussed
topics were mostly related to quarantine and staying home.
This also explains the low hate behavior that we found in
these topics. Our topic model and interpreter confirm this
by inferring topics including watching TV, reading books,
cooking and baking, as well as providing a set of keywords
and phrases (e.g. ‘fun’, ‘laugh’, dance, ‘favourite love song
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FIGURE 10. Comparisons of sentiment behavior between Canada and USA over topics inferred during periods 1 & 2 & 3 of
COVID-19 pandemic. P1 (Dec 2019 - Apr 2020) is depicted in (a) and (b), P2 (May 2020 - Aug 2020) is dipected in (c) and (d),
P3 (Sep 2020 - Nov 2020) is depicted in (e) and (f).

listen’, ‘fun food easy food’, ‘stay safe’, etc) that people
used in the conversations related to these topics. Commu-
nity support and Health care is another topic that shows
high sentiment positivity. This is not surprising since many
of the conversations were related to community and health
support including mental health, as shown in the extracted
keywords and phrases in Table. 8 Topic 2 - Period 3 and
Table. 9 - Topic 1 - Period 2. Health-care and front-line work-
ers have provided and received great support through OSNs
in USA. This is depicted in the high positive sentiment seen in
Figure. 10b - ‘Public-Health and Support’ topic. Some of the
supportive tweets were praying to workers and some were
from families or friends who havemembers working in hospi-
tal. This is confirmed by the keywords and phrases extracted
by our topic model and summarizer. ‘‘Pray’’, ‘‘happy’’, ‘‘love
family’’, ‘‘hospital worker pray’’ are examples of the positive
vibes that people embraced while interacting with this topic.
A high level of negative sentiment is shown in the conversa-
tions related to Trump and China, for both Canada and USA

during periods 1, 2, and 3. Phrases like ‘‘trump hoax’’, ‘‘trump
blame china’’, ‘‘president trump beat china’’ reflect a high
negative vibes inferred by our sentiment model. Reporting
COVID-19 cases and death toll has also shown negative sen-
timent throughout the topic discussions with USA showing
more negative behavior than Canada did. In addition, topics
related to wearing masks have shown a degree of negative
behavior in Canada and USA.Moreover, discussing the econ-
omy and financial situation during the pandemic appears to
have a more negative impact on people in USA than those in
Canada.

During period 1 (i.e. Dec 2019 -May 2020 ) in Canada, our
topic model inferred the topic ‘‘Public Figures Tested Posi-
tive’’ (Figure. 10a) that discussed mainly famous figures that
tested positive. UFC fans, apparently, were not happy about
the fighting games being cancelled because of the player
Jacare being infected with COVID-19. According to the
results, Stephen Miller does not seem to have enough fans in
Canada; people showed neither sympathy nor support when
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TABLE 8. Top keywords and phrases extracted using RAKE based on LDA-TFIDF top keywords. The keywords and phrases are ranked based on RAKE -
Canada.

he tested positive. Hence, we see the negative reflection in
our results. This supports the detected hate behavior found in
this topic. 68% of the tweets related to Boris Johnson implied
negative sentiment. This again shows an unwelcoming atti-
tude among people in Canada. Topics inferred during period 2
(i.e. May 2020 - Aug 2020) have shown dominant positive
sentiments in both Canada and USA (Figures. 10c and 10d).
However, the number of tweets related to COVID-19 (i.e.
mentioning covid related keywords) has decreased during
June to Aug and the tweets were mostly discussing politics
and publish health restrictions. This can be shown in the
high negative behavior during months of June till Aug 2020.
On the contrary to period 2, period 3 (i.e. Sep - Nov 2020) has
generally shown high negative behavior in comparison to the
sentiment during period 2 of the pandemic as seen in Figures.
10e and 10f). Further, topics discussed in USA during this
period havemostly shown dominant negative behavior except
for ‘‘Public Health’’ and ‘‘Trump Supporters’’ topics showing
relatively high positive sentiments. Canada on the other hand,
enjoyed more positive vibes, than USA did during period 3,
across its topics with three of which being dominated by
positive conversations.

The main limitation of this work is the non-dynamic
topic modeling that does not analyze the evolution of top-
ics over time. Despite this limitation, our proposed topic
models have shown good performance results in discovering

patterns and inferring topics from the challenging noisy
unstructured-formatted OSNs data. Combining TFIDF with
NLP techniques and carefully preparing our data and craft-
ing our features have successfully contributed in building
topic models that are capable of handling the OSNs data,
as reported in our results and analysis. Another limitation is
that this work focus on predicting explicit hate and sentiment
contents from OSNs messages, however, it was not designed
to detect hidden hate or sentiments contained in sarcastic
messages. Despite this fact, emojis and emoticons (he iconic
features) were considered as an attempt to assist in recogniz-
ing hate and sentiments in this case. An additional limitation
of this paper is data imbalance found in our sentiment dataset
(i.e. especially for the neutral class). However, the proposed
BERT-based sentiment model provide excellent performance
results even on neutral class. We believe that the attention
and bidirectional mechanisms adopted by BERT algorithm
have minimized the bias towards the majority classes and
have shown a very acceptable performance on recognizing
the minority class (i.e. neutral). This can be shown in the
results reported in this paper aswell as the large-scale analysis
provided in this paper.

IX. CONCLUSION AND FUTURE WORK
This work socializes Internet of Things (IoT) by utilizing
social media communications and artificial intelligence (AI),
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TABLE 9. Top keywords and phrases extracted using RAKE based on LDA-TFIDF top keywords. The keywords and phrases are ranked based on RAKE - USA.

and proposes to build a real-time framework for moni-
toring online social behaviors during the COVID-19 pan-
demic. Unsupervised and supervised learning approaches
are adopted in the design of the framework. Online hate
and sentiment behaviors are the two aspects that this paper
focuses on and hence it proposes to build two BERT-based
classifiers for two supervised sequence classification tasks:
binary-class hate model that predicts hate and non-hate con-
tents, multi-class sentiment model that predicts positive, neg-
ative, and neutral contents from OSNs data. The results show
that BERT-based models yield superior performance in learn-
ing all classes for both classification tasks, in comparison to
the learning performances of LSTM, biLSTM, CNN-LSTM,
and CNN-biLSTM models in both tasks. We have found
that BERT-based models are less sensitive to class imbalance
(i.e. class imbalance friendly) when compared to LSTM and
biLSTM models. LSTM and biLSTMS sensitivity to class
imbalance has been shown to introduce a degree of confusion
and bias towards majority classes as reported in our results.
However, our findings have revealed that combining CNN

with LSTM especially with biLSTM could be used to relax
the sensitivity towards class imbalance in text sequence clas-
sification. The understanding of online hate and sentiment
behaviors are facilitated through our proposed unsupervised
framework for data exploration and interpretation. We pro-
pose using topic modeling and phrase extraction methods
for discovering hidden patterns and inferring topics, trends,
and concerns formed during the pandemic as well as auto-
matically providing coherent interpretation of the inferred
topics without human effort involved. The results show that
TFIDF-LDA topic model produces more semantically coher-
ence performance across topics than BOW-NMF topic model
does, in terms of coherence score. This finding sheds light
on the effectiveness and capability of TFIDF technique in
signifying the importance of influencing words with valuable
information from OSNs data that come with large volumes of
noisy and limited-content messages. However, TFIDF shows
poor performance in keyword and phrase extraction when
data volumes are too small. RAKE algorithm, on the other
hand, has been proven fast and effective in phrase extraction
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from small-sized OSNs datasets for the purpose of automat-
ically and coherently interpreting topics inferred from our
TFIDF-LDA topic model. Throughout our large-scale tem-
poral and topic-based analysis during COVID-19 pandemic,
we observe that there is a correlation between sentiment
and hate behavior; the presence of high hate behavior indi-
cates a presence of negative behavior as seen in Trump and
China, and wearing mask topics. The opposite is not true;
the presence of high negative behavior does not guarantee
the presence of hate behavior. This is seen in topics related
to COVID-19 cases and death tolls. In addition, our analysis
shows more sentimental positivity and less hate behavior in
Canada compared to sentiment positivity and hate behavior in
USA, and that Canadian tone in reporting news is less sharp
than the corresponding tone of USA’s news.

For future directions, dynamic topic modeling will be con-
sidered in order to track changes in pattern of topics over time.
This will assist in a deeper understating of trends and con-
cerns through their evolution over time in order to improve
the understanding of corresponding online social behavior
of users. Also, we are interested in recognizing the implicit
online social behavior that hide behind sarcastic expressions.
We are also interested in incorporating the multi-lingual
aspect to the online social behavior modeling. In addition,
current research and efforts in LDA-style topics interpretation
and labeling are very limited and hence more attention should
be given to improve the quality of topics comprehensibility.
we encourage research community to address this problem
and extend the efforts in this area.
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