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ABSTRACT The Field Programmable Gate Array (FPGA) structure poses several constraints that make
the implementation of complex asynchronous circuits such as Time–Mode (TM) circuits almost unfeasible.
In particular, in Programmable Logic (PL) devices, such as FPGAs, the operation of the logic is usually
synchronous with the system clock. However, it can happen that a very high–performance specifications
demands to abandon this paradigm and to follow an asynchronous implementative solution. The main
driver forcing the use of programmable logic solutions instead of tailored Application Specific Integrated
Circuits (ASIC), best suiting an asynchronous design, is the request coming from the research community
and industrial R&D of fast–prototyping at low Non Recursive Engineering (NRE) costs. For instance in
the case of a high–resolved Time–to–Digital Converter (TDC), a signal clocked at some hundreds of MHz
implemented in FPGA allows implementing a TDC with resolution at ns. If a higher resolution is required,
the signal frequency cannot be increased further and one of the aces up the designer’s sleeve is the propagation
delay of the logic in order to quantize the time intervals by means of a so-called Tapped Delay–Line
(TDL). This implementation of TDL–based TDC in FPGAs requires special attention by the designer both in
making the best use of all available resources and in foreseeing how signals propagate inside these devices.
In this paper, we investigate the implementation of a high–performance TDL–TDC addressed to 28–nm
7–Series Xilinx FPGA, taking into account the comparison between different technological nodes from
65–nm to 20–nm. In this context, the term high–performance means extended dynamic–range (up to 10.3 s),
high–resolution and single–shot precision (up to 366 fs and 12 ps r.m.s respectively), low differential and
integral non–linearity (up to 250 fs and 2.5 ps respectively), and multi–channel capability (up to 16).

INDEX TERMS Bubble errors, calibration, decoding, Field Programmable Gate Array (FPGA), interpola-
tion, Nutt–Interpolation, Sub–Interpolation, Tapped Delay–Line (TDL), Time–to–Digital Converter (TDC).

I. INTRODUCTION
Today, and especially in a long-time perspective, Time-
to-Digital Conversion (TDC) measurement techniques are
the reference for determining the moments in which digital
events occur, a procedure at the base of the latest gener-
ation digital electronic circuits called Time-Mode circuits,
in which the information representation philosophy radically
changes. In fact, these circuits encode information based on
the difference between instants of time in which digital events
occur rather than based on the values of the voltages at the
nodes or currents in the branches of the electrical networks.
In this scenario, TDC circuits are consequently the core of
modern Time–of–Flight (ToF) [1] measurements, which are
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last generation solutions in medical diagnostics (e.g. TOF
Positron Emission Tomography, ToF–PET [2], [3]), in auto-
motive (e.g. LiDAR rangefinders and 3D mapping [4]–[6]),
in spectroscopy (e.g. Time Correlated Single Photon Count-
ing, TCSPC [7]–[9]). The huge variety of applications of
temporal measures explains the research that has increasingly
grown in recent years around the TDC, an enabling com-
ponent of these measures. And the demand for ever greater
performances and targeted features for specific applications
have naturally turned the research towards TDC architectures
implemented in FPGA devices [10]–[14].

Furthermore, rapid prototyping and negligible NRE
of FPGAs have consolidated that TDCs based on the
classic ASIC (Application Specific Integrated Circuit)
design are destined to be increasingly relegated to mass
production.
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The issue is not just limited to the device used to imple-
ment the TDC. The specifications required today force to
abandon the standard synchronous digital design moving to
asynchronous operating modes; this is a completely out of the
box approach in the field of PL devices [14]–[17]. It allows
getting performances equivalent to an overclock at hundreds
of GHz, which is unfeasible in real FPGA devices but neces-
sary for achieving, for instance, resolutions in the range of ps.
In concrete terms, this results for example in the controlled
use of the intrinsic delays of the logic blocks that make up
the FPGA device. In this way, it is possible to create chains
of buffers (a.k.a. bins or taps) that constitute a delay–line,
in which each tap behaves like a unit that quantizes the time
interval over the delay–line performing its digital conversion.
The TDC based on this architecture is referred to as Tapped
Delay–Line TDC, TDL-TDC [18].

The need to meet specific requirements from different
applications provides for the basic TDL-TDC architecture to
be equipped with additional processing resources, such as a
Nutt interpolator that extends the full-scale range (FSR) of the
measure over the maximum delay allowed by the TDL [19],
a calibrator that compensates for non-linearities (DNL and
INL) introduced by the physical mismatches among the taps
of the TDL [20], for voltage and temperature fluctuations
[21], and a sub–interpolator that allows to improve resolution
by lowering by means of processing the physical minimum
propagation delay of the tap available in the technological
node of the used device [18], [22].

The paper introduces a TDL-TDC in FPGA that achieves
a FSR up to 10.3 s, high–resolution and single–shot precision
up to 366 fs and 12 ps r.m.s respectively, low DNL and INL
up to 250 fs and 2.5 ps respectively.

Section 2 briefly takes stock of the state of the art of TDL-
TDCs implemented in FPGA devices. Section 3 describes
the presented TDL-TDC from the theoretical point of view.
Section 4 deals with the implementation of the presented
TDL-TDC in different XIlinx FPGA devices of last gener-
ation, with particular attention to portability of the proposed
architecture among different devices.

II. STATE OF THE ART
Several TDL-TDC implemented in FPGA devices are avail-
able, in different configurations of features and performances,
to fulfill a wide range of applications. In order to give
a synoptic view of the state of the art of these instru-
ments, we collected in Tab. 1 the most significant imple-
mentations in Xilinx FPGA devices, highlighting resolution
(LSB), single–shot channel precision (σCH ), FSR, linearity
(DNL/INL), and maximum rate per channel if available.

III. TDL–TDC ARCHITECTURE
The structure of the proposed TDL–TDC consists of one or
more TDLs to digitize with ps resolution the time informa-
tion [41], a sub–interpolation mechanism that improves the
resolution below the propagation delay of the TDL bins [18],
[20], [22], a synchronous counter for implementing the

Nutt–Interpolation [22], a calibrator to maintain the linear-
ity [4], [21], [42], and a decoding system to convert the
thermometric code coming from the TDL in pure binary
format [43], [44].

In principle, the TDL–TDC converts a time interval
defined by the occurrence of a START and a STOP edge into
a number. With reference to Fig.1, the operation is realized
by propagating the START rising edge along a sequence of
buffers (called taps or bins) that constitute the TDL. The
buffer outputs are put as inputs of an array of D Flip–Flops
(DFFs), whose clock is the line where the STOP edge occurs.
In this way, when the STOP edge arrives, the DFFs are
already reached by the START rising edge sample and store
their input values returning as output a sequence of 1s of
length proportional to the duration of the time interval under
measure.

A further step converts this thermometric representation of
the interval length in pure binary format [17].

The unnecessary requirement to precisely match the prop-
agation delays through same type blocks in an FPGA device
for the use for which it is normally intended, determines
that the delays between the buffers that constitute the TDL
are not strictly equal to one another as the quantization of
the information would require [45]. Moreover, the structure
of the device organized in clock regions introduces further
inhomogeneities between the delays when the signal passes
from one region to another. This unevenness of delays (Fig.2)
reduces significantly both the resolutions and the linearity.
To mitigate this issue, sub–interpolation and calibration are
mandatory [42], [46]. The sub–interpolation compensates for
resolution, and calibration for linearity.

A. TDL
In the presented IP-Core, the choice of the buffers constituting
the bins of the TDL is crucial for maximizing resolution
and minimizing the resources used. The best compromise
are the carry signal propagation chains within the adders
in the Fabric of the Xilinx FPGAs [47], [48]. Therefore,
the implemented TDL is constituted by a connection in series
of a suitable number of carry propagation structures. Never-
theless, in the face of well-balanced delays between the bins,
these structures suffer from an intrinsic non–linearity, due to
the carry-skip mechanism, that translates to missing commu-
tations within the output thermometric code (aka as bubble
errors). These mentioned defects, that can be considered as
such only for the not-at-all standard purpose for which the
device is intended to be used, cannot be exactly compensated
for as the manufacturer does not provide the information
necessary to fully characterize them. This is the reason why,
as mentioned, sub-interpolation and calibration procedures
must be used. In last generation Xilinx FPGAs, the necessary
primitives of logic to implement the TDL are within the
Configurable Logic Blocks (CLBs) that make up the Fabric
structure of the device (Fig. 3). Both slices of each CLB have
a custom primitive for carry management called CARRY4
(the number 4 stands for 4 bits) in Xilinx 5, 6, 7–Series,
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TABLE 1. Most significant implementations of TDL-TDCs in Xilinx FPGA devices, sorted by resolution (LSB).

65–nm (X5S), 40–nm (X6S), and 28–nm (X7S) respectively,
andCARRY8 inXilinxUltra-Scale andUltra-Scale+, 20–nm
(XUS) and 18–nm (XUS+) respectively. In Spartan–6 family
(40–nm) there is a SLICEX that does not contain the primitive
CARRY4 and is therefore useless for implementing TDLs.
In each SLICE, the primitive CARRY4/8 can only be con-
nected to the upper corresponding CARRY4/8 resource, thus
realizing a vertical, ascending and unidirectional structure.

The number NR of TDL taps to implement obviously
depends on the TDC clock period TCLK−TDC and the mean
real propagation delay tp[nR] of the bins corresponding to the
technological node of the used FPGA. This being the case,
the number of taps should be at least NR =TCLK−TDC /tp[nR]
or better greater. Obviously, if energy saving is not a primary
factor in the application, it is always possible to increase
the TDC clock frequency, consequently reducing the number
of taps of the TDLs and avoiding the crossing of differ-
ent clock regions with resulting relative anomalous delays,
as mentioned above and depicted in Fig. 2. Table 5 gives
possible combinations of values for the three parameters
NR, TCLK−TDC , tp[nR] for last generation FPGA families.
In particular, corresponding to the implementation of the
presented IP-Core, we have experimentally verified that a
suitable number of taps is NR = 256 in X5S, X6S, and X7S,
and NR = 512 in XUS. The implementation in XUS+ is
actually still under test.

B. SUB–INTERPOLATION
The difference of values of the taps of the delay line entails
not uniform quantizations of the time interval under measure
with consequent deterioration in the precision of measures,
in particular single-shot ones [46].

At a first glance, the solution may seem to perform the
average of repeated measurements of the same time interval

FIGURE 1. TDL and structure coding the time distance between START
and STOP edges into a binary number.

performed with different TDL implementations [20]. This is
not effective since in practice the number of feasible aver-
ages is statistically insufficient to compensate for the effect
of any ultra-bin in the series of measurements. If present,
the ultra-bin with its value would continue to prevail even in
the averaged measure [20], [22].

The sub–interpolation process consists in averaging F
measures of the same interval performed over one TDL with
NR bins, adding to the interval an appropriate offset to each
measurement in order to involve for each time a different
set of bins in the measurement process. The same would
occur if measuring one time the same interval on F different
TDLs with NR bins. In both ways, the result is as if the final
measurement had been performed on a virtual TDL (V-TDL)
made of F · NR virtual bins about F times faster than the
average propagation delay. In other words it is like having
performed a bin-by-bin average reducing the quantization
noise [46]. Fig. 4 shows an example of delays distribution
over bins of a TDL and over the bins of the resulting V-TDL
corresponding to sub-interpolation with F = 2. The reduction
of the average and variance of delay values is evident.

In the presented IP-Core, the sub-interpolation has been
realized by the principle of performing F measurements over
the same TDL.
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FIGURE 2. Distribution of propagation delays of the taps constituting the TDL. The picture highlights that the TDL can cross different clock
regions introducing extra delays. The greatest delay in the TDL is referred to as ultra–bin, in the pictured scenario due to the crossing
between different clock regions.

FIGURE 3. Schematic of the partition in SLICEs of the CLBs in last
generation Xilinx FPGAs [47], [48]. The transit path of the carry signal
(CIN/COUT) from one SLICE to the other is highlighted. In the array of
CLBs, SLICE positions are identified in terms of column (X) and row
(Y) numbers occupied. Generically, the SLICEs in a CLB are also called
SLICE(0) and SLICE(1) because of differences in the internal structure.

It can be shown that it is possible to mitigate effects of
the non-uniformity of the TDL bin delays by propagating
two fronts instead of just one (Fig. 5), with a suitable logic
averaging the positions of the fronts. This technique goes by
the name of Wave Union A [18]. The hardware complexity
of propagating F replicas of a signal at this point made up of
multiple edges on the same TDL suggests that a compromise
between two extreme solutions of a single TDL and a TDL
for each replica is the way that offers the best implementation
efficiency. This is how a version of Wave Union A has been
implemented in the IP-Core, in which fOUT TDLs are placed
side by side in parallel each one performing E measures to

FIGURE 4. Superposition of the propagation delays in a TDL composed of
NR real bins (red) over the propagation delays of the F = 2
sub–interpolated V–TDL with NV virtual–bins (green). Data are
obtained from really implemented TDLs.

FIGURE 5. Comparison of a simple thermometric–code (red) and square
wave (green) sampled over the TDL in the case of single and multiple
edges propagations.

give F = fOUT · E . This technique is known as Super Wave
Union (SuperWU) [13], [35], [49].

Therefore, a reasonable compromise adopted in the
IP-Core was the choice of SuperWU with two measures
(E = 2) over four parallel TDLs, (fOUT = 4), i.e. F =
2 · 4 [46].

From an implementation point of view, the SuperWU is
obtained instantiating fOUT TDLs ( [13], [35]) in parallel. The
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FIGURE 6. Hardware implementation of Super WU at F = 8 (fOUT = 4,
E = 2). The waveforms below the four TDL-TDC blocks in parallel
symbolize the START input which arrives at each of the blocks with a
different delay.

TABLE 2. Values of the NR ,TCLK−TDC ,and tp parameters after the
SuperWU interpolation.

TABLE 3. Resource occupancy of the proposed 2 · 4 SuperWU
interpolation expressed as the number of CARRY4/8 primitives, LUTs, and
FFs always as a function of the target FPGA family.

START signal is conveyed in a SuperWU–Launcher (SWUL)
(Fig.6) that generates a 2–edge square wave, composed by a
down–edge (DN) and an up–edge (UP), that is injected into
the four TDLs. Moreover, the SWUL samples the START,
by means of a DFF, generating the STOP. The STOP is used
to sample all the TDLs. In this way, each START–STOP event
generates 8 measures that will be processed by the next stage,
the decoder (Fig. 6).

In Table (2) the obtained improvements in terms of resolu-
tion are reported, these are expressed as mean ‘‘virtual’’ prop-
agation delay (tp[nV ]) and ‘‘virtual’’ ultra–bin (tMAXp [nV ]),
in X5S, X6S, X7S, and XUS FPGA families considering the
proposed SuperWU implemented with respect to the simple
TDL described in Table 5.

Instead, Table (3) reports the resource occupancy of the
implemented SuperWU interpolation.

C. DECODER
The decoder has the task of converting the thermometric
code deriving from the TDC bins sampling into a binary
format. As reported in Fig. 8, this is accomplished through
three different stages. The sequence of these steps consists
of the identification of real bins hit positions on the TDL or

FIGURE 7. Graphical representation of a 2–edge square wave on a TDL
that shows in the output thermometric code bubble error sequences. The
twilight zone associated to the rising transition is NBL long.

FIGURE 8. Decoder block diagram. The decoder is composed of the
sequence of three cascaded processing blocks, the edge detection (EDP),
the correction of the bubble errors (BECP), and the calculation of the
virtual bin (SIP). The individual blocks are described in detail in the
main text.

TDLs, in case of SuperWU (Edge Detection Phase, EDP),
the detection plus correction of the bubble errors (Bubble–
Errors Correction Phase, BECP) [44], and the calculation
of the virtual bin by summing up the F real ones (Sub–
Interpolation Phase, SIP).

On the implementation side, different solutions are possi-
ble for the EDP and BECP module. In this project, we have
chosen an EDP based on base–2 logarithm (LOG2), BECP
based on the Bubble–Error Compression (BEC) principle,
and SIP performed by means of a Tree–Adder (TA). Further-
more, pipeline architectures are mandatory to sustain high
measure rates.

1) EDGE DETECTION PHASE (EDP)
The core of the EDP is a pipeline–based LOG2 engine (1).

The EDP is performed over each of the fOUT = 4 TDLs
using 2 · fOUT = 8 LOG2 engines, in particularfOUT = 4
LOG2–DN stages detecting the falling down (DN) edges
(nDN ), and fOUT = 4 LOG2–UP stages detecting the rising
up (UP) edges (nUP). In detail, each fOUT = 4 TDLs propa-
gates the E = 2 edges, DN and UP, generated by the SWUL
(Fig. 6). Both the LOG2–DN and the LOG2–UP modules are
based on the same LOG2 engine structure.

Aim of the EDP is the position detection of the DN and
UP edges (nDN , nUP) over the four TDLs corresponding to
the real bins.

Consider now an unrealisticl case without bubble errors
and a TDL composed of NR taps generating an NR–bit
wide-word nTDL ∈ [0; 2NR − 1]. The position of the
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Algorithm 1 Pseudo–code for the Hardware Implementation
of the LOG2 Module

un s i gned i n t l og2 ( un s i gned i n t n_TDL) {
uns i gned i n t n = 0 ;
wh i l e ( n_TDL \ gg= 1)

++n ;
r e t u r n n ;

}

FIGURE 9. Implementation scheme of the EDP by means of
LOG2 described in code 1.

DN edge (nDN ) is

nDN = blog2(nTDL)c (1)

The position of the UP edge (nUP) can be similarly calcu-
lated by using a swapped version of nTDL (swap(nTDL)), i.e.

nUP = (NR − 1)− blog2(swap(nTDL))c (2)

In (2) the ‘‘power of 2’’, the weights of the digits are
swapped, so the role in MSB and LSB is inverted.

As Fig. 9 shows, (1) and (2) can be easily translated into the
LOG2–DN and LOG2–UP hardware pipeline modules with
a latency of dlog2(NR)e clock pulses.
Table 4 reports the area occupancy for the implementation

of LOG2–DN and LOG2–UP modules in terms of number of
LUTs and FFs as a function of the number of tapsNR of the
TDL. Here, we can see the difference in the used resources
due to the asymmetry between the two modules. For the
proposed IP-Core, we set NR = 256 in X5S, X6S, X7S and
NR = 512 in XUS.

2) BUBBLE ERROR CORRECTION PHASE (BECP)
In correspondence to the real transitions of the digital signals
entering the TDL, the resulting thermometric code has no
clear transition edges from 0 to 1 or from 1 to 0 but rather
it shows, between the real values 0 and 1, a twilight zone
consisting of a sequence of random bits with no physical

TABLE 4. Area occupancy, as a function of NR , expressed as number of
LUTs and FFs.

meaning and called bubble errors. The number of bubble
errors constituting the twilight zone is referred to as bubble
length (BL) (Fig. 7). These bubble errors can depend on a
non–uniform propagation over the TDL and the mismatch of
interconnections from the buffers to the DFFs. Experimen-
tally, we have measured BL of 4 bits in the CARRY4 and
of 16 bits in CARRY8 [49].

Anyway, working in presence of bubble errors means los-
ing a factor NBL in resolution, which is unacceptable and
makes the introduction of a correctionmechanismmandatory.
In the decoder of the IP-Core the module performing this
correction is referred to as Bubble–Errors Correction Phase,
BECP.

After the EDP, the outputs produced by the fOUT = 4
LOG2–DN and fOUT = 4 LOG2–UP engines enter corre-
sponding fOUT = 4 BEC–DN and fOUT = 4 BEC–UP
modules, whose outputs are F = 8 real bins without bubble
errors, fOUT = 4 n−DN and fOUT = 4 n+UP.
From the side of the operating mechanism, while the

LOG2–DN and LOG2–UP detect the UP and DN edges,
the NBL bits before nDN (1nDN [nR] with nR ∈ [nDN −
(NBL − 1); nDN ]) and those after nUP (1nUP[nR] with nR ∈
[nUP; nUP+(NBL−1)]) are selected. Referring to the DN and
UP edges, the BEC–DN and the BEC–UP stages count the
number of zeros (‘‘0’’) in 1nDN [nR] and 1nUP[nR], mathe-
matically represented byNBL−

∑
1nDN andNBL−

∑
1nUP

respectively. Then, these values are subtracted or summed to
nDN and nUP obtaining the real bins n−DN and n+UP without
bubble errors,

n−DN = nDN −
{
NBL −

∑
1nDN

}
(3)

n+UP = nUP +
{
NBL −

∑
1nUP

}
(4)

From the implementation point of view, NBL −
∑
1nDN

and NBL −
∑
1nUP are performed in Look–Up Tables and

the operation of subtraction/sum in (3) and (4) are performed
in a pipeline stage. For this reason the BECP has 1 clock cycle
of latency (Fig. 10).

From a theoretical point of view, the adopted correction
strategy is a compromise between performance and com-
plexity for the BECP. In fact, different bubbles will produce
the same output code, if compressed. E.g. the BEs ‘‘1010’’,
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FIGURE 10. Implementation scheme of EDP and BECP by means of LOG
and BEC respectively.

FIGURE 11. Hardware implementation of the TA for F = 8.

‘‘1001’’, and ‘‘0101’’ produce the same correction of 2 by
means of the implemented BEC mechanism [49].

Table 7 shows the area occupancy of the sequence LOG2–
DN/BEC–DN and LOG2–UP/BEC–UP modules in the case
of NR = 256 and NBL = 4 in X5S, X6S, X7S and NR = 512
and NBL = 16 in XUS and XUS+.

3) SUB–INTERPOLATION PHASE (SIP)
After correction of bubble errors, the real bins are summed
up by a fast-pipelined adder and based on a tree structure for
parallelism (Tree Adder, TA) for calculating the virtual bins
(nV ). The module Sub-Interpolation Phase (SIP) performing
this function adds the F real bins, which are 8, in the pre-
sented IP_Core. The module takes dlog2(F)e pulses of clock
(3 stages) to carry out the computation of the nV bins. Table 8
reports the area occupancy of the TA as a function of F ,
considering 8–bit wide ports (w = 8) suitable for X5S, X6S,
X7S (NR = 256), and 9–bit wide (w = 9) compatible with
XUS and XUS (NR = 512). Fig. 11 shows the scheme of the
TA implementation for F =8.
Finally, at the end of the description of the modules con-

stituting the decoder structure, Fig. 12 depicts a synoptic
view of the decoder scheme also from the functional point
of view.

D. CALIBRATOR
The non-linearity depending on the unevenness of delays in
TDL is reduced by the calibration procedure [42]. In fact, the
sub–interpolation reduces the propagation delay of the real
bins without effect on linearizzation. As a consequence of
that, if ultra–bins are reduced in magnitude, on first approxi-
mation, by the factor F, the same happens also to faster bins.
Independently or not from the presence of sub–interpolation,
the measures performed by a TDL–based TDC are affected
by high DNL and INL. In other words, the V–TDL has the
same percentage inhomogeneity as the TDL.

Non-linearities can be identified by performing a suffi-
ciently large number of measurements of bin delays that
follow a Poissonian distribution. Small deviations from the
uniform distribution reveal any non-linearities. This is a
Code-Density Test (CDT) [50] and it involves the creation
of a Calibration Table (CT) made up of the measured delays
tp[nR,V ] of the nR,V ∈ [1;NR,V ] bins. The error δtCAL in
the estimation of propagation delays is given by δtCAL =
(1/K ) ·

∑
tp[nR,V ], where K is calibration length (Fig. 13).

We refer to this procedure as bin-by-bin calibration.
The use of CT provides for its integration in order to give

the Characteristic Curve (CC), a look-up table for converting
the uncalibrated measures coming from the decoder into
calibrated ones (Fig. 14).

Seeking for a compromise between performance and area
occupancy, a periodic and pipelined calibration based on
fixed–point arithmetic has been implemented in the IP-Core.

The calibration is the sequence of two steps. First, a his-
togram (CT) of the uncalibrated measures is created and then
it is integrated generating the CC. The CT is stored in a Block
RAM (BRAM) that is a configurable memory module into
the FPGA. The necessary addresses are the number of virtual
bins nV ∈ [0;NV − 1] of the V–TDL, and each bin of the
histogram needs enough bits to represent the maximum num-
ber of possible counts K (calibration length). For this reason
a 2NV · dlog2Ke bits BRAM is required. Each time a virtual
bin is measured, the calibrator increments by one the relative
location in BRAM. This process is performed for K times.

The next step is the pipelined integration of the CT. From
a theoretical point of view, the calculation of CC can be
approximated by truncation or rounding. The first has lower
computational costs but it is certainly less performing in terms
of quantization noise, opposite to the rounding. Therefore,
the latter is preferable to provide better system precision.
In order to maximize processing efficiency, the CT is inte-
grated to provide the CC all K measures, according to the
algorithm described by the following equations,

CC[0] =
CT [0]

2

CC[1] = CC[0]+
CT [0]+ CT [1]

2
...
...

CC[nV ] = CC[nV − 1]+
CT [nV − 1]+ CT [nV ]

2
(5)
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FIGURE 12. Hardware implementation of the Decoder.

FIGURE 13. Graphical representation of a 4–taps TDL with propagation
delay (10 ps, 50 ps, 5 ps, 20 ps) represented as a filled bar, estimated CT
(dotted line), and a relative calibration error δtCAL.

In (5), we notice a division operation by powers of two,
which in binary representation corresponds to a right shift by
the number of bits equal to the exponential of two. However,
in this way, there is an increasing loss of precision due to
completely neglecting the rest of the division. To avoid this
detrimental effect, (5) is multiplied by two,

2 · CC[nV ] = 2 · CC[nV − 1]+ (CT [nV − 1]+ CT [nV ])

(6)

At the end of the integration process, the 2 ·CC[nV ] values
are scaled down by a factor two and stored in a 2NV · dlog2Ke
bits BRAM.Without this trick, the CCwould accumulate this
error gradually.

The calibrator defines the LSB of the V–TDL–TDC that is,

LSB =

∑
tp

K
(7)

FIGURE 14. Calibrator block diagram.

To guarantee an updated and stable status of calibration of
the system, we stored two CCs, CC#1 and CC#2 as Fig. (15)
shows. While one of the CC (e.g. CC#1) is being created with
CT integration, the other (e.g. CC#2) is used for calibrating
the measures performed. After that, when a new set of K
samples and the corresponding updated CT are available,
the role of the two CCs is swapped.

From the implementation point of view, considering the
trade–off between area occupancy and δtCAL , we have imple-
mented the calibration algorithm based on K = 216. Table 9
reports the area occupancy of the module as a function of the
different FPGA families. The value of NV = 2048 is used for
X5S, X6S, and X7S, and of NV = 4096 for XUS and XUS+.

E. FULL-SCALE RANGE EXTENSION AND MULTI-CHANNEL
SYNCHRONIZATION
A wide full-scale range (FSR) of measures is mandatory in
several leading applications of TDCs, such as 3D imaging
and time-of-flight measures (e.g. in LIDAR systems). The
issue of full-scale range extension arises from the fact that
the interpolator has high resolution but it cannot measure long
time intervals.
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FIGURE 15. Implementation scheme of the calibrator.

The adopted solution to get a longer FSR is to put beside
the V-TDL, which measures short intervals but with high
resolutions, a NCC bit–wide counter [19] that measures long
intervals but with limited resolution. It is like having two
TDCs in parallel, one based on the counter and one on
the V-TDL. So, the measure is composed of a coarse part
(TCOARSE ) made bymeans of a counter and a fine contribution
(TFINE ) calculated by the V-TDL. Being both driven by the
same TCLK−TDC , the counter measure is added to the measure
of the interpolator between the asynchronous event and the
following clock event. Precisely, as Fig. 16 shows, the generic
time event T is used as START signal for the V–TDL and
it is sampled also to be the STOP signal. In this way the
V–TDL returns TFINE , and the same STOP event is used to
latch the value at the counter output providing the TCOARSE ,
i.e. T = TCOARSE−TFINE (Fig. 17). This technique is referred
to as Nutt interpolation [51].

The resolution of the system is that of the V–TDL based
part of the TDC, while the counter determines the FSR equal
to 2NCC · TCLK−TDC .
Multichannel TDC measurements are also increasingly

being used in many sectors, first of all in digital imaging.
As Fig. 18 shows, the Nutt interpolation allows to synchro-
nize different parallel NCHchannels. In this case, the syn-
chronization is realized through TCLK−TDC driving both the
counters and the V–TDL (Fig. 18).

From an implementation point of view, the FSR is limited
by the number of bit that are used for the counter (NCC )
and by the TCLK−TDC (Table 5 column 2). These parameters
change with the technological node, in particular allowing
faster technologies to use more bits for the counter with
slower clocks (Table 10). Table 11 reports area occupancy of
the counter as a function of NCC .

IV. EXPERIMENTAL MEASUREMENTS
The proposed IP-Core has been validated on a 28–nm X7S
Artix–7 200T FPGA. For this implementation the minimum
TDC clock period is equal to 2.4 ns.

A. AREA OCCUPANCY AND POWER CONSUMPTION
As first test, we have verified the area occupancy and the
power consumption of one single channel as a function of

FIGURE 16. Nutt–Interpolation block diagram. The abbreviation CC stands
for coarse counter.

FIGURE 17. Timestamp generation. The abbreviation CC stands for coarse
counter.

TABLE 5. Compliant values of NR ,TCLK−TDC , tp[nR ] for different FPGA
series. Also the value tMAX

p [nR ] of the ultra-bin measured in realized
implementations is reported.

Algorithm 2 Pseudo–Code for the Hardware Computation of
LOG2

uns i gned i n t l og2 ( un s i gned i n t n_TDL) {
uns i gned i n t n = 0 ;
wh i l e ( n_TDL \ gg= 1)

++n ;
r e t u r n n ;

}

FIGURE 18. Nutt–Interpolation block diagram. The abbreviation CC stands
for coarse counter.

F = E · fOUT , implementing one, two, four, and eight
TDLs respectively. Resources involved in the whole IP-Core
implementation are summarized in Table 12.
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TABLE 6. Area occupancy, as a function of NR , expressed as number of
LUTs and FFs.

TABLE 7. Area occupancy, number of LUTs and FFs, of the
LOG2–DN/BEC–DN and LOG2–UP/BEC–UP, for X5S, X6S, X7S
(NR = 256, NBL = 4) and XUS and XUS+ (NR = 512, NBL = 16).

TABLE 8. Area occupancy, as a function of F , expressed as number of
LUTs and FFs.

TABLE 9. Area occupancy of the calibrator, expressed as kib (210 bits) of
BRAM, number of LUTs, and FFs, considering K = 216, as function of NV .

TABLE 10. Dependency between maximum NCC ,minimum TCLK−TDC ,
and FSR as a function of the FPGA families.

The area occupancy defines themaximum number of chan-
nels implementable, which is limited to 16 in the selected
device by the number of clock resources (BUFG) available.

TABLE 11. Area occupancy of the coarse counter as a function of NCC ,
expressed in terms of number of LUTs and FFs.

TABLE 12. Single–Channel Area Occupancy and Power Consumption
in 28–nm X7S Artix7–200T FPGA reported by VIVADO. Note that global
resources quantities are different from the sum of resources necessary
for independently implemented single parts, due to synthesis
optimization by VIVADO design suite.

TABLE 13. Mean–bin (tp), ultra–bin (tMAX
p ), and precision in the selected

28–nm X7S Artix7–200T FPGA.

B. SUB–INTERPOLATION, RESOLUTION, AND PRECISION
Tomake evident that the best compromise between area occu-
pancy and resolution is given by the SuperWUwith fOUT = 4,
we can observe the improvement on the propagation delays
of the virtual bins as a function of fOUT , implementing one,
two, four, eighth and, ten TDLs respectively. A reduction of
the quantization error due to the V–TDL means an increase
in resolution, and a reduction of the mean and ultra–bin
(tp, tMAXp ). Moreover, we have estimated the single–shot
channel precision, that is composed by the intrinsic jitter of
the start/stop signal (∼ 7 ps r.m.s.), the quantization error,
and a further jitter proportional to fOUT introduced by the
SuperWU algorithm [46].

As Tab. 13 summarizes, we found out that, increasing
fOUT , area occupancy and power consumption increase while
improvement on resolution and precision saturated around
fOUT = 4. Considering this evidence, we have chosen
fOUT = 4.

C. CALIBRATION AND TEMPERATURE COMPENSATION
The bin–by–bin calibration algorithm guarantees linearity
and consequently determines the LSB.

Assuming to claim single–shot precision in units of
picoseconds r.m.s. (Table 13, Column 4), a calibration length
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ofK = 216 is mandatory. To this corresponds to an LSB equal
to 366 fs (7).

Furthermore, the implementation has demonstrated that the
continuous updating mechanism of the CT allows compen-
sating for temperature fluctuations with a maximum error
of 286 fs/◦C.

D. DIFFERENTIAL AND INTEGRAL NON–LINEARITY
We have measured the differential (DNL) and integral (INL)
non-linearity shown by the presented TDC over FSR
of 400 ns. We have obtained DNL < 250 fs and INL < 2.5 ps.
These values have been measured with a Code–Density Test
(CDT), applying NCDT (5 · 109) START/STOP signals dis-
tributed uniformly over the FSR. In this way, it is possible to
compute the DNL errors as a function of t ∈ [0;FSR] (dnl[t])

dnl[t] =
CDT [t]− CDT

NCDT
· FSR (8)

and the INL errors as a function of t ∈ [0;FSR] (inl[t])

dnl[t] =
∑

dnl[τ ] (9)

Index t is the digital code at output of the TDC multiplied
by the LSB defined in (7).

The DNL and INL values correspond to the maximum of
the functions dnl[t] and inl[t] respectively. Fig. 19 represents
dnl[t] and inl[t].

E. DEAD–TIME AND CHANNEL RATE
Finally, we reported the measures of minimum dead–time
and maximum channel rate achievable with the tested
implementation.

For the maximum channel rate, we have connected the
TDC to a START/STOP square wave signal, where the STOP
is a delayed replica of the START. We have increased the
frequency of the wave until errors in the measure of the delay
between START and STOP occurred. In this way, we have
found that the maximum channel rate is equal to 150 MHz.

For the minimum dead–time, we have generated only
two consecutive START/STOP pulses. In this case, we have
reduced the distance between the two pulses until the mea-
sured value was correct. A minimum dead–time value of 5 ns
resulted.

V. COMPARISON AND RESULTS
Table 14 summarizes all measurements performed, both on
the implementation in the selected last generation devices for
testing X7S and XUS Xilinx FPGAs, i.e., 28–nm Aritx–7
200T, Kintex–7 375T, 28–nm Zynq–7000 7020, 20–nm Kin-
tex UltraScale, and in other past generation of Xilinx FPGAs,
i.e., X5S 65–nm Virtex–5 70T, X6S 40–nm Spartan–6 45T.
Although not all tests performed with the selected device
have been re-run with all other devices, the information in
the tables is sufficiently exhaustive to provide a meaningful
comparative frame.

From Table 14, referring to Artix-7, we can observe as
all the X7S FPGAs (i.e., Kintex–7 and Zynq–7000) have

FIGURE 19. Differential and Integral non–linearity errors as a function of
time.

FIGURE 20. Maximum channel rate, measured counts (blue dots), and
fitting (red line).

almost the same performance. The reduction in perfor-
mance of the Zynq–7000 is due to less available resources
that prevent implementation of accurate calibration and
high-order sub-interpolation algorithms. Also, in the Virtex–
5 and Spartan–6, the performance is lower, particularly in
terms of resolution, due to the limited hardware resources
and the obsolete technology of these devices (65–nm and
40–nm respectively). Furthermore, the greater resource use
of multi-channel version of the TDC, makes fewer resources
available for implementing the calibration and high-order
sub-interpolation algorithms, which consequently result less
effective.
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TABLE 14. Implementation results and measurements. In particular, Artix-7 column refers to the device selected for testing the IP-Core.

Finally, the Kintex UltraScale provides good performance
in terms of resolution, precision, and number of channels,
FSR and channel rate. Unfortunately, the proposed IP-Core,
designed for the X7S, cannot be strictly migrated but needs
minor adaptations to fit to XUS technology node.

VI. CONCLUSION
A completely engineered TDL–based TDC on FPGA suited
for multi–channel implementation is proposed. Architectural
details are analyzed with respect to different Xilinx FPGA
families at different technological nodes, i.e. X5S (65–nm),
X6S (40–nm), X7S (28–nm), and XUS (20–nm). The robust-
ness of the different modules, i.e. TDL, interpolator, decoder,
calibrator are completely investigated from the theoretical
and implementation point of view, reporting design rules and
results obtained at different technological nodes.

The proposed IP-Core has been fully tested in 28–nm X7S
Artix7–200T FPGA. In this specific implementation, we have
measured LSB of 366 fs, with single–shot channel precision
below 12 ps r.m.s., FSR up to several seconds, DNL and INL
up to 250 fs and 2.5 ps respectively. Furthermore, maximum
channel rate and a minimum dead–time of 150 MHz and 2 ns
respectively have been demonstrated.

Moreover, the trade–off between area occupancy and
achievable resolution offered by the SuperWU based inter-
polation and the effectiveness of the calibration mechanism
have been highlighted. By way of example, sensitivity to
temperature fluctuations of 286 fs/◦C has been assessed.
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