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ABSTRACT The early diagnosis of chronic diseases plays a vital role in the field of healthcare communities
and biomedical, where it is necessary for detecting the disease at an initial phase to reduce the death rate.
This paper investigates the use of feature selection, dimensionality reduction and classification techniques
to predict and diagnose chronic disease. The appropriate selection of attributes plays a crucial role in
improving the classification accuracy of the diagnosis systems. Additionally, dimensionality reduction
techniques effectively improve the overall performance of the machine learning algorithms. On chronic
disease databases, the classification techniques deliver efficient predictive results by developing intelligent,
adaptive and automated system. Parallel and adaptive classification techniques are also analyzed in chronic
disease diagnosis which is used to stimulate the classification procedure and to improve the computational
cost and time. This survey article represents the overview of feature selection, dimensionality reduction and
classification techniques and their inherent benefits and drawbacks.

INDEX TERMS Adaptive classification, chronic disease, dimensionality reduction, feature selection,

parallel classification.

I. INTRODUCTION

In recent decades, chronic disease is the biggest threats
to human life, which is essential to diagnose and predict
chronic disease prior to reducing the mortality rate. The
leading chronic disease includes Parkinson’s, heart disease,
lung cancer, Hepatitis, breast cancer, chronic kidney disease,
etc. In the medical field, maintaining clinical databases is a
crucial task that consists of several features and diagnostics
related to chronic disease [1]. The data stored in the medical
databases consist of redundant data and missing values, so it
is necessary to diminish the data before employing data min-
ing algorithms. If the data is consistent and free from noise,
chronic disease diagnosis becomes easier and quicker. Fea-
ture selection and dimensionality reduction are effective data
pre-processing techniques to reduce the data dimension [2].
In the field of healthcare communities, it is important to find
the risk factors related to chronic disease. The relevant feature
diagnosis helps in removing the redundant attributes and irrel-
evant information from the chronic disease databases, which
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gives a good and quick predictive result. In data mining,
the diagnosis and classification techniques utilize training
data for developing a model and then the corresponding
model is employed on testing data to attain better predictive
results. Many classification techniques are employed on the
disease dataset for the early diagnosis of chronic disease [3].
The healthcare data includes information related to pharmacy,
doctor prescription, clinical and diagnostic test reports of an
individual, posts on social media etc. So, it is essential to
develop a novel classifier in chronic disease diagnosis that
simplifies and expedites the diagnosis process. The chronic
disease diagnosis system is utilized as a tool to control the
disease that helps the medical profession and clinician to
deliver 24/7 healthcare services and monitors the patients’
health effectively.

This survey paper is prepared as follows. In Section 2,
a short explanation of databases used in chronic disease
diagnosis is presented. In Section 3, the description of feature
selection and dimensionality reduction for chronic disease
diagnosis is mentioned. A tabular study is given for various
feature selection techniques that include their characteristics,
benefits and drawbacks. A review on traditional, parallel,
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FIGURE 1. Graphical representation of risk behaviours responsible for
chronic disease.

TABLE 1. List of popular chronic disease databases.

Chronic disease databases Attribute type Number Number of
of attributes
instances

Parkinson’s database [5] Real 197 23

Lung cancer database [6] Integer 32 56

Hepatitis database [7] Integer, real, 155 19
categorical

Cleveland heart database Integer, real, 303 75

[8] categorical

Mammographic mass Integer 961 6

database [9]

Breast cancer Wisconsin  Real 569 32

database [10]

Pima Indians diabetes Integer, real 768 8

database [11]

Arrhythmia database [12] Integer, real, 452 279
categorical

Statlog heart database [13] Real, categorical 270 13

Chronic  kidney disease Real 400 25

dataset [14]

adaptive classification techniques for chronic disease diagno-
sis is given in Section 4. In section 5, the performance mea-
sures used in chronic disease diagnosis is briefly explained.
The conclusion of the survey paper is given in Section 6.

Il. DATABASE AVAILABLE IN CHRONIC DISEASE
DIAGNOSIS

In recent decades, chronic disease is a long-lasting illness
that has a huge impact on people health. The most frequent
chronic disease are hyperlipidemic arthritis, coronary artery
diseases, colon cancer, asthma, heart disease, haemophilia,
chronic kidney disease, chronic respiratory disease, etc. [4].
The risk behaviours responsible for chronic disease are;
hypertension (raised blood pressure), tobacco use, raised
cholesterol, unhealthy diet, physical inactivity, and harmful
use of alcohol. The risk behaviours responsible for chronic
disease is graphically denoted in figure 1.

In the field of healthcare communities and biomedi-
cal, the accurate diagnosis of chronic disease significantly
reduces the mortality rate. In recent decades, several
databases are available for chronic disease diagnosis in
that a few popular databases are denoted in table 1. The
selection of the database should be appropriate because
the intent operation (feature selection or dimensional-
ity reduction and classification) depends on the selected
database.
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FIGURE 2. Feature selection and dimensional reduction in data mining.

IIl. FEATURE SELECTION AND DIMENSIONALITY
REDUCTION TECHNIQUES IN CHRONIC DISEASE
DIAGNOSIS

In data mining, feature selection and dimensionality reduc-
tion are the most commonly used pre-processing techniques
that minimize the data by reducing the irrelevant attributes
in the databases. It also facilitates better data visualiza-
tion, improves data understandability, and also minimizes
the training time of classification techniques in chronic dis-
ease diagnosis. However, chronic disease diagnosis occurs
in many circumstances such as thalassemia, diabetes, heart
disease, high blood pressure, strokes, etc. [2]. In data mining,
the feature selection techniques are broadly classified into
four types such as embedded techniques, wrapper techniques,
filtering techniques, and hybrid techniques [15]. The feature
selection techniques remove the repeated and unrelated fea-
tures from the original database to improve the classification
accuracy. The feature selection process in data mining is
graphically represented in figure 2.

A. FILTERING TECHNIQUES

The filtering techniques independently select the features
from the databases. Filtering is one of the oldest procedure
which classifies the attributes based on the certain evalua-
tion criteria since it does not rely on the classification tech-
niques. The filtering techniques are better in eliminating the
redundant, constant, duplicate, irrelevant and correlated fea-
tures. Though, the selected features are used in any machine
learning techniques, where it is computationally inexpensive.
Presently, there are two types of filtering techniques are
available such as univariate and multivariate. The univariate
filtering techniques rank the individual features based on cer-
tain criteria and treat each feature independently and individ-
ually in the feature space. Finally, the highest-ranking feature
is selected according to criteria. The univariate techniques
select the redundant variables, where it does not consider
the relationship between features that is a major concern in
univariate techniques.

On the other hand, the multivariate techniques evaluate the
whole feature space and able to handle redundant, duplicated,
and correlated features. Battiti [16] implemented a feature
selection technique based on the concept of mutual informa-
tion. In this study, the feature selection technique extracts the
features, which have maximum mutual information. Addi-
tionally, Bennasar ef al. [17] developed two new non-linear
feature selection techniques named as Joint Mutual Informa-
tion Maximization (JMIM) and Normalized IMIM (NJMIM),
where these two techniques utilize mutual information and “‘a
maximum of the minimum criterion” to extract the features
from the UCI repository databases.
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Chormunge and Jena [18] implemented a novel correlation
and clustering-based feature selection technique to reduce
the dimensionality problems in data mining tasks. Initially,
k means clustering algorithm is utilized for eliminating the
irrelevant features and then the non-redundant features are
selected by correlation measure for every cluster. Next, naive
Bayes is applied for classification on microarray and text
databases. Cigdem et al. [19] utilized a correlation-based
feature selection technique to rank the features, and the
top-ranked features are selected by using the fisher criterion.
Then, different classification techniques are used for classi-
fying bipolar disorders on 3D magnetic resonance imaging.

B. WRAPPER TECHNIQUES
The wrapper techniques extract the relevant features based on
the performance of the classifier. It solves the real optimiza-
tion problems significantly, but computationally expensive
compared to the filtering techniques. Wrapper techniques
work based on greedy search algorithms, where all the com-
bination of features are evaluated and select the combination
of features that delivers a better result for machine or deep
learning algorithms. The wrapper techniques include two
major advantages; (i) effectively finds the optimal feature
subsets and (ii) detects the interaction between the variables.
Generally, the wrapper techniques result in better predictive
accuracy related to the filtering techniques. For feature selec-
tion, the wrapper techniques are divided into three categories
such as exhaustive feature selection, step forward and step
backward feature selection. Lee et al. [20] used a wrapper
based feature selection technique to effectively deal with the
high volume and multi-dimensionality data generated from
the medical health care systems. In this paper, a new bagging
C4.5 algorithm based wrapper feature selection is developed
for clinical decision making in the healthcare and medical
fields. Jadhav e al. [21] implemented a novel feature selec-
tion technique named as information gain directed feature
selection technique, which ranks the features based on the
information gain and selects the top features utilizing genetic
algorithm. Apolloni et al. [22] introduced a wrapper feature
selection technique based on binary differential evolution
algorithm to diminish the dimension of microarray data.
Sawhney et al. [23] combined a penalty function with the
existing fitness function of the binary firefly algorithm for
reducing the feature sets. Selected optimal feature subset
effectively increases the classification accuracy of random
forest classifier for diagnosing cervical, breast, cervical,
liver cancer and hepatocellular carcinoma. Mafarja and Mir-
jalili [24] utilized a whale optimization algorithm to mini-
mize the dimension of the input features. The experimental
outcome showed that the developed algorithm delivers better
results compared to other existing techniques like Particle
Swarm Optimization (PSO) [25], [26], and genetic algo-
rithm [27]. Additionally, Shen et al. [28] and Balasubra-
manian and Marichamy [29] used a fruit fly optimization
algorithm to minimize the dimension of the features. Empir-
ical results show that the developed algorithm obtained more
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appropriate model parameters, which generates high classifi-
cation accuracy. Fruit fly optimization algorithm is regarded
as an effective clinical tool for medical decision-making.

C. EMBEDDED TECHNIQUES

The feature selection is integrated as a part of a learning algo-
rithm in embedded techniques, where it combines the quality
of both wrapper and filtering techniques. The common exam-
ples of embedded techniques are lasso and ridge regression,
which has inbuilt penalization functions for reducing the
over-fitting problem. Lasso regression technique performs L1
regularization that adds penalty equivalent to the magnitude
of coefficients. Whereas, ridge regression technique performs
L2 regularization that adds penalty equivalent for squaring
the magnitude of coefficients. Liu et al. [30] implemented an
effective neighbourhood embedding technique for unsuper-
vised feature selection. Initially, a locally linear embedding
algorithm is used to obtain the feature weight matrix. Next,
the L1 normalization technique is employed for suppressing
the impact of noises and outliers in the datasets. The exten-
sive experiment shows that the developed technique attained
better performance on benchmark datasets compared to the
existing unsupervised feature selection techniques.

Tao et al. [31] introduced a new multi-source adaptation
embedding technique for feature selection by exploiting the
correlation information using L2 normalization, trace norm
and l-norm regularizations. Also, the developed adaptation
embedding technique is robust to outliers or noises that
existed in domains and preserves the original geometrical
structure information by applying a sparse regression method
and graph embedding via L1 and L2 norm minimization.
Wang and Zhu [32] used sparsity preserving and neighbour-
hood embedding feature selection techniques to handle the
large volume of data. The developed feature selection tech-
niques were investigated on eight publicly available datasets
from the machine learning repository. The extensive exper-
iment shows that the developed techniques achieved better
performance in feature selection related to existing tech-
niques.

D. HYBRID TECHNIQUES

In recent decades, hybrid techniques are extensively utilized
by researchers for feature selection. Hybrid techniques com-
bine two or more feature selection techniques to achieve
optimal results. Usually, hybrid techniques achieve better
computational efficiency compared to filtering techniques
and high classification accuracy compared to the wrapper and
embedded techniques. Baliarsingh et al. [33] combined both
emperor penguin optimizer and social engineering optimizer
to select the relevant attributes of lung cancer, ovarian cancer,
colon tumour, and leukaemia cancer. Next, a Support Vector
Machine (SVM) classifier is applied to classify the relevant
genes. Further, AlMuhaideb and Menai [34] combined Artifi-
cial Bee Colony (ABC) and Ant Colony Optimizer (ACO) to
optimize the medical data. Experimental results on real-time
and benchmark databases show the efficacy of the hybrid
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technique. With the help of the hybrid technique, classifica-
tion models obtained better predictive accuracy.

Jayaraman and Sultana [35] has combined PSO and Grav-
itational Cuckoo Search Algorithm (GCSA) to manage the
features which present in the heart disease classification sys-
tem. At first, the data is collected from heart disease database
UCT repository. The collected data is the high dimension
which is difficult to process and it reduces the efficiency of
the heart disease diagnosis system. So, the dimension of the
data is reduced by the behaviour of PSO and GCSA. The
selected features are fed to associative memory classifier for
data classification. Khourdifi and Bahaj [36] combined PSO
and ACO algorithms to enhance the quality of heart disease
classification. The selected features are fed to different classi-
fiers for data classification. The extensive experiment shows
that the hybrid optimization technique significantly improves
the diagnostic accuracy of medical databases.

Bharti and Mittal [37] developed a hybrid feature selection
based feature fusion system for generating optimal feature
subsets to classify liver ultrasound images into 4 classes; cir-
rhosis, normal, hepatocellular carcinomas, and chronic. The
hybrid feature selection eliminates duplicate and irrelevant
feature subsets that significantly enhances the performance of
classification. Jain and Singh [38] introduced a novel adaptive
classification system to diagnose chronic disease. Initially,
reliefF and Principal Component Analysis (PCA) are uti-
lized for feature optimization and SVM classifier is applied
for data classification. In this study, an effective parame-
ter optimization technique is employed in SVM classifier
to achieve higher classification accuracy. For evaluating the
system performance, well-known disease databases (ovarian
cancer, prostate cancer, leukaemia cancer, lung cancer, colon
dataset, and heart disease) are used for medical diagnosis.
Table 2 states the advantage and disadvantage of feature
selection techniques used in chronic disease diagnosis.

E. DIMENSIONAL REDUCTION TECHNIQUES

The dimensional reduction techniques convert the higher
dimension data space into lower dimension data space. While
working with higher dimension data space, raw data are often
sparse and it leads to “curse of dimensionality” concern
and computationally intractable. The dimensional reduction
techniques are commonly applied in the medical field, bioin-
formatics, etc., and it is majorly categorized into two types
such as linear and non-linear techniques. The most common
techniques applied in chronic disease diagnosis are PCA,
Linear Discriminant Analysis (LDA), Generalized Discrim-
inant Analysis (GDA), etc. Muhammad et al. [39] used the
PCA technique for variable based classification of diabetes
mellitus. Diagnosis of chronic disease is a challenging task in
the field of health care, where several data mining techniques
are employed for decision making. Banu [40] applied LDA
technique to classify the hypothyroid disease. Shahbazi and
Asl [41] utilized GDA as a feature selection technique to
minimize the number of features and overlap of the samples in
the feature space. Additionally, K-Nearest Neighbor (KNN)
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TABLE 2. Advantage and disadvantage of feature selection techniques
utilized in chronic disease diagnosis.

Feature

selection Type Advantage Disadvantage

techniques

Chi-square  Filter Computationally Chi-square distance
effective does not attain better

results in the non-linear
database.

Correlation  Filter It is a multivariate Incapable of finding
filtering technique that strong interactions.
ranks the features based
on the  correlation
heuristic evaluation
function.

ReliefF Filter Effectively deals with In a nonlinear database,
the noisy and reliefF fails to remove
incomplete data, and the redundant features.
also handles the
multiclass concerns.

Fisher Filter Measures the relevance Does not consider the

score [19] of feature  sub-sets dependency of one
effectively. feature  over  other

features.

Markov Filter Robust against over- Ignores the interaction

blanket fitting problems related among classifiers.

filter to other techniques.

Genetic Wrapper Effectively captures the Increases the system

algorithm feature interaction and complexity,  requires

[21][27] redundancy. more central processing

unit time and consumes
more memory to run.

PSO [25- Wrapper Consumes more time to

26] converge.

Backward Wrapper Effectively detects the Classifiers need to run

elimination dependencies among many times to assess

technique feature subsets. the quality of features.

Sequential ~ Wrapper Simple and avoids The selected subsets are

forward overfitting problem  specific to the

selection effectively. classifiers under
consideration.

Stepwise Wrapper Has better classifier Needs more

regression interaction and  computational

technique identifies the most resources and also
relevant features. prone to overfitting
problems on  small

chronic databases.

Weighted Embedded Less prone to overfitting ~ Selection of relevant

naive problems compared to features completely

Bayes the wrapper techniques. depends on the

consideration of the
classifier.

Artificial Embedded  Computationally Poor generality

neural inexpensive and has

network better classifier
interaction.

Sequential ~ Embedded Better use of chronic ~Computationally

forward databases and delivers a  expensive related to

selection fast solution. filtering techniques.

is applied to analyze the performance of feature set in heart

disease classification.

IV. CLASSIFICATION TECHNIQUES USED IN CHRONIC

DISEASE DIAGNOSIS

In data mining, the classification includes unsupervised
and supervised techniques that work based on artifi-
cial intelligence, mathematics, probability distributions, and
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FIGURE 3. Classification process in data mining.

TABLE 3. Merits and demerits of classification techniques utilized in
chronic disease diagnosis.

Diagnosis

Classifier Merits Demerits

Robust to noise, less overfitting ~ Computationally expensive
SVM and delivers versatility with and lack of transparency of

kernel concept. results.

Consumes less memory space for

large datasets and works well in ~ Problems like insignificant
C4.5 . . .

both continuous and categorical  branches and overfitting.

attributes.

Easy to understand the structure Runs slowly and has memo
KNN and unstructured data, and robust S Y ry

. limitation.
to noise.
Initial knowledge is required
Bayesian Extensively  supports  the for a large number of
networks  missing medical data. probabilities, and  highly
expensive.

Gives arbitrarily complex
Neural relationship between the input Consumes more training time
Networks and predicted value, and delivers  if the data is not fitted well.

high diagnosis accuracy.
Naive Computationally low cost and Need an enormous amount of
Bayes works well on both nominal and medical data to obtain better

numerical data. diagnosis results.

statistics [3]. Usually, classification techniques are utilized to
represent the descriptive analysis of data items and to predict
the group membership for data items for effective decision
making.

In data mining, several researchers used dissimilar clas-
sification techniques for chronic disease diagnosis to obtain
better diagnosis accuracy, and diagnostic results. The clas-
sifiers like SVM [42], [43], random forest [44], KNN [45],
Adaboost [46] etc. are utilized for diagnosis and prognosis of
chronic disease. Figure 3 indicates the classification process
applied to pre-processed medical data to achieve predictive
results.

In most scientific applications, automated and intelligi-
ble systems are needed for better diagnosis and diagnosis
of chronic disease such as lung cancer, Hepatitis, chronic
kidney diseases, Parkinson, etc. Whereas, most of the con-
ventional systems are ineffective that reduces the success
rate and increases the computational time or decision making
time. So, an adaptive classification technique is needed for
chronic disease diagnosis that predicts the diseases precisely.
In addition, parallel classification techniques are also used for
enhancing the diagnosis results. Table 3 states the merits and
demerits of classification techniques used in chronic disease
diagnosis.

Mohapatra et al. [47] used cuckoo search and Extreme
Machine Learning (EML) technique for classifying four
benchmark datasets; hepatitis, diabetes, Bupa and breast can-
cer. Experimental result demonstrates the efficacy of the
developed model in terms of sensitivity, f-score, specificity,
overall accuracy, Gmean, confusion matrix, and normaliza-
tion value. Polat [48] used attribute weighted techniques for
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data pre-processing and classification of heart, Parkinson,
Pima Indians and thoracic surgery medical databases. In order
to reduce the variance value within the class, three clustering
algorithms (mean shifted, k-means and fuzzy C means) are
employed in this study. After the attribute weighting process,
SVM, KNN, random forest and LDA are utilized for classify-
ing the imbalanced medical databases. The extensive experi-
ment shows that the developed attribute weighting techniques
achieved higher classification accuracy compared to random
sub-sampling techniques. Seera and Lim [49] developed a
hybrid intelligent system for medical data classification on
the basis of random forest, regression tree and fuzzy min-max
neural network. The performance of the developed intelligent
system is analyzed on liver disorders, Pima Indians diabetes,
and breast cancer Wisconsin databases.

Jaganathan and Kuppuchamy [50] used feature selection
techniques like mean selection, neural network and half
selection to diminish the amount of redundant, irrelevant
and unnecessary features in Cleveland heart disease, stat-
log, Wisconsin breast cancer, hepatitis, and Pima Indians
diabetes datasets. Next, the selected optimal features are
fed to radial basis function for classifying the medical data.
Nalband et al. [51] used a genetic algorithm and apriori algo-
rithm to select the significant features from the extracted
feature vectors. Then, random forest and Least Square
SVM (LS-SVM) classification techniques are applied to pre-
cisely distinguish the abnormal and normal vibroarthographic
signals. Additionally, Cheruku et al. [52] introduced a novel
hybrid decision support system on the basis of bat opti-
mization algorithm and rough set theory. The hybrid sys-
tem effectively reduces the redundant features by generating
fuzzy rules. Then, the selected features are fed to the fuzzy
rule-based classification technique to classify the diseases.
In this literature, the developed system performance is investi-
gated on Wisconsin breast cancer, Pima Indians diabetes, iris
and Cleveland heart disease datasets in light of g-measure,
accuracy, sensitivity and specificity.

A. PARALLEL CLASSIFICATION TECHNIQUES USED IN
CHRONIC DISEASE DIAGNOSIS

The traditional classification techniques are ineffective to
process massive or unstructured medical data. So, the struc-
ture of the present health care system is improved by uti-
lizing data analytics. Currently, big data analytics is done
by employing several technologies and tools like Hadoop,
map-reduce programming, etc. Whereas, the parallel clas-
sification techniques have great potential for improving the
predictive accuracy of diagnostic systems. The parallel clas-
sification techniques are effective in clinical decisions for
chronic disease. Figure 4 indicates the parallel classification
techniques applied to the pre-processed data to achieve a
better predictive result by Astrdm and Koker [5].

In this literature, two neural networks are used to reduce the
possibility of error decision. For the final decision, the output
of each neural network is analyzed using a rule-based sys-
tem. The developed parallel network effectively increases the
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robustness of chronic disease diagnosis. The simulation result
shows that the parallel network showed 8.4% improvement
in Parkinson disease diagnosis compared to a single unique
network. Additionally, Shrivastava et al. [53] developed a
parallel SVM technique to predict the diabetes chances in
human on a survey database. This research paper predicts
the future possibilities of diabetes for a person. The survey
dataset is high dimensional in nature, so the conventional
SVM is ineffective. In order to handle the large number of
parameters, parallel SVM concept is introduced in this litera-
ture. The parallel SVM distributes the parameters in different
machines that reduce the processing power, computational
complexity and memory space. The simulation result shows
that the parallel SVM reduces 1/3 of computational time
compared to the conventional SVM technique.

B. ADAPTIVE CLASSIFICATION TECHNIQUES USED IN
CHRONIC DISEASE DIAGNOSIS

In recent times, classification techniques are used in the
advanced version to generate categorizes for the attributes
in medical datasets for better classification. The advanced
version of the adaptive classifiers is a combination of both
clustering and classification techniques. The adaptive sys-
tems significantly improve the success rate and assist the
medical professionals and doctors to take an effective clinical
decision in chronic disease diagnosis.

Jain and Singh [38] developed an adaptive SVM classi-
fication technique to diagnose chronic disease. In this lit-
erature article, hybrid PCA and reliefF techniques are used
for parameter optimization in SVM to achieve high classi-
fication accuracy. In order to investigate the developed sys-
tem performance, nine chronic disease datasets are used for
medical diagnosis. The extensive experiment shows that the
developed system drastically diminishes the dimension of the
databases, enhances the effectiveness of the classifier and
decreases the computational time and cost. Yu et al. [54]
introduced a Hybrid Adaptive Ensemble Learning (HAEL)
system for microarray data classification. The developed
system performs well on KEEL and real-time microarray
databases. Dennis and Muthukrishnan [55] utilized the adap-
tive genetic fuzzy system to optimize member functions and
rules for the medical data classification process. In addition
Chandra and Kaur [56] used an adaptive KNN classifica-
tion technique for liver cirrhosis and lymph node diagnosis.
Alhassan and Zainon [57] presented a new approach which
Taylor Bird Swarm Algorithm Based on Deep Belief Net-
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TABLE 4. Comparison of classification techniques on different datasets.

Classification techniques Dataset Performance measure

Improved cuckoo search
and EML algorithm [47]

Breast cancer, Bupa, Classification accuracy of
100%, 94.52%, 100%,

and 92.41%

Hepatitis and Diabetes
datasets

Fuzzy rule-based Wisconsin breast Classification accuracy of
98.23%, 85.33%, 99.11%

and 80.66%

cancer, Pima Indians

[52] diabetes, iris and

classification technique

Cleveland heart disease

datasets

Taylor bird swarm Cleveland heart disease  Classification accuracy of

algorithm based on deep dataset 93.40%

belief network [57]

work for Heart Disease Diagnosis an approach to classify
medical data for medical decision making. The developed
technique achieved 93.4% of classification accuracy. The
experiment shows that the proposed Taylor-BSA-DBN dras-
tically diminishes the dimension of the databases, enhances
the effectiveness of the classifier and decreases the compu-
tational time and cost comparing with SVM, and NB, and
DBN techniques. The developed technique achieved 90%
of classification accuracy on real-time medical databases,
which is better compared to the conventional KNN technique.
By comparing traditional, parallel and adaptive classifica-
tion techniques, parallel classification techniques have great
potential to enhance the predictive accuracy of diagnostic
systems for chronic disease. The comparison of classification
techniques on a different dataset is denoted in table 4.

V. PERFORMANCE MEASURES USED IN CHRONIC
DISEASE CLASSIFICATION

In a medical diagnosis system, the performance of classifi-
cation is analyzed by using different performance measures;
precision, recall, f-measure, accuracy, specificity, Fowlkes
Mallows Index (FMI), etc. Usually, these performance mea-
sures are used to analyze the performance of dissimilar clas-
sification models.

Precision: It is determined as the ratio of true positive
to the sum of false positive and true positive. Among the
total predicted positive observation, precision is the ratio of
correctly predicted positive observation. The mathematical
expression of precision is defined in equation (1).

. TP
Precision = —— €))
TP + FP

Recall: It is defined as the ratio of true positive to the sum
of false negative and true positive, and it is mathematically
indicated in equation (2).

TP

Recall = —— )
TP + FN

F-measure: It is defined as the weighted harmonic mean
of precision and recall, as mentioned in equation (3).

2TP
F — measure = ———— 3)
2TP + FP + FN
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Accuracy: It is a most intuitive performance measure
used in chronic disease diagnosis, where it is the ratio of
correctly predicted observation among the total observations.
The mathematical expression of accuracy is defined in equa-
tion (4).

TP+ TN

Accuracy = (€]
TP+ TN + FP+FN

Specificity: It is defined as the proportion of negatives that
are correctly identified. Specificity is also called a true nega-
tive rate that is mathematically represented in equation (5).

Specificity = ——— ®)
pecificity = IN TP
FMI: It is defined as the geometric mean between the
recall and precision. FMI is mathematically denoted in equa-
tion (6).

TP TP
FMI = x (©6)
TP+ FP TP+ FN

where TP is indicated as true positive, TN is denoted as
true negative, FP is represented as false positive and FN is
indicated as false negative.

VI. CONCLUSION

This paper reviews the present feature selection, dimension-
ality reduction and classifiers for effective chronic disease
diagnosis. In the medical diagnostic system, the performance
measures used to estimate the performance of the classifier
are also surveyed. Additionally, this article compares the
benefits and drawbacks of several feature selection, dimen-
sionality reduction and classification techniques. Moreover,
the feature selection techniques are categorized in this review
based on data mining tasks, search strategy, and evaluation
criteria. The survey on feature selection techniques depict
that the filtering techniques are very efficient and deliver
better performance in identifying optimal feature subsets than
the wrapper and embedded techniques. This survey article
reveals that the current elevation in feature selection is hybrid
techniques that are employed on chronic disease databases
for eliminating noisy, redundant and insignificant features.
On the other hand, numerous classification techniques are
used in chronic disease diagnosis such as SVM, naive Bayes,
decision tree, neural network, random forest, etc. Related to
the conventional classifiers, the adaptive and parallel clas-
sification techniques have a higher success rate and low
computation time for diagnosing the chronic disease. Most
of the existing studies majorly focused only on traditional
classification techniques for medical diagnosis. This paper
reviews the adaptive and parallel classification techniques,
where it significantly improves the performance of chronic
disease diagnosis by providing high diagnosis and classifi-
cation accuracy. These classification techniques help health-
care professional, doctor, physician, and clinician in effective
decision making for chronic disease diagnosis.
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VII. RESEARCH GAP
This review paper suggested that future research in chronic
disease detection should concentrate on developing new
hybrid classification techniques for enhancing classification
accuracy and for optimizing the computational effectiveness
of the results. In recent decades, fruitful and large efforts have
been performed on several classification systems. Existing
works majorly focused on the usage of conventional classi-
fication systems for medical diagnosis.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of
interest.
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