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ABSTRACT Several time synchronous ad hoc networks may operate in the same geographical area.
Although network time synchronization within an individual network has been widely discussed, internet-
work time synchronization relying on time sources the networks carry has not been addressed. Therefore,
this paper proposes an internetwork time synchronization procedure that allows to use one network as a time
source and share its time, like a global navigation satellite system time, to other networks. The internetwork
time synchronization procedure runs in gateway nodes that could be a member in several networks, and
it collaborates with the individual network time synchronization algorithms that operate at the network
level. Consequently, the paper proposes a generic, robust hybrid network time synchronization protocol
and analyses its performance using a sensible metric called a mutual consensus. It is shown that the common
time is achieved with a limited variance in the networks that operate in the master-slave, distributed or hybrid
mode. Provided numerical examples illustrate the behavior of the algorithm and confirm the theoretical

findings.

INDEX TERMS Networks, synchronization, discrete systems, error analysis.

I. INTRODUCTION

Time synchronous ad hoc networks have various usage
including mobile, vehicular and ship ad hoc networks
(MANET, VANET and SANET, respectively) but ideas are
used also in wireless sensor networks. Consequently, ad hoc
network synchronization has been investigated rather deeply
over the years. However, it is obvious that a geographical
area could contain several radio networks on the same fre-
quency band. In this case, internetwork! time synchronous
operation would be beneficial, e.g., if dynamic spectrum
access or frequency hopping were applied, since that would
minimize interference between networks and optimize the use
of frequency resources. In addition to communications rea-
sons, several applications would benefit from or even require
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1“Two or more networks connected by routers and bridges. The largest
Internetwork is the Internet”, see https://www.oxfordreference.com/, A Dic-
tionary of the Internet (2 ed.), Edited by Darrel Ince, Publisher Oxford
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a common time. Consequently, network time synchroniza-
tion (NTS) is of great interest both in individual networks
but also over different networks though the latter subject is
not usually touched in the ad hoc network context. As an
additional viewpoint, one of the networks could contain a
high quality time source that other networks should or even
are required to apply if that is available. An example of such
a time source is the one available from global navigation
satellite systems (GNSS).

In the individual network level NTS is a well-studied
subject and recent references like [1]-[6] without forgetting
more distant but often mentioned [7] include the valuable
overviews of the progress and proposed methods. There are
three well known principles, or strategies, for NTS that are
adopted though details, or tactics, vary. These are the master-
slave, distributed (or mutual coupling) and hybrid synchro-
nization strategies as addressed in the classics [8]—[10]. Since
the literature is rich, just a short overview of the main tac-
tical principles and approaches is provided in the following
paragraph.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 84191


https://orcid.org/0000-0001-9857-3234
https://orcid.org/0000-0001-7402-3414
https://orcid.org/0000-0001-8977-750X
https://orcid.org/0000-0002-4739-6861
https://orcid.org/0000-0001-6835-5981

IEEE Access

H. Saarnisaari et al.: Internetwork Time Synchronization of Mobile Ad Hoc Networks

A common feature is that nodes sent their time. Nodes’
time may be send as a time stamp or be tied to the signal
structure. Some NTS schemes use a virtual clock time that
is not touched and a consensus time that is adjusted in each
node, and both times are transmitted. Time correction may be
based on observed time difference or estimated clock offset
and skew. Some schemes assume that propagation delay is
negligible, which is true if it is insignificant with respect to the
required synchronization accuracy and could usually occur if
nodes are in a small geographical area. The propagation delay
can be compensated or not. The former requires two-way
messaging or known node positions whereas the latter usually
applies one-way messaging. NTS schemes could be purely
distributed, purely master-slave or hybrids such that they are
master-slave down to a certain point in a synchronization tree
and distributed thereafter. Some schemes have preselected
master (or anchor or root or reference) nodes whereas some
dynamically select these. The hybrid form is also possible for
robustness such that the distributed mode is activated if the
master is lost. Indeed, this kind of robustness is an important
factor in military ad hoc networks since GNSS systems,
used as a master time source, are known to be vulnerable to
jamming and interference.

To this end, it is mentioned that the goal of NTS is
to achieve a consensus about time in the network. Indeed,
many NTS schemes are named as consensus algorithms since
they are alike consensus algorithms. Studies have shown the
generic properties of the consensus algorithms with respect to
the average consensus value and the mean square metric [11],
[12], but especially the former is not the best measure since it
does not explain the total picture. Herein, a mutual consensus
is proposed as a sensible measure and the analysis in this
paper is based on it.

The common time should be achieved in the shortest pos-
sible time (convergence rate), have required accuracy derived
from the requirements, and the time distribution mecha-
nism should be flexible, adaptable, scalable, resilient and
allow dynamicity. Furthermore, it should use communica-
tions resources as little as possible, i.e., minimize the required
control traffic. With these goals in mind, this paper introduces
an internetwork time synchronization procedure that utilizes
nodes that could be members in several networks and use the
time sources available in the involved networks. Indeed, this
might be the first time such an idea is presented. A driving
force is that the NTS schemes in the different networks are
not touched, but instead a new, common time is proposed to
them. In the individual network level, this paper proposes an
enhanced hybrid NTS procedure that is able to use external
time source as a master. This part is an extension of our
early work [13]. Finally, the paper shows that the generic
hybrid NTS algorithm achieves the mutual consensus that
extends our early work on the average consensus [14] inspired
by [15], [16]. Discussion about using higher order filtering
within the NTS algorithm is also included.

In practice, wireless communication systems are synchro-
nized in steps rather than in a continuous flow. Consequently,
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NTS algorithm analysis results do not explain what is exactly
occurring at a certain moment but show generic performance
and may explain behavior during individual steps and explain
how many message exchanges are needed. As a view to this
stepwise progress, assume that a set of radios is switched on
at the ‘““same time”. Since communication systems operate
usually at ms or us level, humans cannot put them on this pre-
cisely such that there will be significant time offsets. At the
beginning, the radios can just listen and send hello messages
including NTS elements. Once a radio (or a node) observes
one NTS message, it can start a synchronization process with
the sender, and they may become pair-wise synchronized
before they observe other hello messages or others observe
their hello messages. Indeed, many subnetworks may have
been born during this initial phase. However, gradually all the
radios belonging to the same network will be synchronized.
Therefore, this paper considers merging from the NTS point
of view, that is not as an easy task as one might think.

The remaining paper is organized as follows. Section II
explains the system and assumptions. The network and inter-
network level NTS processes are explained in section III. The
hybrid NTS algorithm is analyzed in section IV. Simulation
results illustrating some performance aspects of the algorithm
are shown in section V and, finally, conclusions are drawn in
section VL.

Il. SYSTEM DESCRIPTION

A network is a set of radios (or nodes) that are allowed to
communicate and, therefore, should be synchronized if they
are in reach. This belonging (to a network) could be managed,
e.g., by anode identification (ID). Furthermore, each network
is assumed to have a unique network ID. If a network is
partitioned, the parts are called subnetworks, even though
they are able for independent operation. Initially, nodes do not
know whom they could reach, i.e., who are their neighbors.
Consequently, initial NTS is closely engaged in neighbor
discovery.

Different networks cannot directly communicate but just
through dedicated multiradio nodes that could be called net-
work gateways (or bridges). If networks are connected (via
multiradio nodes), they are called a joint network and if they
are also time synchronized, they are called as a (joint) syn-
chronized network. These multiradio nodes are responsible
for internetwork routing as well as other internetwork man-
agement functionalities including internetwork time synchro-
nization. Furthermore, some networks may have an ultimate
time source that is desired to be used in other networks if
possible. Even consumer level GNSS devices provide a time
that is a few tens of ns to a few hundreds of ns from the
Coordinated Universal Time (UTC) [17]. It might even be a
requirement that if the GNSS time is available, it has to be
used. This requirement is adopted in this paper.

The network must be connected, i.e., there is a direct or
multihop path from each node to all other nodes. However,
link failures are allowed, as well as disappearing nodes.
If the connectivity is lost, the network may be split into two
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(or more) subnetworks that manage their own time until they
merge.

Nodes send NTS information once per a time synchroniza-
tion period (TSP), or more often if increased robustness or
faster convergence during the initial phase is desired. NTS
information includes information that is common with other
procedures such as routing, neighbor discovery and so on.
Therefore, NTS information could be in the NTS message,
distributed into the NTS message and other messages or
integrated into one joint message with other control infor-
mation (e.g., an integrated “hello” message), assuming its
frequency is sufficient for NTS purposes. The processing
of NTS information is done once per time synchronization
period and time is corrected at the end of the period. This
allows nodes to receive all NTS information (from several
nodes and/or consecutive ones) that is possible to reach
during the period resulting in an average consensus and
increased robustness. This also avoids possible ping-ponging
that may occur if adjustments are done after each recep-
tion. If NTS information is not received during a TSP, past
decision (i.e., a clock correction value) is used since that is
the best available information. In addition, this adds robust-
ness. Naturally, mobility defines how long past values are
valid.

A. INDIVIDUAL NETWORKS

Once radios are synchronized, they still have to transmit and
listen hello messages to allow late or re-entry and merging
after the split or loss of synchronization. It is its own art to
design suitable transmit and listening epochs (of hellos) such
that all this is possible in a reasonable time, but that is not
touched in this paper. The network’s NTS protocol describes
the overall time synchronization process flow, i.e., how
related messages are formed, transmitted and processed once
received. The network’s NTS algorithm describes how its
time is adjusted in individual nodes. The NTS protocol han-
dles time synchronization but it is also related to late entry
and merging as discussed in this paper.

B. MULTIPLE NETWORKS

Different networks can be connected via network gateway
nodes that host an extended NTS (ENTS) protocol that
manages internetwork synchronization. This protocol will be
described in this paper. Furthermore, such nodes are called
ENTS nodes. The gateway concept is illustrated in Fig. 1.
Each radio (A, B, C and D in the figure) belong to a different
network. What makes the situation a challenge is that there
could be several gateway nodes in a network and the decision
about the time to be used must be unambiguous in all of
them. Finally, distinct multiradio nodes may have different
joint networks. This complexity is illustrated in an example
shown in Fig. 2. Therein, three ENTS nodes are connected
to a different number of networks (A, B and C) but the
time sharing mechanism must allow time distribution into all
networks through the ENTS nodes.
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FIGURE 1. A multiradio node with the ENTS protocol.
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FIGURE 2. An example multiple networks case with three ENTS nodes
and three networks.

C. CLOCK
Let the time of the ith node be Ti(k) = Tok) + ti(k),
where Ty (k) is the common reference (“‘true”’) time and #;(k)

deviation from that. The deviation of a free running clock may
be modeled as [18]

ti(k) = Tini.; + Bit (k) + 0.5;t%(k) + ... ., (1

where ¢ (k) refers to the (used) true time and Tjp;,; denotes the
initial time offset. The skew of the clock 8; = f;i/fo — 1,
where fy and f; ; are the nominal and actual frequency of the
clock and, finally, «¢; denotes the frequency drift of the clock.
However, the time synchronization period is usually selected
so short that the higher order effects are insignificant such
that just the first two terms, namely clock offset and skew,
are needed in modeling clocks in many practical systems.

A physical clock is hardware that provides ticks at certain
intervals. Different clocks have different frequency accuracy
(with respect to the nominal frequency fy) resulting in skew
and thus their time intervals differ. Virtual clocks read ticks to
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advance their time. Often, virtual clocks or their derivatives
are adjusted in NTS processes.

D. TIME STAMP

The time reading or the time stamp of a virtual clock could
be sent as actual clock reading, usually performed at the
MAC layer in order to reduce uncertainties as explained, e.g.,
in [5]. Alternatively, in synchronous communication systems
transmission is allowed only at certain moments (beginning
of the slot) such that the exact time is tied to transmit
moments and the remaining task is to send the slot level
timing, often as a combination of superframe, frame and slot
numbers.

E. ABOUT NTS ACCURACY REQUIREMENT

Let R be the (maximum) NTS error after convergence and
directly after clock adjustment at the end of the time syn-
chronization period with duration T4. Let S = BT4 denote
the (max) drift during T4 due to skew of the physical clock
and let G denote the goal NTS accuracy after T4. Obviously,
R + S < G. Consequently, clock quality impacts the param-
eter selection in the NTS processes.

Let Dpax be the maximum expected propagation delay or
communication range in seconds. The guard interval between
transmission must be at least Dpax to prevent overlaps, but
actually it must be Dpax + R+ S < Dmax + G-

Storywise, it would not be the correct place to talk about the
achieved accuracy R before analysis results, but since basic
results are readily known from the earlier works, this does
not matter. Consequently, since NTS accuracy affects the
requirements, the main conclusions about expected accuracy
are shown here.

Ultimate accuracy will be the time delivery accuracy.
If the time stamp were read, written and sent accurately,
the only remaining error is time stamp reading accuracy at the
receiver, i.e., time-of-arrival estimation (TOA) error E. This
is inversely proportional to the signal bandwidth B such that
accuracy is typically better than 1/4B. For 1 MHz signal this
means better than 0.25 us and for 10 MHz signal better than
25 ns accuracy such that time delivery accuracy is usually
rather insignificant, except if you are sharing a high-quality
time. If time stamps cannot be expressed accurately, these
errors should be added to this value.

In the fully distributed mode, propagation delay cancella-
tion is not necessary since mutual consensus averages delays
away and the NTS error will be in the order of skew effect,
i.e., BT or, if E is not insignificant, \/(8T4)? + E2.

In the master-slave systems or in master-slave links in the
hybrid systems, uncompensated propagation delays accumu-
late in each hop along the timing tree. Consequently, if the
total delay is x wus to the furthest node, its accuracy with
respect to the master is in the order of x us, if other effects are
assumed to be insignificant. Therefore, if propagation delays
play a remarkable role in the requirement budget, they should
be compensated in the master-slave or hybrid systems.
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IIl. NTS PROTOCOLS
A. NTS IN INDIVIDUAL NETWORKS
The design principles are: i) GNSS time has to be used as
a master time source if available, ii) external master time
must be allowed and used if available, iii) if a master time
is not (anymore) available, the distributed mode is adapted,
iv) the master-slave chain does not need to go down the
bottom, but after some hops from a master the distributed
mode is allowed. Further driving force is: v) delay compen-
sation could be used in the master-slave mode, if so desired.
Obviously, nodes having master time do not adjust their time.
Sometimes it might be good if a node was set as a master time
source, even temporarily, e.g., for faster initial convergence
though principle ii) was intended for the ENTS usage. If the
network has multiple master time sources, it is assumed that
they have a common time.

To make the NTS protocol behave the above described way,
a set of flags shown in table 1 is introduced. These flags are
sent as the NTS information along with the time information.
Flag A defines if a node is a master time source or not. Flag
B defines how far from the master the node is. It has been
selected so that after 2 hops the nodes are in the distributed
mode even though the master time is available, but this
value can be freely changed. Flag C is used to distribute the
availability of the master time source within the network that
is useful property during merging, as will be seen. Finally,
preset flag D describes if master-slave links are allowed to
use two-way delay compensation. If this is allowed, such a
mechanism must be defined. Altogether, these take just seven
bits, but allow many things.

TABLE 1. The information flags of the NTS message.

NTS flag Meaning Comments
Flag A states Master time in a node
1 GNSS master time
2 other master time
3 no master time initial value
4
Flag B states Master-slave/distributed
1 one hop from a master
2 two hops from a master
3 distributed mode initial value
4
Flag C states ~ Master time in the network Note 1
1 GNSS master time
2 other master time
3 no master time initial value
4

Set in advance
initial value

Flag D states Delay compensation
1 one-way mode
2 two-way mode
Note 1: Indicates if the network has GNSS time or not, even if part
of it is using the distributed mode.

The NTS protocol is shown in Fig. 3 and it is quite self-
explanatory. However, a few details are explained. Before
that an important observation must be mentioned. If a node
receives NTS information from multiple master time sources,
it has to decide which one to use. This may be simply based on
the node ID. Interestingly, this phenomena allows also master
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1) Use the master time
Master time (GNSS, ...) Available?>—YEs» 2) Set flag A
3) Set flag C
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Listen for & send NTS _
information - ‘

;
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YES

—>

Master-slave mode

Time update at the end of TSP:
- Use time from selected master node

) 4
From a ves—» 1) If flag C set, ask the sender about
master? .
delay compensation
2) Set flag B to state 1
" 3) set flag C to state 1 or 2

Time update at the end of TSP:
- Use time from selected node

From flag B,
state 1?

ves— 1) If flag D set, ask the sender about
delay compensation
2) Set flag B to state 2
3) set flag C to state 1 or 2

No———
Distributed mode

Time update at the end of TSP:

- Use average of received times

1) Set flag B to state 3
2) Set flag C to state 1 or 2 if any message has it set

This mode does not execute two-way delay compensation.

FIGURE 3. The NTS protocol.

time integrity checking as proposed in [13] since times of the
master time sources can be compared.

T Ty

—@ o master

1) DELAY COMPENSATION Ay o
Delay compensation can be done in many ways and one alter- f‘ K &

LT . ~ 9,
native is shown here. Fig. 4 shows a master and a slave node o =
that participate the process. First, the slave receives regular ~
NTS information and then it initiates the delay compensation o ® slave
process. The shown clock times are local times. The clocks T, T,

have time offset O such that time in the slave node is master
time +0, and propagation delay is D. Consequently, the slave
receives a message from the master send at 77 a bit later at
T, = T1 4+ O + D and, consequently, the master receives
message send by the slave at T3 at Ty = T3—0+ D. Since the

FIGURE 4. A two-way delay compensation method.

slave can read T from the message, it can calculate 71 — 7, =
—O+D. At time T3 it transmits this information to the master
that can calculate 73 — T4 = 0 4+ D, and subsequently also
(Tz — Ty4) + (T — Tp) = 2D, from which it can solve D and
transmit it to the slave. The delay compensation process thus
includes two additional messages that, in principle, should be
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executed within the TSP. However, if mobility is low with
respect to the requirements, it could take longer, and updates
are not needed so often. In the distributed mode, it is possible
to achieve delay compensation just by sending measured time
errors 71 — T> back to senders as will be shown in the analysis
section I'V.
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2) MERGING DISCUSSION

Merging is often overlooked when NTS is considered. How-
ever, if two subnetworks join, they have to decide which time
to use. Naturally, it is possible to let the NTS protocol run as
it is, but this may lead to splits, lost connections and so on,
such that it is better to do merging in a coordinated way so that
the whole subnetwork changes its time at the same moment.
As such, a “merging needed” or “network time change at
the moment T*’ message is needed, and the remaining task is
to define how it is initiated and what are the decision rules
for the time selection. The situation would be easy if just one
node observed other subnetworks, but it cannot be ensured.
Therefore, to avoid conflicting time change orders, a conflict
resolution procedure is needed. Indeed, two processes are
needed; one to decide the leading node of time change process
within a subnetwork and another to decide the time sourcing
subnetwork. It is assumed that in addition to the node IDs also
subnetwork sizes are distributed in “hello” messages. It is
emphasized that merging is not just a NTS process, but other
processes are usually involved. Therefore, additional features
or interprocess cooperation may be needed.

a: DECIDE SUBNETWORK

The decision process about which subnetwork is used as a
time source is described in Fig. 5. The flag contents are
compared. If the flag states are equal, the smaller subnetwork
has to change its time and if the sizes are equal, the node
ID is used to stop the process in an unambiguous way (e.g.,
the larger value). The process includes late-entry and may
mean that a single GNSS timed node is forcing a bigger
subnetwork to change its time. In practice, GNSS timed
subnetworks will never be compared since they are readily
synchronized.

Observed non-synchronized node belonging
to the same network

v

Compare flags A

If necessary, initiate the time change
process

Use time of the smallest state

If equality at states 1 or 2

If states 3 are equal

Compare flags B 1) Use time of the largest

subnetwork.

» 2) If sizes are equal, use time
of the best (smallest or
largest) node ID.

Use time of the smallest state

If equality at states 1 or 2

If states 3 are equal

Compare flags C

Use time of the smallest state

If equality at any state

FIGURE 5. The process to decide the subnetwork whose time is used in
the merging case.
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b: DECIDE LEADER

A straightforward solution for conflict resolution is to use an
NTS conflict timer along with a broadcast message (within
the subnetwork) about needed merging. The message con-
tains the received NTS information to allow decision. The
sending node is waiting until the timer elapses. If it will get
only “go ahead” replies, it initiates and broadcasts the time
change message. If it got “conflict” replies (along with other
“merging needed” messages), it goes through a decision
process. The process is exactly the same in all conflicting
nodes since information has been shared in the broadcast
messages. The process ends to an unambiguous conclusion
about the node who initiates the time change process. The
merging procedure in Fig. 5 is followed except that it is
decided which node will initiate the time change message.
To guarantee an unambiguous process, it could be required
that a reply (“‘go ahead” or ““conflict’”) from all nodes has
to be received before the time change decision such that
re-requests may be needed. Alternatively, the message is sent
with the ““time change request at the moment T"” message, but
all the nodes have to select which of these requests is used,
if there are several. The decision is based on the unambiguous
process described above.

One open issue is the handling of non-GNSS masters. This
might be an issue if subnetworks have ENTSs containing
nodes that are joined to different networks and therefore
use different non-GNSS master time sources. The simplest
solution is not to allow non-GNSS master time sources; see
the ENTS section III-B for details about this.

3) NTS INFORMATION

As a summary, the needed NTS information is: i) Flags
A, B, C, D, ii) Network ID (to see the cohesiveness, but
also for the ENTS process), iii) Node ID, iv) Network size,
v) Time. In addition, the possible two-way delay compensa-
tion requires additional information (and messages).

B. INTERNETWORK ENTS

The multiradio nodes that have the ENTS algorithm share
their existence to keep up a table of these ENTS nodes within
the network. This ENTS table contains the ENTS nodes’ IDs.
Updates are not needed very often such that the ENTS update
period could be rather long. The ‘“network time change at
the moment T” message introduced in the previous section
is used to adopt possible new time within the networks such
that new messages are not required.

One network could have more than just one ENTS node,
and these may find different networks. Initially, just one radio
network is active in the ENTS nodes in a network. Thereafter,
one or more networks may become active in different ENTS
nodes in the network. This means that these ENTS nodes have
detected active networks and joined to them. However, these
networks may have different times. Therefore, it is important
to avoid time change conflicts and have possibility to make
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unambiguous decisions in all involved networks about what
time will be used in the joint network.

The ENTS nodes that observe new networks inform the
other ENTS nodes (within the network) that this network ID
with this network size has been observed and a timing change
process may be needed. At the same time, it starts an ENTS
conflict timer. The replies are “go ahead” or ““conflict”. If all
ENTS nodes do not reply (they are known due to the ENTS
table) during the conflict timer, the request is resent until
those “missing”” nodes are doomed to be lost and the ENTS
table updated accordingly.

If it gets ““go ahead” replies, it means that there was just
one time change request during the conflict timer period. The
ENTS node decides the adopted time source based on the
following order:

1) A GNSS time source is set as a master time for all

non-GNSS timed networks.

2) Non-GNSS time sources are categorized as:

a) time of the largest synchronized network size will
be used*,

b) if the sizes are equal, time of the network with the
best network ID (e.g., the largest or the smallest)
will be used.

* Initially, the synchronized network size is the size
of a network, but after two or more networks
are synchronized involved ENTS nodes set the
synchronized network size as the sum of network
sizes.

If it gets ““conflict” replies, this means that the same net-
work has been observed at least twice, or different networks
have been observed. In this case, the conflicting ENTS nodes
can individually decide (without message exchange) that the
ENTS node with the best ID (e.g., the smallest or the largest)
will lead the process and the rest will do nothing. Once
the decision is made, the ENTS node asks corresponding
networks to change their time using their time change mech-
anism and set the NTS protocol flags accordingly. Note that
this can be applied for different kind of NTS algorithms, not
just the one described in this paper. The requirement is that
they can handle an outside time source.

A summary of ENTS requirements:

1) The ENTS table and its updating once per the ENTS

update period.

2) The ENTS conflict timer.

3) “New network observed, size X, ID Y’ message to

other ENTS nodes.

4) “‘goahead” and “conflict” messages to the originating

ENTS node(s).
5) Decision about adopted common time (in the best
ENTS node).

6) Order corresponding networks to change their time.

The ENTS process can be used to synchronize networks
even if they do not operate at the same frequency band. This
is especially significant if a GNSS time is shared. However,
it is less sure if a non-GNSS time should be shared in this
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case since the networks in different frequency bands are not
interfering with each other.

Indeed, distributing a GNSS time always when it is avail-
able might be a policy set by the user organization. In addi-
tion, there might be other time-sharing policies that the ENTS
protocol has to follow. However, distributing a GNSS time or
any other time among networks that use different waveform
is not always straightforward. The reason is that other wave-
form’s NTS requirements and its time distribution mechanism
may be too inaccurate for another waveform. As an example,
a narrowband waveform has a GNSS timed node, but it is far
away from the ENTS node such that its timing accuracy is not
excellent even though it has a GNSS time source. This NTS
accuracy may not be sufficient for a wideband waveform.
Consequently, the wideband waveform should not adopt this
GNSS time even though it would be a policy, since its master
time source (the ENTS node) would be too inaccurate (time
varies too much). Therefore, one must be careful when plan-
ning the rules for the ENTS protocol and these rules should
include available and required NTS accuracies in different
waveforms. If the GNSS time source was in the ENTS node,
there would be no problems at all.

IV. NTS ALGORITHM ANALYSIS

A. ALGORITHM

The purpose is to correct the time readings of the clocks to be
equal at different nodes, i.e., achieve a consensus about time.
This is done adjusting the time of the clocks in the nodes by
a correcting term g;(k) as

Ti(k) = Ti(k) + gi(k)
= To(k) + di(k), (@)

where d;(k) = t;(k) + gi(k) is the deviation from the common
time. The adjustment term is a function of time comparisons
between the local time in the node i and received times with
or without delay compensation. Obviously, the time deviation
sequence obeys the recursion

ditk + 1) = di(k) + gi(k + 1). 3

In what follows, the behavior of the deviation d;(k) is
analyzed.

It is assumed that during the kth interval, a node i has
received N;(k) < N messages, where N denotes the number
of nodes. This means that the node i has connections (in the
synchronization sense) to N;(k) nodes, not necessarily to all
nodes and the number of connections may be time varying.
The connections need not be two way, i.e., if i can receive
a (NTS) message from j, j does not need to be able to receive
a message from i.

The estimated TOAs in the node i are

Dyj(k) = To(k) + dj(k) + Tij(k) + nyj(k), “)

where 1;; is the propagation delay between nodes i and j and
n;;j is the time delivery error that includes both random clock
reading accuracy at the transmitter and TOA accuracy in the
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receiver. Different nodes may have different noise variance,
which is quite natural assumption since the master nodes
usually have better time quality than other nodes have and
they do not need to take care of measurement noise.

The timing information may be tied to the signal structure,
e.g., to the start of time division multiple access (TDMA)
slot or frequency hop. In that case Ty(k) + d;j(k) is included
in the time-of-arrival measurement. In the time stamping
(clock sampling) case the value To(k) + dj(k) is read from
the message.

The node i subtracts its own time from these and com-
pensates unknown propagation time by 7;;. Naturally, in the
uncompensated systems 7;; = 0. The result is

€ij(k) = Djj(k) — (Ti(k) + 7;j(k))
= dj(k) — di(k) + 7jj(k) — T;(k) + nj(k).  (5)

The bias term At;j(k) = (k) — 7;;(k) should be negligible
in the delay compensated systems. Finally, the measurements
are averaged such that the input to the correction term is

Ni(k)

1
ik +1)= 0 Z €ji(k). (6)
i =1

Letd;, = [d1(k) ... dN(k)]T be the vector of time differ-
ences from the reference time. The measurements ¢;(k) at all
nodes may be expressed in a vector €, = [€1(k) ... ex (1T
as

€i+1 = Crdg + 74 + 1y, @)

where the diagonal elements of the connection matrix C(k)
are -1’s and the off diagonal elements C; j(k) are 1/N;(k) if
node i is connected to node j and zero otherwise. If a node i is
a master, the corresponding row in C(k) is all zeroes. Notice
that the row sums of C(k) are zero. The vector n; contains
the measurement errors, i.e., n;(k) = m JI.V:’({‘) n;j(k). The
vector T contains the effects of uncompensated delays At;;.

The correction term g;(k) = h;e;(k) such that the deviation

update becomes
di+1 = di + Hey, (®)

where the diagonal matrix H has the coupling strengths 4; as
elements.

B. ANALYSIS

This section provides the analytical results, where the starting
point is the analysis with respect to the average consensus
followed by novel mutual consensus analysis. The former
analysis includes all the tools for the latter.

Since it is difficult to analyze the non-stationary case
although some convergence results may be derived [11],
the analysis is restricted to the stationary case wherein
C; = C. Even this restricted viewpoint provides valuable
information for the behavior of the algorithms with bias and
noise.
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1) AVERAGE CONSENSUS VALUE
For simplicity, let 4; = h such that the system has recursion

diyr1 = A+ hC)dy + hty + hng
= Pd; + h(‘tk + nk), ®

where I is an identity matrix. The matrix P = I + 2C may be
called as a Perron matrix with parameter A [11].

Assuming that n(#) are independent, identically distributed
and zero mean variables, the properties of recursion (9) are
well known [19]. If the bias is ignored for a moment, the

expected value is dg IH—OO> P°°dg, where dg is an initial
value. If 0 < & < 1, the consensus scheme is stable and the
matrix P is a stochastic matrix [20]. Therefore, d;+; = Pdi
is a Markov chain. Stochastic matrices have interesting prop-
erties that are valuable in the analysis herein. First, stochastic
matrices have an eigenvalue equal to one and, therefore,
P> £ 0. As a consequence, the consensus property cannot
be proven trivially. To this end, observe that the distributed
networks form primitive Markov chains and the master-slave
or hybrid networks form reducible Markov chains [21].
Primitive Markov chains have a property that

Jim Pr=1y", (10)

where superscript T denotes transpose, 1 is the column
vector of ones and y is the left eigenvector of P corre-
sponding to eigenvalue one normalized such that 1Ty = 1
[20, Theorem 8.5.1]. This result means that all the rows of
limy_, o P¥ are equal. Consequently, the distributed networks
attain a consensus. They attain the limit (10) geometrically
fast [22, Theorem 4.4.2]. If the network contains master
nodes, the matrix P has form

P, 0
P:[R Q}, (11)

where R # 0 and P is irreducible such that limg_, P’f =
lyT. It can be shown [22, Section 4.4.2] that

lim P* = 1[yT 0]. (12)
k— o0

The result means that a consensus is attained also in the
master-slave case. It also means that the time of masters is
followed. The limit is attained geometrically fast. The sole
master case is a special case with P = 1.

2) BIAS

The bias propagates as well. In general, it causes a sequence
P—l¢,+.. . Pry_;+74, whichis typically nonzero. In order
to get more insight, let the bias be a constant. Then the previ-
ous sequence becomes ( Y_+_,' P')z. Since P’ converges to a
constant matrix, even a constant bias causes ever increasing
deviation from the average consensus value. Similar behavior
is expected from a non-constant bias.

If an instant bias, which is nonzero only for k = 0,
is considered instead of continuous bias, it causes term Pz,
i.e., a deviation from the average consensus value but not ever
increasing one.
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3) COVARIANCE

The covariance of the Markov process is [19] Ry =
PFRo(PF)T + 12 3K P"Q(P™")T, where Q is the covariance
of the noise process n(¢) and Ry is the covariance of the initial
uncertainty dg. In the mutual coupling networks all the rows
of P*° are equal, say . Therefore, the elements of P"OQPOOT
are wTQm. This means that the states are fully correlated.
Therefore, a state change in a node causes corresponding
change in the other nodes. In other words, the algorithm
provides a consensus over the network, but that consensus
value varies with an increasing magnitude around the aver-
age consensus value P*°dy. Furthermore, the covariance will
depend on the coupling strength /# and basically the larger it
is, the larger is the covariance. However, also convergence
rate depends on it such that trade-offs are needed.

4) MUTUAL CONSENSUS
Since the states are fully correlated it might be more sensible
to compare the states of other nodes with the state of an
arbitrary node, which in the master based systems should
naturally be a master node. It is emphasized that the selection
of the reference node does not affect the result, i.e., results
cannot be improved by clever selection. The aim is just to
show that nodes attain the mutual consensus with a limited
variance although the variance increases with respect to the
average consensus value as shown above.

Without the loss of generality, let the node 1 serve as
the selected reference node. Then, the time difference to the
reference node’s time can be written as

0o of
rpr =deyr —[-1 0]diyy = 1 1 |9k (13
F
Asa consequence,
riy1 = FPd; + hF (1) +1y). (14)
Obviously, the mean propagates as
ri+1 = FP4dy (15)

and the covariance as
k
R; = FPRo(FP“)" + 1 ) " FP"FQF" (FP")". (16)
n=1
The convergence properties definitely depend on the
matrix FP”. It has already been shown that in all cases,
see (10) and (12), P"* converges to 1y". Partition this as

T
' =[N YL] 17
y [yl Y, amn

The elements of y; are y; and the rows of Yy, are yy. It is
straightforward to see that

0 0T
Fiyh) = | -1y +y1 -1y, + YL (18)
0 0
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such that FP" converges to zero. Therefore, the sequence (14)
converges to zero independent of the initial value and the
covariance remains limited. In other words, it has been shown
that the considered generic NTS algorithms attain a mutual
consensus and the covariance around this common state
remains limited.

It has already been shown that an initial bias is not a prob-
lem since the algorithms attain consensus (after convergence)
for all initial values. However, the system may change its state
after such an event since the steady-state value is not unique
to all initial values. This is discussed also in [16]. Effects of
a stationary bias are studied herein.

A stationary bias causes the recursion (14) to be

ri+1 = FPdy + hFt + hFny. (19)
As a result, a constant bias causes a state bias
k
b'(t) = h()_FP)r (20)
i=0

to the rth state. It has been shown (18) that lim,,_, oo FP" = 0.
Therefore, the bias remains limited.

C. DOUBLE-ENDED ALGORITHM

A constant bias may be compensated using a two-way or
double-ended algorithm [8], [16]. In this scheme early mea-
sured state differences are distributed back to the origin. Since
typically recent information is not available, node i receives
information €;;(# — m) at the moment ¢ from the other nodes.
The node i forms measurements

€;j(t) — €ji(t —m)
= di(t) — di(t) + [dj(t — m) — d;(t —m)]
+ () — Ti(t — m) +n;(@) — it —m).  (21)
[ ——
Atii(t,t—m)

As with the single-ended algorithm, these measurements
are averaged in a node and then filtered, i.e., these averages
replace €;(¢) in the consensus algorithm (8). In addition,
it is obvious that a constant bias is compensated in the

double-ended algorithm since At;;(¢, t — m) becomes zero.
If the connections are symmetric,

€, = Cdy + Cdy_,,, + T +ng. (22)

Consequently, the recursion becomes (without noise and
bias)

diyr1 = [+ hCldg + hCdg—,y- (23)
At the steady state this becomes
d = [I1+ 2AC]d. 24)

This is similar result to that obtained for the single-ended
system. However, now it is required that 0 < 7 < 0.5
for the algorithm to be stochastic (stable). The covariance
analysis would be more complicated than in the single-ended
case. However, the results in the single-ended case explain
the behavior of the double-ended algorithm.
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D. HIGHER ORDER FILTERS
So far, a zero order filter with a coefficient /; has been used
though higher order filters would be possible too.

Let the deviation state, bias, noise and filters have
z-transforms D(z), B(z), N(z) and H;(z). Then, after
z-transforms and some rearranging, one obtains

[z— DI - HE)C]D(k) = HR)I[Bk) + N@)1. (25

where H(z) is a diagonal matrix having the z-transforms H;(z)
as its diagonal elements. Let the filter have feedback and
feedforward parts, or H(z) = A~!(2)Q(z). Assuming zero
noise and bias in (25) results

[(z— DA + Q@)]X(z) = 0. (26)

Assuming second order filters A(z) = (ao + a1z + a1,
(@ = 1) and Q@) = (q0z* + q1z + g)I and taking
the inverse z-transform, (26) results in the temporal time
deviation sequence

diy1 = [(a0 — a)I + qoCldi + [(a1 — ax)I
+q1Cldk—1 + [a2l + ¢2Cldx—2.  (27)

At the consensus (if it is attained) the state remains constant
between the adjustment instants and, therefore, the recursion
(27) becomes the steady-state recursion

d= [(a() —apl+ q()C]d + [(a1 —a)l + q1C]d
+H(@)I + ¢:C]d,
= [aol + (g0 + q1 + g2)C]a. (28)

Possible bias terms are: i) an instant bias like an initial
offset 4(z), ii) a constant bias like an uncompensated delay
u(t), iii) a linear bias tu(¢) (a ramp) and iv) a higher order bias
2 u(r), where 8(¢) and u(r) are the unit sample sequence (one
at t+ = 0, zero otherwise) and the unit step signal (one for
t > 0, zero otherwise). These have z-transforms 1, z/(z — 1),
z/(z — 1)? and z(z 4+ 1)/(z — 1)3, respectively. It has readily
been shown that the bias i) can be compensated. If it would be
possible to counter the bias ii), Q(z) would be of form z — 1,
i.e., go = —qi1. In this case the latter term in (28) vanish
and the steady state solution becomes x = x. In other words,
the algorithm would not converge at all. The same occurs also
if the bias iii) is tried to counter since then Q(z) would be of
form (z — 1) = 22 — 2z + 1, ie., go + g1 + g2 = 0. This
result means that even though a filter in a single node can
be adjusted to counter the bias ii) and iii), a network of such
nodes cannot do that. However, as observed in [14], a bit of
feedback could help to reduce the variance.

E. ABOUT CLOCK FREQUENCY

Time delivery mechanism can be used to estimate clock fre-
quencies, or skews. Indeed, the difference sy = dgy1 — di
divided by time duration between the events is the frequency
estimate. Since the NTS algorithm makes d; a constant
sequence, the difference s; becomes zero, or that the NTS
algorithm makes the virtual frequencies in the nodes equal.
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This is obvious since the NTS algorithms makes time epochs
to start at the same moment and have equal duration, and these
correspond to the phase and frequency of a clock.

F. SUMMARY OF ANALYSIS RESULTS

It was shown that the investigated NTS schemes achieve
mutual synchronization with a limited variance. However,
these algorithms are prone to uncompensated delays and
clock skews. It was shown that in those situations the
well-known two-way schemes, which are insensitive to a
constant bias, may be used. The two-way schemes can easily
be adopted in practice since many systems have bidirectional
communication links. It was also shown that the higher order
filters cannot be used to reduce linear or higher order bias,
though they may reduce variance. Furthermore, the lower
bound for the accuracy is the time delivery accuracy. Uncom-
pensated delays and skews decrease accuracy. In multihop
master-slave chains the bias cumulates, i.e., the error is larger
at the end of the chain than at the beginning. In general,
the convergence rate of the algorithms is geometrically fast
but the rate depends on the mode (centralized, distributed),
topology (the number of nodes) and the number of connec-
tions and hops. Finally, it was shown that the NTS algorithm
makes the virtual clock frequencies equal.

V. SIMULATIONS

The simulations in this section illustrate what previous analy-
sis findings could mean in practice. In the sake of generality,
everything is expressed with respect to time delivery accuracy
that is called the unit and it includes both time stamp accuracy
(or transmit time accuracy) and time-of-arrival measurement
accuracy. The unit can be converted to seconds and meters
by selecting a sensible, investigated system dependent value
for it. If a good GNSS time source and MHz class signal
bandwidth are used, a unit could be about 100 ns (30 m in
distance). Obtained results should be compared to required
accuracy, that was considered in section III. If the numerical
example is continued, 5 ps maximum allowed error corre-
sponds to 50 units. In what follows, numerical values based
on this example are presented in parenthesis after unit values
to give a view what this could mean.

The NTS algorithm is otherwise as the described generic
algorithm but flag B goes only one hop from the master. The
clock skew is in the range £30 units meaning that during
the adjustment interval T4 the skew B causes £30 units
maximum time error (3 us). If the clock has § = 1 ppm
(pulse per million) accuracy, this means that the used adjust-
ment period is 3 s. The maximum communication distance
is 30 units (900 m according to the example) whereas the
area is 60 x 60 units square (1.8 km by 1.8 km square).
Results are shown for the first 200 adjustment periods and
averaged over 100 Monte Carlo rounds where initial time
offsets, time delivery errors and skews are varied randomly
for a static, randomly formed node topology. Due to the short
communication range, some nodes are not directly connected
with the master nodes, i.e., there are multihop situations.
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FIGURE 6. Root mean square errors (rmse) of individual nodes with
respect to the reference node. Uncompensated delays start to affect at
point 100.

The number of randomly deployed nodes is 64 of which
5 are master nodes. It is assumed that masters’ clocks do
not drift (i.e., they maintain their accuracy) but their initial
time accuracy is +0.83 units (83 ns). Furthermore, at each
adjustment point their accuracy is 0.83 units. The other nodes
are initially set within 46 x 108 units (one minute according
to the example, quite good wristwatch accuracy). Their time
reading accuracy (the variance of it) is one unit (by defini-
tion). Finally, the results are shown for all the nodes making
figures somewhat fuzzy. This is done so because the interest is
not on exact values but on trends like the convergence rate and
that all time differences from a reference time stay limited.

In the first results, the skew and uncompensated delays
are set on at point 100. This is done to demonstrate the
ultimate accuracy (seen before point 100) and effects of those
nonidealities (after point 100). In practice, nonidealities are
usually present from the start. The results are with respect
to a reference node, i.e., mutual consensus is considered.
Naturally, one of the master nodes was selected as a reference.

The first results in Fig. 6 show effects of uncompensated
delays. The ultimate limit is about 1.6 units, i.e., close to
the time delivery accuracy that could be achieved if delays
could be perfectly compensated. The convergence is after
two rounds since there are two hops from a master to some
nodes. Since some nodes are two hops from the masters,
NTS errors larger than the maximum propagation range can
be observed, as expected in the uncompensated delay case
in the master-slave systems. And again, after point 100 the
convergence to a stable state is very fast.

Clock skew effects are shown in Fig. 7. Skew obviously
increases NTS error as predicted. The average error levels
stay below the maximum skew (i.e. 30 units). Convergence
is fast taking only two rounds.

In the next results, the skew and uncompensated delays are
present from the start. First, it is demonstrated what occurs
when all the masters are totally lost at point 100. The results
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FIGURE 7. Root mean square errors (rmse) of individual nodes with
respect to the reference node. Skews start to affect at point 100.
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FIGURE 8. Time deviations of individual nodes when masters are lost at
point 100.

in Fig. 8 show time errors from a single run since averaged
results do not show the effect. Before point 100 the error is
around the expected net error /202 + 502 coming from the
skew and uncompensated delays shown in the previous case.
After the point 100, the remaining non-GNSS timed nodes
stay synchronized but their common time deviates from the
global time (time error zero). As such, it has been shown
that the proposed NTS protocol operates as it should and is
robust against the lost of masters. In addition, it has been
illustrated the fact that in the mutual coupling case the GNSS
time is not necessarily followed. Simulations without lost of
masters but, instead, with link failures after point 100 didn’t
show any visible effect when the link failure rate was 60%.
This means that the algorithm, and especially the use of the
previous control term therein, forms a very robust system.
Naturally, if there is mobility such that relative distances of
nodes change, then the use of the previous term may lead to
increased error if mobility is larger or comparable to usual
error (50 units now) during one or a few (if there are repeated
fails) adjustment periods. Furthermore, if failures occur dur-
ing the initialization phase, the convergence is slower.
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FIGURE 9. Root mean square errors (rmse) of individual nodes with
respect to the reference node in distributed mode.

The final simulation results shown in Fig. 9 demonstrate
the behavior of the distributed mode. First, it is observed
that the convergence rate may be slow since it takes about
80 adjustment intervals. Consequently, large distributive syn-
chronized networks call for speed up methods. Second, it is
shown that the NTS error remains limited and that uncom-
pensated delays are averaged away. This is so since the errors
of all the nodes are at the same level though their distance
from a selected reference node vary and could be up to two
hops (compare to results in Fig. 6 where error levels vary
depending on distance).

VI. CONCLUSION
The paper introduced the internetwork time synchronization
procedure and discussed its operation also in the challenging
multipoint merging case. In addition, the paper presented a
generic, highly flexible and robust NTS protocol for individ-
ual networks and showed its operation in the merging case.
The protocol uses a precise time master, like a GNSS time,
if that is available but otherwise it operates in the distributed
mode. Novel NTS algorithm performance analysis was pro-
vided to show that in all modes the nodes are mutually syn-
chronized, and the synchronization error remains limited. The
provided simulations results confirmed these observations.
One identified future work topic was to develop efficient
processes to handle non-GNSS masters in both NTS and
internetwork time synchronization. One question is how to
decide which source is used as the master in this case.
Another future topic is to implement the algorithms using
more detailed network level simulator that implements also
other aspects such as medium access and routing functions,
since NTS and ENTS functionalities can be integrated with
their messages. It would be very interesting to study how this
would be done in practice.
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