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ABSTRACT The importance of reliable information transfer in wireless networks, especially regarding
communication delay, is drastically increasing to fulfill safe and high-quality communication in the 5G and
post-5G era. However, conventional media access control (MAC) protocol for wireless networks, notably
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA), sometimes yields unexpectedly
significant delay due to its complex arbitration mechanism assuming asynchronous communication among
terminals. As the delay cannot be strictly bounded by a deterministic value, this causes a vulnerability of
systems relying on wireless networks. This paper utilizes precise time synchronization achieved byWireless
Two-way Interferometry (Wi-Wi), enabling all terminals to be time-synchronized via wireless signals.
We show that by an appropriate periodic assignment of each terminal’s data transmission timing, named
Arbitration Point (AP), a simple arbitration algorithm obtains a strictly bounded maximum value for the
delay while ensuring equalities among all participants. Furthermore, we demonstrate that the total number
of terminals manageable in a star-topology wireless network significantly increases by densely packing AP
timings, taking into account the spatial geometry information of terminals, which is another feature delivered
by Wi-Wi measurement. In the meantime, we experimentally constructed a star-topology wired network
where all terminals are time-synchronized via Wi-Wi to confirm the fundamental properties identified in the
proposed arbitration protocol. This study paves a new way for future wireless networks where the delay is
strictly bounded and provides the basis for ultra-reliable and high-quality information transfer functionalities
by utilizing precise time synchronization and space localization (space-time synchronization).

INDEX TERMS Bounded delay, CSMA, MAC protocol, precise time synchronization, space-time synchro-
nization, wireless two-way interferometry, wireless networks.

I. INTRODUCTION
With the increasing demand for wireless communications
anywhere at any time, local wireless networks are over-
whelmingly deployed. Besides, the demand for low-latency
or strictly bounded delay communication dramatically
increases in 5G and beyond 5G society [1]. Low latency is
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mandatory in various large-scale, industrial applications such
as healthcare, transport, entertainment, manufacturing, and
so on [2]. In the manufacturing industry, latency require-
ments are particularly stringent [2]. From the perspectives of
high-quality information transfer, a strictly bounded delay is a
primary need for both real-time (i.e., extremely low-latency)
operations of systems, in the sense of hard real-timewhere the
maximum value of delay is strictly bounded, and predictable
real-time where its value is predicted deterministically prior

85084 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-3326-9300
https://orcid.org/0000-0002-6504-1730
https://orcid.org/0000-0002-6349-7662
https://orcid.org/0000-0001-5694-8042


Y. Yamasaki et al.: Delay-Bounded Wireless Network Based on Precise Time Synchronization

to the operations with high reliability and reproducibility.
In particular, Industrial Wireless Sensor Network (IWSN)
is a demanding area for industrial automation with strict
latency requirements such as embedded sensor systems for
industrial robots [3]. Hence, the technology enablers for
managing such delay-bounded wireless communications are
essential to realizing the future intelligent society referred to
as Industry 4.0 [4], IoE [5], among others.

In the current wireless communications, a complex arbi-
tration mechanism is necessary to deal with the collision
or interference caused by simultaneous multiple accesses;
therefore, communication overhead is inevitable. For exam-
ple, Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) is a widely used arbitration method in wireless
networks. Although CSMA/CA exhibits good performances,
such as throughput, when the traffic is less loaded, its per-
formance decreases drastically with increasing the traffic [6].
Moreover, the successful data transmission wait time can be
unexpectedly long in CSMA/CA; in fact, the delay cannot be
bounded by an exact deterministic value due to its random
access scheme. As a result, although the data body transmis-
sion duration can be short often, communication overhead
inhibits the improvement of effective throughput and delay
for data transfer when the traffic load is high [7].

In the literature, on the other hand, Time Division Multiple
Access (TDMA) is one of the well-known approaches as a
Media Access Control (MAC) protocol for the bounded delay
in Wireless Sensor Networks (WSNs), including IWSN [3].
However, TDMA also needs complex arbitration, including
routing and additional data transfer for time synchronization,
except for actual data content transmission. Besides, TDMA
is not tolerant of dynamic changes in wireless networks’
topology due to the assignment of time slots. Therefore,
we consider that it is challenging to meet the demands
of future wireless communications with the current MAC
protocols assuming asynchronous communication between
terminals.

The growing importance of time synchronization technol-
ogy also stems from the latest communication methods that
employ space division technology and time division mul-
tiplexing, such as Massive Multiple-Input Multiple-Output
(MIMO) [8]–[12], among others. These kinds of techniques
enable a higher data transmission rate and effective resource
usage. One widely used time-synchronization method is
based on Global Navigation Satellite System (GNSS) sig-
nals [13]. However, its synchronization performance is
sometimes unavailable or degraded in indoor environments,
in addition to high cost of updating the satellite equipment
or technology. Precision time protocol (PTP) [14] is another
technique for precise time synchronization. However, its pre-
cision and applicability are limited due to its inability to
manage dynamically changing, uncertain network structures.
Therefore, given the expected interconnectedness and adapt-
ability of our future society, technology enablers are required
for precise time synchronization among distributed and ver-
satile wireless devices in indoor and outdoor environments.

With such background, Shiga et al. have developed
the so-called Wireless Two-way Interferometry [15],
also called Wi-Wi, which enables local terminals to be
time-synchronized with each other with high precision.
Wi-Wi is implemented at a low cost by using standard wire-
less communication devices. Its principle relies on two-way
time transfer, initially developed for precise comparison of
the standard time of different nations via satellite signals.
In Wi-Wi, this principle is practically implemented in com-
mercial, inexpensive wireless communication devices instead
of the satellite; picosecond-accuracy time synchronization
is realized. Besides, as introduced in Section III, Wi-Wi
measures propagation delay or distance between terminals,
meaning that the two-dimensional position information of ter-
minals can be grasped. Hence, not just time synchronization
but also space localization is made possible by Wi-Wi. We
define here the term ‘‘space-time synchronization (time and
space synchronization)’’ used throughout this paper, where
the internal clock of devices is synchronized and the position
of devices is mutually recognized in the local area.

Ultimately, suppose precise space-time synchronization
capability is ensured over all given devices. In that case,
we can think of a paradigm shift in wireless communications
towards the Wi-Wi paradigm from the current standards that
are inevitably dominated by asynchronous communications.
We consider whether this new paradigm, where all termi-
nals are time-and-space synchronized via Wi-Wi, is suitable
for ultra-reliable information transfer, potentially ensuring
low-latency and effective wireless communications.

As a step in such a direction, the subject of the present
study is to achieve strictly bounded delay in wireless net-
works. According to the previous work, the Wi-Wi paradigm
can provide a new MAC protocol for the bounded delay in
information transfer. Koyama et al. proposed a new arbi-
tration dedicated to optical ring network based on precise
time synchronization via Wi-Wi where the maximum value
of delay is strictly bounded. In the article [16], the notion of
Arbitration Point is introduced as a periodic timing shared
by all terminals, such that the proposed protocol provides an
equal opportunity for all nodes connected to the optical ring.

The present work aims to establish such an arbitration
based on this new paradigm for wireless communications for
the first time. Specifically, we examine a single star-topology
wireless network based on precise time-space synchroniza-
tion using Wi-Wi. The proposed protocol utilizes carrier
sense and allows multiple access, as discussed in detail in
the following sections. In this regard, the proposed method
fits into the category of arbitration named CSMA; however,
it should be emphasized that what is unique is that a periodic
timing named Arbitration Point (AP) is assigned to each
terminal based on precise time synchronization. At the timing
of AP, each terminal can obtain a communication oppor-
tunity, which realizes absolute collision-free CSMA with
constraints regarding the assignment period. Thus, we call
the proposed protocol CSMA/AP to represent such fea-
tures. Fig. 1(a) shows a schematic diagram of our proposed
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FIGURE 1. Design principle of the proposed arbitration based on precise
time synchronization. (a) Schematic diagram of the proposed arbitration
using wireless two-way interferometry (Wi-Wi). Bounded delay in
wireless communication for each terminal is accomplished thanks to
precise time synchronization by Wi-Wi. (b) Schematic diagram of Wi-Wi
time synchronization. The principle of two-way time transfer provides the
time difference and the distance information between two terminals via
the same physical route. Wi-Wi realizes space-time synchronization by
utilizing this technique.

arbitration based on precise synchronization using Wi-Wi
where communication opportunity is periodically circulating
among N stations (STAs) to be connected to the access point
without missing. Fig. 1(b) schematically depicts the principle
of Wi-Wi time synchronization.

We demonstrate that CSMA/AP provides a simple arbi-
tration by which the delay is strictly bounded by a deter-
ministic value. More specifically, this paper proposes two
types of CSMA/AP; one is CSMA/AP with Time synchro-
nization, CSMA/AP-T in short; the other is CSMA/AP with
Time and Space (space-time) synchronization, abbreviated
as CSMA/AP-TS. In both protocols, we exploit the fact
that Wi-Wi precisely synchronizes the timing of all termi-
nals for the assignment of AP. Each terminal experiences
the timing of AP in a periodic manner. In CSMA/AP-T,
the time difference between APs for successive terminals
is an identical time duration; indeed, the time difference,
referred to as time offset, is set to be long enough to avoid
a collision regardless of the spatial position of the terminals.
In CSMA/AP-TS, on the other hand, the time offset is not

identical and adaptably configured depending on the spatial
configuration of terminals. By utilizing the spatial position
information obtained by Wi-Wi measurement, the time offset
is set to be a smaller value, just large enough so that the
collisions are surely avoided. In CSMA/AP-TS, the geometry
information obtained by Wi-Wi enables APs to be tempo-
rally compactly packed in a shorter time than CSMA/AP-T,
allowing to accommodate a larger number of terminals and to
improve the channel utilization efficiency.

Furthermore, we examine the technical feasibility of the
proposed arbitration protocol for future application pur-
poses. This paper experimentally constructed a star-topology
wired network consisting of one access point and two ter-
minals, wherein all of them are time-synchronized thanks
to Wi-Wi. Consequently, we demonstrate a reduced time
difference among devices using Wi-Wi, which is necessary
for information transfer based on CSMA/AP-T to achieve
collision-free communications while providing equal perfor-
mances between terminals.

This paper is organized as follows. In Section II, we review
the related works about bounded delay wireless commu-
nications. Section III summarizes the principle of Wi-Wi,
which is the critical resource of the proposed arbitration
method. Sections IV and V describe the proposed arbitration
of CSMA/AP-T and CSMA/AP-TS protocols, respectively,
based on theWi-Wi paradigm. Section VI shows the results of
an experimental demonstration using Wi-Wi. In Section VII,
we describe a few remarks about the present and future
studies. Finally, Section VIII concludes the paper.

II. RELATED WORKS
This section clarifies the scope of the present work by review-
ing conventionalMACprotocols for wireless networks. There
are two types of these protocols, one based on CSMA/CA,
and the other based on TDMA. CSMA/CA is widely used
and excels in autonomous and distributed operations [17].
However, it cannot guarantee a deterministic upper bound
of delay since it is a contention-based approach. Meanwhile,
in dedicated applications such as Wireless Sensor Network
(WSN), TDMA is an approach, which can provide bounded
delay [3]. However, it needs additional overhead for time
synchronization and routing algorithm using the same band-
width as for the data transfer. In addition, TDMA is not
cost-effective in low traffic because of its fixed communica-
tion resource allocation that caps the available throughput at
the same value for each device no matter the traffic.

Power Efficient and Delay Aware Medium Access Control
Scheme (PEDAMACS) [18] is one of the MAC protocols
based on TDMAproviding a bounded delay. The protocol uti-
lizes network topology information for time slots assignment;
hence, exchanging local topology information is needed prior
to the time slot assignment. However, topology estimation
is ambiguous due to dynamic topological changes in actual
wireless networks, causing redundant assignments for differ-
ent terminals. Therefore, actually, there is no actual guarantee
to provide a deterministic upper bound of delay. Indeed,
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TABLE 1. MAC protocol comparison.

in the article [19], when exploring the path to optimize energy
efficiency inWSNbefore arbitration, the bounded path length
enables the delay to be bounded. If the minimum length path
is beyond the constraint, the node cannot send a packet to
the destination with the end-to-end delay being bounded.
A delay guaranteed routing and MAC protocol (DGRAM)
[20], which also focuses on routing inWSNs, achieves higher
energy efficiency and provides a deterministic delay bound
for each terminal. In contrast, the layout of the network
needs to be shared among all terminals before arbitration,
requiring significant overhead that is not appropriate for
dynamic allocation. Moreover, it does not take into account
the effect of scaling. SS-MAC [21] guarantees that emergency
data transmission will be accomplished within a deterministic
value. However, it lacks equality because it enables sporadic
emergency data to be transmitted at the others’ time slot. As
reviewed in the aforementioned works, the identical band-
width usage for different purposes causes unavoidable com-
munication overhead, which hinders strictly bounded delay.

On the contrary, the proposed method is intended to effec-
tively use the communication resource regardless of traffic
and yet ensure a strict maximum delay. The proposed proto-
col employs the contention-based and absolute collision-free
approach using precise time synchronization. The key con-
cept here is that two frequency bandwidths are allocated:
one low-frequency band for Wi-Wi synchronization, one
high-frequency band for data transmission. A practical reason
for this separated allocation is because Wi-Wi can cover a
wider area, if it is operated at the lower frequency bandwidth,
thanks to the diffraction of radio waves, while not disturbing
the data transmission band. In other words, precise time
synchronization is assured in a given area; that is, a dedicated
bandwidth allocation for Wi-Wi synchronization provides a
solid foundation to accomplish the bounded delay. Table 1
summarizes comparisons of different MAC protocols.

III. WIRELESS TWO-WAY INTERFEROMETRY (WI-WI)
Wi-Wi employs Two-Way Time Transfer (TWTT) [22] to
provide precise time synchronization between two remote
sites. TWTT has been initially introduced for Two-Way
Satellite Time and Frequency Transfer (TWSTFT) [22],
which provides standard time comparison via geostationary
satellite signals. Carrier-Phase Two-way satellite frequency
transfer (TWCP) [23] has been introduced to improve the

synchronization precision of TWSTFT. Thus, Wi-Wi is a
technology that substitutes satellite signals for wireless sig-
nals to realize precise time synchronization even indoors with
lower costs.

A. TWO-WAY TIME TRANSFER
We first review the principle of time synchronization using
TWTT [22]. TWTT provides time synchronization between
terminals at sites A and B assuming that both terminals
exchange their time information via two-way communication
through the same physical route. The times at sites A and B
are respectively denoted by TA and TB and the time difference
between the two sites is denoted by tc(:= TB − TA). Then,
the time difference calculated when the terminal at A receives
the time information of TB after the propagation delay td is
given as follows:

tA := TBA − TBB = −tc + td , (1)

where tA denotes the time difference calculated at A. TBB and
TBA are the time when the time information of TB arrive at
B and A respectively, which means TBB is equivalent to TB.
Thus, the time at B is obtained in the same way as follows:

tB := TAB − TAA = tc + td , (2)

where tB denotes the time difference calculated at B. TAB
and TAA are the time when the time information of TA arrive
at B and A respectively, which means TAA is equivalent to
TA. Assuming a single round trip time for exchanging the
information is sufficiently small and the propagation delay
from A to B is the same as from B to A, the time difference
tc and the propagation delay td can be obtained as follows:

tc =
tB − tA

2
, (3)

td =
tB + tA

2
. (4)

Therefore, the time difference tc given by (3) makes the
synchronization of both terminals possible.

Secondly, we describe a technique based on the carrier
phase of the transmitted signal. TWCP is a technique to
provide the precise time difference based on the exchange of
the phase information instead of the time. We can rewrite tc
by using the phase information as follows:

tc :=
φc

4π f0
=

1
4π f0

(φB − φA + 2πMc) , (5)

where f0 is the carrier frequency, φc := φB − φA is the
phase difference between two terminals and Mc is a natural
number. φA and φB are obtained from a measured phase
likewise (1), (2). Equation (5) shows an ambiguity with the
value ofMc since the measured phase can only be obtained as
modulo 2π . Therefore, the offsetMc cannot be determined by
phase measurement, so it should be determined in a separate
way to get tc. Note that we can track the variation of tc from
the beginning of the measurement if the variation of φA and
φB between the successive measurements is smaller than π ,
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FIGURE 2. Schematic diagram of Wi-Wi calculation mechanism. In
calculating the true time difference, each terminal transmits its phase
information while almost simultaneously receiving the phase information
from the other and from itself.

which corresponds to the requirement of a sufficiently short
roundtrip time. The successful phase unwrapping has already
been demonstrated in [15].

B. WI-WI PRINCIPLE
Based on the technique described above, Wi-Wi can
synchronize terminals at two remote sites via wireless com-
munication. Each terminal has to calculate (3), (4) to get
the accurate time difference, meaning that 1.5 roundtrip
exchanges are needed. Fig. 2 schematically shows the
information exchanges between two terminals. Specifically,
φAA(N − 1) and φBA(N − 1) are received by terminal B at
the N -th transmission from terminal A. At the same time,
terminal A and B obtain φAA(N ) and φAB(N ) respectively.
Likewise, φBB(N − 1) and φAB(N ) are received by terminal
A at theN th transmission from terminal B whereas terminals
A and B can obtain φBA(N ) and φBB(N ) respectively. Finally,
φBA(N ) is received by terminal B, which allows terminal B to
calculate φc(N ) from φAB(N ), φAA(N ), φBA(N ) and φBB(N ).

Notably, Wi-Wi is a technique to synchronize not only
time but also space; indeed, it has been successfully utilized
to monitor horizontal distance variations [24], [25]. On the
process of tc calculation, one can also obtain td as shown
in (4). Hence, the propagation distance between two sites ld
can be obtained as the product of td and light speed c:

ld := c · td = −
c

4π f0
(φA + φB + 2πMc)

= −

(
φA + φB

2π
+Mc

)
c
2f0
. (6)

where ld is the propagation distance between the two ter-
minals. Equation (6) also has the ambiguity of the choice
of Mc, but this can be resolved in the same way as for the
measurement of tc in (5).
A compact electronic module implementing such Wi-Wi

principles has been developed; PID feedback control is uti-
lized for its built-in internal crystal oscillator to achieve pre-
cise time synchronization based on the calculation described
above [24]. The current device can be synchronized with up
to seven others simultaneously, and the expansion to larger
numbers of devices is in progress.

IV. ARBITRATION FOR WIRELESS COMMUNICATIONS
BASED ON PRECISE TIME SYNCHRONIZATION:
CSMA/AP-T
This section demonstrates the details of CSMA/AP-T
designed for a star-topology wireless network where all ter-
minals can send information definitely within a guaranteed
bounded delay time based on precise time synchronization by
Wi-Wi. We show the derivation of the formula for the max-
imum delay, as well as the necessary constraints to achieve
collision-free CSMA.

As introduced in Section I, CSMA/AP is a contention-based
approach. Here, the idea is that by using precise time syn-
chronization among all terminals, the absolute collision-free
property is realized by periodic assignments of designated
time duration shared among all terminals, called Arbitration
Point (AP) [16]. Each terminal receives the timing of AP
in chronological order while the time difference between
successive APs is kept equal to a constant value. This
approach is based on theWi-Wi paradigm, unlike CSMA/CA,
which cannot guarantee bounded delay because of its random
access protocol [17] while assuming asynchronous wireless
communications.

A. PRINCIPLE
Here we describe the basic principle of CSMA/AP-T, as well
as the following adopted assumptions for the proposed arbi-
tration. A single star-topology wireless network consists of
one access point and several terminals within the access
point’s sensitivity limit. The access point has enough power
to transmit to all terminals. Each terminal tries to transmit a
fixed-length packet on the same channel and has the trans-
mission queue whose capacity is infinite. All terminals are
time-synchronized via Wi-Wi and their identities are ran-
domly assigned prior to operations. In addition, we assume
there is no so-called hidden terminal problem, which means
each terminal can detect others’ transmission via carrier
sense. Based on these assumptions, the arbitration is detailed
as follows.

We first introduce the set time interval shared among all
terminals, named Arbitration Point (AP), which has a des-
ignated time length depending on the data rate. Each termi-
nal is periodically assigned to a completely distinct AP for
absolute collision-free arbitration while detecting the timing
of AP autonomously thanks to precise time synchronization
by Wi-Wi.

Each terminal must sense the channel continuously during
AP when it has certain information to be transmitted. If the
terminal senses the channel idle for AP duration, it can start
transmission. If the terminal senses the channel busy during
AP, it has to wait for the next assigned AP. The terminal
repeats such a procedure until successful data transmission.
The remarkable feature of the proposed CSMA/AP-T is
that such a transmission opportunity is assuredly available
within the deterministically given number of postponements;
that is, the maximum value of delay is strictly specified.
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To deterministically guarantee an upper-bound to the delay,
the assignment period Tap and time offset are determined as
follows:

Ti,i+1 = max{1t,
2rS
c
}, i = 1, . . . ,N − 1, (7)

TN ,1 = max{1t,
2rS
c
}, (8)

Ti,j =
j−1∑
k=i

Tk,k+1 = (j− i)×
2rS
c
, (9)

Ttot,N : =
N−1∑
i=1

Ti,i+1 + TN ,1 = N ×
2rS
c
, (10)

Tap = Tpacket, (11)

where N is the number of terminals in a wireless network and
i (for i = 1, . . . ,N ) represents the ordered index of terminals.
rS is the radius of the sensitivity limit, c is the propagation
speed of radio waves and 1t is the designated time length
for AP. Tpacket denotes the time length to transmit a packet,
including the propagation time from each terminal to the
access point. Fig. 3(a) shows an example of the assignment
of AP when N is ten and its chronological order is illustrated,
as schematically shown in Fig 3(b). Indeed, the propagation
distance between each pair of terminals is up to 2rS as shown
in Fig. 3(c). Therefore, the time offset needed to avoid inter-
ference is determined by following (7) and (8). Algorithm 1
shows the detail of the arbitration.

Algorithm 1 Overview of CSMA/AP-T
Condition: Each terminal can detect AP based on precise
time synchronization via Wi-Wi.

1) When terminal i wants to transmit a packet to the
access point (i.e., the transmission queue is not empty),
the terminal has to wait for its assigned AP.

2) If terminal i finds the channel idle via carrier sense until
the end of AP,
a) The terminal starts transmission at the end of AP.
b) A radio wave from the terminal definitely arrives

at terminal j(∀j 6= i), which derives from time
offset Ti,j.

c) The others can listen to the transmission from
terminal i and will not disturb it.

3) If terminal i finds the channel busy via carrier sense by
the end of its assigned AP,
a) At the end of AP, the terminal decides to post-

pone transmission until its next AP, i.e., return to
Step 2.

After terminal i(i = 1, . . . ,N−1) completes transmission,
the next terminal i + 1 can start communication if it has a
certain packet to transmit. Note that after transmission from
terminal N , terminal 1 is the next designated terminal to
obtain a data transmission chance. The assignment period Tap
needs to satisfy the following inequality in order to guarantee

FIGURE 3. Contention-based and absolute collision-free arbitration
based on CSMA/AP-T. (a) Schematic diagram of assignment of AP in a
star-topology wireless network consisting of one access point and ten
terminals. Each terminal is assigned to a designated AP following the
order based on its designated index, noting that the successive terminal
is given by a chronological order and terminal 1 follows after terminal N .
(b) Schematic time axis represents the chronological order of assignment.
The assignment of AP for each terminal is periodic, and its period is
identical among terminals. Each duration represents the assigned AP
whose timing is shared among all terminals thanks to precise time
synchronization by Wi-Wi. (c) Example of a pair of terminals with the
longest propagation distance 2rS apart: by design, the propagation
distance between every pair of terminals within star wireless network is
less than or equal to 2rS. Therefore, the time offset between successive
terminals in chronological order is identical and set based on sensitivity
limit for collision avoidance, as shown in (b). (d) Example of the
arbitration based on CSMA/AP-T when N is three. Each terminal transmits
its packet within a delay bounded by N × Tpacket + Tap = 4× Tpacket
when Tap equals Tpacket.

the chronological assignment order;

Tap ≥ Ttot,N . (12)

Otherwise, inequality of opportunity among terminals will
appear. Moreover, there is no guarantee for exclusive data
transmission. For these reasons, we assume (12) is always
satisfied.

Consequently, each terminal can definitely start transmis-
sion after passing through at most N − 1 consecutive APs;
that is the maximum number of potentially available chances
for data transmission. More specifically, all terminals can
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transmit a packet at the head of the queue within

N × Tpacket + Tap. (13)

Fig. 3(d) shows an example of the arbitration when N
is three, where the colored or dashed rectangular bars indi-
cate corresponding APs. The filled ones represent the avail-
able chance for data transmission and occupied slots for
the dashed ones. We assume that all terminals, denoted by
STAs 1, 2, and 3, want to start data transmission at the packet
arrival timing, which is just after the end of AP assigned to
STA 1. Here, STA 2 detects its AP at the timing marked by
A2 and perceives that the channel is idle. Hence, STA 2 starts
its data transmission, which is marked by a sky blue colored
rectangle followed after AP denoted by A2. Subsequently,
STA 3 cannot start data transfer at the following AP timing,
denoted by D3, since the channel is busy due to STA 2’s
transmission. Similarly, STA 1 cannot use the subsequent AP
timing marked by D1. STA 3 receives its next AP marked by
A3, where STA 3 can now start data transmission because
the channel is idle. Similarly, STA 1 starts data transmission
at the end of AP marked by A1 after passing through two
consecutive assigned AP. What should be emphasized is that
the maximum wait time, or delay, is bounded by (13). Thus,
CSMA/AP-T provides equal opportunity for data transmis-
sion for all terminals within a bounded delay.

B. EVALUATION
We conducted the performance evaluation of the proposed
arbitration protocol through the comparison of CSMA/AP-T
with CSMA/CA.

1) DETAILS OF SIMULATION METHODS
The primary feature of CSMA/AP-T is that it provides a
deterministically determined upper bound of delay. To verify
this property, we evaluate the following two kinds of delay.
The first one, called ‘‘Wait time 1’’ hereafter, is the time
length between the arrival of a packet at the tail of the
transmission queue and its reception by the access point.
The second one, called ‘‘Wait time 2’’ hereafter, is the time
length between the arrival of a packet at the head of the
transmission queue and its reception by the access point.
In CSMA/AP-T, it is expected that Wait time 2 is strictly
bounded by (12), which allows us to predict the maximum
value of Wait time 1. In addition, in order to evaluate the
communication throughput in a wireless network, we define
the effective throughput as follows:

Effective throughput :=
Tpacket

Wait time 2
. (14)

These metrics are calculated with respect to successfully
transmitted packets.

Secondly, we specify the details of the wireless network
under study. A single star-topology wireless network is com-
posed of one access point and N terminals. The wireless
network layout is fixed during the consideration time since
the time offset only depends on N , not the layout. Assuming

all terminals are time-synchronized via Wi-Wi, there is no
hidden terminal problem in thewireless network. By referring
to the specifications of typical wireless networks, we deter-
mine network parameters as follows. All terminals use the
same designated 2.4 GHz bandwidth for data transmission,
where the data rate is 54 Mbps, the radius of the sensitivity
limit rS is 20 m, and the propagation speed of radio waves
c is 3.0 × 108 m/s. To analyze the delay dependency on N ,
we change N from ten to fifty with steps of ten.

Thirdly, we illustrate the implementation of CSMA/CA,
which is described in Algorithm 2 in detail. The parameters
of CSMA/CA are as follows. DIFS (Distributed Inter-Frame
Space) is 50 µs, SIFS (Short Inter-Frame Space) is 10 µs, and
SLOT is 20 µs. CW denotes the size of contention window
and its maximum and minimum values are referred to CWmax
and CWmin respectively.

Algorithm 2 Overview of CSMA/CA
Condition: Each terminal follows Distributed Coordination
Function (DCF) [17].
Initialization: CW is initialized to CWmin for all terminals.
1) When terminal i wants to transmit a packet to the

access point (i.e., the transmission queue is not empty),
the terminal has to listen to the channel for DIFS.

2) If terminal i finds the channel idle via carrier sense,
a) The terminal tries contention-based transmission

based on a binary exponential back-off algorithm.
b) If there are no back-off slots to carry over from

the previous contention, the terminal chooses the
SLOT index from [0,CW ]. If there is, the termi-
nal follows the previous one.

c) If the terminal finds the channel idle via carrier
sense for SLOT, decrement the SLOT index; oth-
erwise, the SLOT index will be carried over to the
next contention and move to Step 3)a).
i) When the SLOT index reaches 0, the terminal

starts its transmission.
ii) After its transmission, the terminal waits for

ACK from the access point for SIFS. If there
is, its transmission is successfully completed
and CW is updated to CWmin. If there is no
ACK, its transmission is regarded as failure
and CW is updated to 2CW + 1 as long as
CW is smaller than CWmax.

3) If terminal i finds the channel busy via carrier sense,
a) The terminal waits until the channel has been idle

for consecutive DIFS.
b) Return to Step 2)a).

Finally, we refer to the traffic model. We consider
the time length to transmit a fixed-length packet, which
is 1512 Byte, meaning that Tpacket is 224 µs including
propagation time from each terminal to the access point.
These variables are also based on the typical specifications
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of commercially deployed wireless apparatus. With these
parameters, we defined the identical assignment period Tap
equivalent to Tpacket, meaning that (13) always holds. The
simulation time duration is 20 s. The packet arrival time dis-
tribution at each terminal follows the exponential distribution
whose parameter λ is given by:

λ =
R

10× Tpacket
, (15)

where R is referred to as the traffic rate. In the following
analysis, R ranged from 0 to 1 with steps of 0.01. The larger
the traffic rate, the shorter the mean. We average the results
over ten different simulations obtained by changing the seed
of pseudorandom numbers.

2) PERFORMANCE ANALYSIS
We first evaluate the performance of low-latency packet
transmission provided by the proposed protocol. We com-
pare the Wait time 1 of CSMA/AP-T and CSMA/CA;
Figs. 4(a) and (b) represent the Wait time 1 as a function of
traffic rate obtained by CSMA/CA and CSMA/AP-T, respec-
tively. Each symbol represents the mean of the proportion of
Wait time 1 distribution of all packets successfully sent within
the indicated interval proportion for each traffic rate. In the
case of CSMA/CA, Wait time 1 increases dramatically the
delay when the traffic rate is larger than 0.5, even with respect
to the lower 10% delay. By contrast, with CSMA/AP-T, even
when the traffic rate is around 0.8, Wait time 1 becomes
smaller by a factor of at least ten compared with CSMA/CA,
which demonstrates better performance in low latency by
CSMA/AP-T. One remark here is that the drastic increase of
Wait time 1 is also observed in CSMA/AP-T when the traffic
rate is 0.9 or more. We clarify such a rapid increase in Wait
time 1 later below based on queuing analysis.

Secondly, we illustrate bounded delay in CSMA/AP-T. We
evaluateWait time 2 in both protocols; Figs. 4(c) and (d) show
the Wait time 2 as a function of traffic rate by CSMA/CA
and CSMA/AP-T, respectively. Each symbol in these fig-
ures denotes the mean of the proportion of Wait time 2 dis-
tribution. The black dashed line in Fig. 4(d) represents the
theoretical upper bound of Wait time 2 in CSMA/AP-T,
which derives from (12). Wait time 2 significantly increases,
as shown in Fig. 4(c), when the traffic rate is 0.5 or more
by CSMA/CA. By CSMA/AP-T, in contrast, the maximum
value of Wait time 2 is strictly bounded by 11× Tpacket even
with a high traffic rate.

Thirdly, we evaluate the efficiency of the proposedmethod;
Fig. 4(e) summarizes the effective throughput and the mean
of Wait time 2 obtained by CSMA/CA and CSMA/AP-T.
The effective throughput decreases when the traffic rate is
greater than 0.53, whereas, with CSMA/AP-T, the effective
throughput is strictly lower bounded. Likewise, the mean of
Wait time 2 by CSMA/CA dramatically increases when the
traffic rate is greater than 0.5, whereas that by CSMA/AP-T is
smaller than about 2.5 µs even when the traffic rate is beyond
0.9. In addition, the traffic rate that signals a drastic change

in effective throughput or Wait time 2 is about 0.5 in the case
of CSMA/CA, and about 0.9 in the case of CSMA/AP-T.

We apply the queueing theory to scrutinize these obser-
vations. Here, we consider that each terminal in the wire-
less network can be denoted as the M/G/1 queue, known as
Kendall notation [26] in the queueing theory. The service time
is equivalent to Wait time 2. We can obtain the utilization rate
ρ as follows:

ρ :=
λ

µ
, (16)

where λ is the mean arrival rate, which is defined in (15), and
µ is the mean of service rate, which derives from the inverse
of the service time. If ρ ≥ 1, the length of the queue or the
wait becomes infinity, meaning that the traffic is beyond its
capacity. Therefore, ρ < 1 is the requirement for stability.

In CSMA/AP-T, the utilization rate is strictly bounded:

ρ =
λ

µ
≤
R(N + 1)× Tpacket

10× Tpacket
=
N + 1
10

R, (17)

with equality if and only if all terminals send their packets in
chronological order without missing. When ρ is 1 or more,
the equality requirement (17) is definitely satisfied, which
means ρ equals (N + 1)R/10. Thus, instability occurs if the
following condition is verified:

10
N + 1

≤ R. (18)

In CSMA/CA, an upper bound of service time cannot be
analytically obtained because of its random back-off algo-
rithm. On the other hand, an expected mean of the service
time can be explicitly expressed by the collision rate p,
described in the article [27], [28]. The critical assumption
behind this is as follows: if ρ ≥ 1, ‘‘at each trans-
mission attempt, and regardless of the number of retrans-
missions suffered, each packet collides with constant and
independent p’’ [27]. Hence, the estimation value explicitly
expressed by p may converge to a constant. In our experi-
ments, Wait time 2 indeed converged to a constant value as
the traffic rate increases as shown in Fig. 4(e); thus, we can
substitute Wait time 2 obtained from the simulation for 1/µ
in (16). Then, the condition for instability in CSMA/CA is
given by:

10× Tpacket
1
µ̂

≤ R, (19)

where µ̂ is an approximation of the service rate. When N is
ten or twenty, 1/µ̂ is equivalent to about 19.8 × Tpacket or
44.7× Tpacket, respectively.

When ρ is one or more, some of the arrival packets get
stuck in the queue, which is a crucial factor representing
efficiency in wireless communications. We define the ratio
of the number of packets that have not been transmitted over
the total number of packets arrived within a given time as the
Lost Packet Rate (LPR); the variation of LPR obtained by
CSMA/CA and CSMA/AP-T when N equals ten and twenty
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FIGURE 4. Delay analysis by the proposed method where the number of terminals is ten. (a), (b) Wait time 1 distribution respectively obtained by
CSMA/CA and CSMA/AP-T when N is ten. Low-latency communications are realized by CSMA/AP-T. (c), (d) Wait time 2 distribution respectively obtained
by CSMA/CA and CSMA/AP-T when N is ten. The most striking result is that Wait time 2 is strictly bounded by the deterministic value in CSMA/AP-T.
(e) Mean of Wait time 2 and effective throughput obtained by CSMA/CA and CSMA/AP-T when N is ten. Even when the traffic rate is high, effective
throughput is strictly lower bounded in CSMA/AP-T thanks to bounded Wait time 2. (f) Lost packet rate (LPR) obtained by CSMA/CA and CSMA/AP-T
when N is ten and twenty. Besides, ◦ indicates LPR obtained from N = 10 and × does N = 20. Simulation results are shown to be consistent with
queuing analysis from the threshold at which LPR rises in the figure.

is shown in Fig. 4(f). The traffic rate threshold at which LPR
is greater than zero agrees well with the requirement for the
traffic rate R given by (18) and (19). When LPR is greater
than zero (i.e., the length of the queue becomes gradually
greater over time), Wait time 1 seems to increase rapidly,
corresponding to the wait time in the queue. The threshold

of a rapid increase of Wait time 1 observed in Figs. 4(a) and
(b) also shows good agreement with the rise of LPR.

In summary, we propose the CSMA/AP-T method, where
all terminals can send a packet within a deterministic
delay-bounded time, relying on precise time synchroniza-
tion performed by Wi-Wi. A periodic assignment of AP
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for each terminal achieves bounded delay where the time
offset between the successive terminals in the chronological
order is set to be identical. In addition, we explicitly give
the requirement on the assignment period to avoid collisions
safely. Secondly, we have conducted the performance anal-
ysis on the proposed method to verify its property. As a
result, low-latency packet transmission with bounded delay is
demonstrated with CSMA/AP-T for ten terminals. Moreover,
the delay for both proposed and conventional methods is
defined analytically and shown to be consistent with the
simulation results, based on queueing analysis.

V. ARBITRATION FOR WIRELESS COMMUNICATIONS
BASED ON PRECISE SPACE-TIME SYNCHRONIZATION:
CSMA/AP-TS
In this section, we describe the details of CSMA/AP-TS as an
extension of CSMA/AP-T based on precise time-space syn-
chronization by Wi-Wi. Once the two-dimensional geometry
information of the network is appropriately identified through
Wi-Wi synchronization, the time offset to avoid collisions
can be as small as the propagation time between terminals.
Therefore, APs can be densely packed, which allows the
assignment period for collision-free arbitration to be shorter
than that of CSMA/AP-T. Consequently, CSMA/AP-TS can
accommodate a significantly larger number of terminals than
CSMA/AP-T in many configurations.

Simultaneously, however, CSMA/AP-TS poses a certain
additional cost because the order assignment mechanism is
required to determine the appropriate chronological order.

A. PRINCIPLE
We first describe the basic principle of CSMA/AP-TS. The
primary condition is the same as with CSMA/AP-T: a
star-topology wireless network consisting of one access point
and terminals, no hidden terminal problem, unlimited queue
capacity for each terminal, and a fixed-length data packet
to send. In addition to time synchronization, CSMA/AP-TS
utilizes relative position detection achieved by Wi-Wi. The
main difference between CSMA/AP-T and CSMA/AP-TS is
the set of time offsets of the assignment period for successive
terminals. We determine the time offset as follows:

Ti,i+1 = max{1t,
di,i+1
c
}, i = 1, . . . ,N − 1, (20)

TN ,1 = max{1t,
dN ,1
c
}, (21)

Ttot,N : =
N−1∑
i=1

Ti,i+1 + TN ,1, (22)

Tap = Tpacket, (23)

where N is the number of terminals in the wireless network,
assuming that all terminals are ordered. di,j is the geometric
propagation distance in a direct path between terminal i and
terminal j, c is the propagation speed of radio waves and
1t is the designated time length for AP. Tpacket denotes the
time length to transmit a single data packet, including the

FIGURE 5. Schematic time axis of CSMA/AP-T and CSMA/AP-TS. Time
offset should be long enough to detect transmission from the successive
terminal (i.e., propagation time in a direct path). Time offset in
CSMA/AP-TS can be shorter than CSMA/AP-T.

propagation time from each terminal to the access point.
Figs. 5(a) and (b) show examples of the assignment of
AP and its chronological order based on CSMA/AP-T and
CSMA/AP-TS, respectively. Algorithm 3 shows the details
of the arbitration.

Algorithm 3 Overview of CSMA/AP-TS
Condition: Each terminal can detect AP based on precise
time synchronization via Wi-Wi.

1) When terminal i wants to transmit a packet to the
access point (i.e., the transmission queue is not empty),
the terminal has to wait for its assigned AP.

2) If terminal i finds the channel idle via carrier sense until
the end of AP,
a) The terminal starts its transmission at the end of

AP.
b) A radio wave from the terminal assuredly arrives

at terminal j(∀j 6= i), due to the setting of the time
offset. Proof: Based on triangle inequality,
di,j(∀j 6= i) is upper bounded as follows:

di,j ≤



j−1∑
k=i

dk,k+1

N−1∑
k=i

dk,k+1 + dN ,1 +
j−1∑
k=1

dk,k+1

,(24)

where the former is given when j ∈ [i + 1,N ],
the latter is otherwise.

c) The other terminals can listen to the transmission
from terminal i and will not disturb it.

3) If terminal i finds the channel busy via carrier sense by
the end of AP,
a) At the end of AP, the terminal decides to postpone

its transmission until its next AP, i.e., return to
Step 2).

The main benefit of CSMA/AP-TS is that the lower
limit of the assignment period can be smaller than that of
CSMA/AP-T; thus, Tap is given by Ttot,N and increases the
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maximum potential communication bandwidth usage effi-
ciency. The constraint to guarantee the deterministic delay is
given by:

∃m ∈ N, 0 ≤ Tpacket − Ttot,N × m ≤ min
i,j∈N∗

1≤i<j≤N

Ti,j, (25)

If Tap is set to Ttot,N , a terminal has to wait consecutive APs
at most m times when it senses the channel as busy.
With the arbitration described above, CSMA/AP-TS guar-

antees equal opportunity for all terminals with a bounded
delay, whose maximum is still given deterministically by
(12). All terminals can send a packet withinN×Tpacket+Tap,
thanks to the assignment of AP in chronological order.

B. ORDER ASSIGNMENT ALGORITHM
We assumed that the order of periodic assignment of AP had
been determined prior to the arbitration. The order signifi-
cantly impacts on CSMA/AP-TS; this is because the smaller
Ttot,N is, the more we can benefit from its temporally densely
packed APs. Therefore, the order assignment algorithm is
necessary for CSMA/AP-TS. Finding the best order to min-
imize Ttot,N is equivalent to solve the traveling salesman
problem (TSP); in general, finding the optimal solution is
hard in polynomial time. Heuristic algorithms are known
to obtain approximate solutions for TSPs, such as genetic
algorithm and Nearest Neighbor (NN) [29]. In this study,
we adopt NN.

The TSP under study regarding a star-topology wireless
network is formulated as follows:

maximize
∑
i∈V

∑
j∈V

dijxij

subject to xij ∈ {0, 1} (∀i, j ∈ V )∑
i∈V

xij = 1 (∀i ∈ V )∑
j∈V

xij = 1 (∀j ∈ V )

∑
i∈T

∑
j∈V\T

xij ≥ 1 (∀T ⊂ V ,T 6= ∅) (26)

where N is the number of terminals, V is the set of terminals,
and di,j is the distance between terminal i and terminal j. The
detail of NN for a star-topology wireless network is described
in Algorithm 4.

Algorithm 4 Overview of NN for CSMA/AP-TS
Initialization: Choose terminal i(i ∈ V ) as the initial terminal
at random, then add it to U .
1) As long as |U | < N is satisfied, follow two steps.

a) Choose terminal j(j ∈ V\U ), which minimizes
di,j.

b) Update parameters: U ← U ∪ j, i← j.
2) Choose the path between the current terminal and the

initial terminal.

FIGURE 6. Performance comparison of TSP solutions from different
algorithms. (a) Ttot,N as a function of the number of terminals. Ttot,N in
CSMA/AP-TS is derived from the total length of the closed path found by
NN or Two-opt. In the case of CSMA/AP-T, we calculate Ttot,N
following (10). (b), (c) Example of solution and Ttot,N respectively
obtained by NN and Tw-opt.

We examine the impact of TSP algorithms on Ttot,N with
the following method for the simulations. The terminals are
randomly and uniformly located within the sensitivity limit
of the access point whose radius rS is 90 m. Ttot,N derives
from dividing the total length of the closed path by c, except
for CSMA/AP-T: Ttot,N follows (10) in CSMA/AP-T. To
examine the dependency of Ttot,N on N , we change N from
fifty to five hundred by steps of fifty. The seed of pseudoran-
dom numbers used to specify the terminal layout is changed
a thousand times for each given N , and the evaluation is
averaged over them.

We first compare Ttot,N obtained by CSMA/AP-T and
CSMA/AP-TS; Fig. 6(a) shows Ttot,N as a function of N . It
is apparent that Ttot,N from CSMA/AP-T increases linearly
because of its definition (10); in this configuration, the capac-
ity limit of CSMA/AP-T is 373. On the other hand, Ttot,N pro-
vided by CSMA/AP-TS is approximately ten times smaller
than the one from CSMA/AP-T; that is, we observed that
CSMA/AP-TS allows more terminals than CSMA/AP-T and
preserve equality between terminals. The maximum capacity
of CSMA/AP-TS is derived by dividing Tpacket by 1t; in
this configuration, it amounts to about sixty times as many
terminals as for CSMA/AP-T.

Secondly, we compare two approximation algorithms; the
closed paths shown in Fig. 6(b) and (c) show the short-
est paths obtained by NN and Two-opt [29], respectively.
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FIGURE 7. Delay analysis of the proposed method. (a), (b) Wait time 2 distribution obtained by (a) CSMA/AP-T and (b) CSMA/AP-TS when N is 100. Both
protocols provide bounded delay and low-latency communications. (c) Wait time 2 distribution respectively obtained by CSMA/AP-TS when N is 400.
CSMA/AP-TS provides bounded delay even with a large number of terminals, whereas CSMA/AP-T cannot. (d) CUE with traffic rate evolution obtained by
CSMA/AP-T and CSMA/AP-TS when N is 200. Although CUE obtained by CSMA/AP-TS is greater than the one by CSMA/AP-T when the waiting queue
becomes infinite, the difference is marginal.

Two-opt finds a shorter path than NN; however, an increase
of Ttot,N is at most 24% of the one obtained by Two-opt as
observed in Fig. 6(a). Therefore, sufficient performance can
be obtained by NN with its simple calculations.

C. EVALUATION
We conducted the performance evaluation of CSMA/AP-TS
through the comparison with CSMA/AP-T.

1) DETAILS OF SIMULATION METHODS
We first introduce some evaluation items. Following the dis-
cussion in Section IV, we evaluate Wait time 2 to verify
the upper boundedness of the delay provided by the pro-
posed method. To compare the efficiency in communication,
we define the Channel Utilization Efficiency (CUE) as the
ratio of the time length used for packet transmission over the
consideration time. Here we assume the order assignment is
completed prior to the arbitration; this is because our inter-
est regards evaluating the pure performance improvement of
CSMA/AP-TS over CSMA/AP-T.

The specifications of the wireless network are given as
follows; the terminal layout is fixed during consideration

time, there is no hidden terminal problem, all terminals use
the same designated 2.4 GHz bandwidth for packet transmis-
sion, the data rate is 54 Mbps, the radius of the sensitivity
limit rS is 90 m, and the propagation speed of radio waves
c is 3.0× 108 m/s. To examine the delay dependency on
N , we change N from 100 to 500 by steps of 100; indeed,
CSMA/AP-T cannot control terminals more than 400 as
shown in Fig. 6(a).
Secondly, the traffic model is specified as follows. As

introduced in Section IV, a fixed-length data packet of
1512 Byte or Tpacket of 224 µs is assumed. The time duration
considered in the simulation lasts 20 s. The packet arrival
time distribution at each terminal follows an independent
exponential distribution with parameter λ:

λ =
R

100× Tpacket
, (27)

where R is the traffic rate. The seed of pseudorandom num-
bers is changed ten times.

For the sake of simplicity, we define the identical assign-
ment period Tap equivalent to the estimation value of Ttot,N

VOLUME 9, 2021 85095



Y. Yamasaki et al.: Delay-Bounded Wireless Network Based on Precise Time Synchronization

instead of the true value, where (25) is always satisfied:

T̂tot,N ,m = min
m∈D
{
Tpacket
m
}, (28)

where D is the set of divisors of Tpacket and the estimation
value should be greater than true Ttot,N to satisfy (13).

2) PERFORMANCE ANALYSIS
We first evaluate the delay provided by two protocols;
Figs. 7(a) and (b) show the Wait time 2 as a function of the
traffic rate for CSMA/AP-T and CSMA/AP-TS, respectively.
Each symbol in these figures deciles Wait time 2 distribution
and the black dashed line shows the bounded delay value
derived from (12). We observe clearly that both protocols
successfully provide a delay with a deterministically defined
maximum. In Fig. 7(c), the number of terminals is 400, which
is greater than the capacity limit of CSMA/AP-T as shown
in Fig. 6(a), demonstrating the high-capacity ability offered
by CSMA/AP-TS.

Secondly, we compare these protocols from the perspective
of CUE. The red and blue circular markers in Fig. 7(d) show
CUE as a function of the traffic rate obtained by CSMA/AP-T
and CSMA/AP-TS, respectively. CUE reaches its maximum
value because of induced contentions in all terminals when
the traffic rate is greater than 0.5; that is equivalent to the
threshold leading to the rise of LPR according to the analysis
in Section IV. The maximum value of CUE in both protocols
is equally delivered by:

N × Tpacket
N × Tpacket + Tap

. (29)

Since Tap for CSMA/AP-TS is surely smaller than for
CSMA/AP-T, CSMA/AP-TS uses the bandwidth more effi-
ciently even when the traffic rate is high, as compared with
CSMA/AP-T, as long as Tap is equivalent to Ttot,N . However,
the difference is only about 0.5% beyond 0.5 traffic rate,
as demonstrated in the inset of Fig. 7(d); this is because the
first term of the denominator is larger than the difference of
Tap between two protocols when N is sufficiently large.

VI. EXPERIMENTAL DEMONSTRATION
This section describes the experiment conducted to verify
the principle of CSMA/AP-T with specific wireless devices
implementing the Wi-Wi principle, which are called Wi-Wi
in the following. In order to verify the basic principle of
information transfer based on CSMA/AP-T, the experiment is
based on a star-topology wired network wherein all terminals
are connected with individual Wi-Wi modules to accom-
plish the precise time synchronization among the entire net-
work. Note that the information is transferred over electrical
cables whereas Wi-Wi time synchronization is delivered in
wireless, as the primary goal of the experiments is to give a
proof-of-concept based on CSMA/AP-T.

A. EXPERIMENTAL DETAILS
A schematic diagram of the experiment is shown in Fig. 8(a).
We have constructed a star-topology system with three

FIGURE 8. Design of the experimental setup used to verify the principle
of CSMA/AP-T. (a) Schematic diagram of the experiment. The wired
network is composed of three digital I/O devices, each equipped with a
dedicated Wi-Wi module. One of the three terminals is considered an
access point. The other two work as edge terminals, called ‘‘STA 1’’ and
‘‘STA 2’’, respectively. Wi-Wi provides each device with a 10 MHz reference
signal and a 1 pps time-based clock one, which are synchronized via
wireless communications at the 920 MHz band. (b) Overview of the
experimental setup.

terminals, wherein one of those is operated as the access
point, whereas the other two work as the transmitters called
STA 1 and STA 2. Each terminal comprises a personal com-
puter with a dedicated digital I/O device which is coupled
with a Wi-Wi module.

We first describe the details of the devices. The communi-
cation band ofWi-Wi modules is 920MHz. AWi-Wi module
provides a 1 pps trigger signal and a 10MHz reference signal,
which are connected to the input ports of the digital I/O
device. Fig. 8(b) shows a photograph of the experimental
apparatus. All terminals are time-synchronized via Wi-Wi
by phase-locking through the Wi-Wi principle described in
Section III, called phase-locked state, accomplished by press-
ing the lock button on the Wi-Wi module itself. In contrast,
pressing the reset button makes the timing asynchronous
between modules.
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FIGURE 9. Experimental demonstration of the proposed arbitration by CSMA/AP-T. (a) The time difference between the beginning of the
reception by the access point and the detection by the other transmitter. The left figure shows the skew between the access point and STA 1 and
the right one does the skew between the access point and STA 2. We can clearly observe that the phase-locked state given by Wi-Wi reduces the
time difference or skew. (b) The data transmission experimental demonstration concerning equality provided by CSMA/AP-T. The upper part
schematically depicts the demonstration scenario, whereas the lower part summarizes the experimentally observed data by the terminals. There
is no inequality of communication when comparing both transmitters.

The arbitration mechanism of CSMA/AP-T is imple-
mented by software using LabVIEW 2019 to control the
digital I/O devices.More specifically, we utilize the following
standard desktop computers to be connected to each I/O
device: STA 1: Dell Precision 5820 Tower (CPU: Intel Xeon
W-2102, 2.9 GHz, RAM: 16GByte, OS: Windows 10 Pro
for workstations), STA 2: Dell Precision 5820 Tower (CPU:
Intel XeonW-2104, 3.2 GHz, RAM: 16GByte, OS:Windows
10 Pro for workstations), and Access point: Dell Precision
Tower 3620 (CPU: Intel Core i5-6500, 3.2 GHz, RAM:
8GByte, OS: Windows 10 Pro).

The network parameters are determined as follows: the
data rate is 1 Mbps, the message includes 40 digits
0 and 1 data and each transmitter transmits the packet for
Tpacket, here 1 s. The other parameters are as follows; AP
duration 1t is 1 ms, assignment of AP period Tap is 1 s, and
identical time offset is 20 ms.

B. EXPERIMENTAL DEMONSTRATION OF CSMA/AP-T
We first evaluate the impact of precise time synchronization
via Wi-Wi. Based on CSMA/AP-T, each transmitter tries to
send a packet exclusively during the operation time, here
180 s. The transmitter can start its transmission if the channel
is idle during the AP duration, as discussed in earlier sections.
To mimic the carrier sense, each terminal detects the other
transmission by monitoring the communications between the
access point and the other terminal.

It is expected that the time difference between the reception
time of the access point and the detection of the other trans-
mitter will diverge without Wi-Wi because time synchroniza-
tion cannot be established.

Fig. 9(a) shows the measured skew between the access
point and each STA. The left figure shows the skew between
the access point and STA 1, the right one We observe that the
skew is significantly larger without Wi-Wi than with Wi-Wi.
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The reduced skew enabled by Wi-Wi is of the essence to
verify a fundamental requirement of the proposed arbitration
method, because the precise AP time offset among terminals
is critical for collision-free arbitration of CSMA/AP-T aswell
as CSMA/AP-TS.

Secondly, we confirm the validity of exclusive transmis-
sion provided by CSMA/AP-T. In the case of CSMA/CA,
a particular terminal may continue data transmission even
though others are continuously waiting because of its ran-
dom access scheme. Conversely, CSMA/AP-T provides equal
opportunity for each terminal by following the assignment
of AP as theoretically and numerically demonstrated in
Section IV. To experimentally demonstrate such a fea-
ture, we configure the following scenario as schematically
depicted in the upper part of Fig. 9(b). In the first 60 s
duration, denoted by the 1st Period, only STA 1 wants the
data transfer all the time. In the subsequent 60 s duration (the
2nd Period), both STA 1 and STA2 have the data transmission
demands. Finally, in the next 60 s duration (the 3rd Period),
only STA 2 wants the data transfer all the time.

Fig. 9(b) summarizes the experimentally observed data
transmission by STA 1, STA 2, and the data receipt by
the access point during the 1st, 2nd, and 3rd Periods. We
observe that STA 1 and STA 2 transmit packets exclusively
and alternately, even when both STAs always want to send
packets in the 2nd Period. In addition, although the number of
transmitters changes at 60 s and 120 s, CSMA/AP-T provides
equal opportunity for both terminals without collision at any
time. On the other hand, it is also observed that there are
periodical idle time durations of the access point. Indeed,
we canminimize the dead time of the access point usagewhen
Tap is set to Ttot,N . However, since there are some technical
problems concerning the real-time operation, we cannot set
Tap to Ttot,N ; resulting in the periodical dead time duration
shown in Fig. 99(b).

VII. DISCUSSION
Before the concluding remarks, we address a few aspects
of our study. We first refer to the differences between
CSMA/AP-T and CSMA/AP-TS. As discussed in this paper,
both can secure the delay bounded by a deterministic
value. The main attribute of CSMA/AP-T is that it does
not need the order assignments for each and every ter-
minal thanks to its identical time offset. CSMA/AP-TS,
on the other hand, can accommodate more terminals than
CSMA/AP-T at the expense of cumbersome determination
of time offset concerning the spatial information of the ter-
minals. Each of the proposed methods will be beneficial
in specific domains; for example, applications to local 5G
for CSMA/AP-T by exploiting its straightforward control
principle, whereas applications to a fixed massive array of
robots for CSMA/AP-TS by taking advantage of its capacity
and further short assignment period.

Secondly, we discuss the hidden terminal problem. This
study presumes no hidden terminal problem; however,
severe electromagnetic environments sometimes exist, such

as physical obstacles to prevent the high-frequency radio
wave from propagating. In such a case, the CSMA scheme
may cause interference even when CSMA/AP is in operation.
Meanwhile, sinceWi-Wi utilizes a low-frequency bandwidth,
which is currently experimentally set at 920 MHz, Wi-Wi
signal can widely propagate thanks to diffraction. Therefore,
one approach to solve the hidden terminal problem is utilizing
the Wi-Wi communication bandwidth also for carrier sense,
not just for time synchronization, so that the Wi-Wi signal
covers the area of interest without any hidden terminals. This
is a noteworthy example symbolizing the potential benefits
from the separated bandwidth allocation used for Wi-Wi
synchronization. Detailed discussions are expected to trigger
fascinating future studies.

Finally, we refer to the effect of the mobility of terminals.
To effectively exploit the fact that the CSMA/AP-T provides
collision-free arbitration with bounded delay regardless of the
layout, the number of terminals should be properly grasped.
Therefore, managing the active participants in a given wire-
less network is an essential future study, also taking into
account the mobility of terminals. Besides, the variation in
the propagation time from the terminal to the access point
is another problem when the terminal’s mobility is highly
variable. Ultimately, an autonomous and distributed principle
is expected to be developed for solving these problems.

VIII. CONCLUSION
This paper demonstrates that, by utilizing precise time and
space synchronization among terminals in wireless networks,
the communication delay is strictly bounded by deterministi-
cally determined value with a simple arbitration mechanism.
Wireless two-way interferometry, known as Wi-Wi, realizes
the essential time and space synchronization. We utilize the
notion of Arbitration Point (AP) to specify the time duration
for carrier sense, which is precisely coordinated to avoid col-
lisions. Specifically, we propose and demonstrate two arbi-
tration protocols; one is CSMA/AP-T with an identical time
duration for all terminals guaranteed by time synchronization,
the other is CSMA/AP-TS with optimized time duration for
collision-free arbitration based on space-time synchroniza-
tion. By exploiting the shared precise timing information,
both protocols equally provide chances for data transmission
with all terminals; thus, realize the delay-bounded property.
Further, we show an analytical formula based on queue-
ing theory to examine the bounded delay in the proposed
arbitration.

The precise time synchronization by Wi-Wi enables all
participants to share their timing information, meaning
that each terminal can autonomously detect its AP. The
periodic assignment of AP for each terminal guarantees
delay-bounded property in both proposed protocols. Besides,
we have formulated explicit conditions and requirements to
assure the delay upper boundedness under time and space
synchronization. More specifically, the identical time offset
in CSMA/AP-T allows all terminals to start their data trans-
mission within the bounded delay regardless of the terminal
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layout. On the other hand, CSMA/AP-TS benefits from
utilizing the two-dimensional geometry information of ter-
minals; that is, the time offset between successive data trans-
mission chances becomes shorter than with CSMA/AP-T.
The consecutive APs assigned to each and every terminal
are temporally densely packed by appropriately ordering the
timing for all terminals in the network. Thus, we demon-
strate that CSMA/AP-TS can accommodate approximately
60 times more terminals than CSMA/AP-T in the same con-
figuration. Meanwhile, CSMA/AP-TS presupposes solving a
traveling salesman problem (TSP) for the assignment of AP
in the appropriate chronological order. We show that a simple
heuristic algorithm for TSP can yield sufficiently tolerate
performance with limited computation resources.

In addition, we have constructed a star-topology wired
network for the experimental demonstration of the pro-
posed arbitration protocol, wherein all terminals are
time-synchronized by Wi-Wi. CSMA/AP-T is implemented
to confirm its fundamental properties, especially equality in
communications. The reduced skew by Wi-Wi time synchro-
nization is clearly observed; as a result, collision-free data
transmission is demonstrated based on the precisely con-
trolled timing information provided byWi-Wi while ensuring
performance equality between all contended terminals.

Throughout this paper, we examined the delay bounded
wireless communications based on the Wi-Wi paradigm
assuming space-time synchronization established viawireless
signals. In the meantime, the Wi-Wi paradigm may provide
novel directions in innovation for Information and Com-
munication Technology (ICT) development; for instance,
improving the conventional asynchronouswireless communi-
cation such as slotted-ALOHA [30], or constructing versatile
autonomous self-organized networks based on the precise
timing information.

In summary, this study paves a new way for wireless
communications with upper bounded, which provides the
basis of ultra-reliable and high-quality information transfer
accomplished by the precise time and space synchronization
provided by Wi-Wi.
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