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ABSTRACT This paper proposes two natural language processing models for extracting useful information
from multilingual, unstructured (free form) CV documents. The model identifies the relevant document
sections (personal information, education, employment, etc.) and the corresponding specific information
at the lower hierarchy level (names, addresses, roles, skill competences, etc.). Our approach employs the
transformer architecture and its multilingual implementation of the encoder part in the form of the BERT
language model. The models are trained and tested on a large, manually annotated CV dataset, achieving
high scores on standard accuracy measures. The proposed models exhibit important properties of end-
to-end training and interpretability, which was investigated by visualizing the model attention and its vector
representations.

INDEX TERMS Information retrieval, natural language processing, text analysis, recurrent neural networks,
CV parsing.

I. INTRODUCTION
Automatic extraction of useful information from CVs given
in free form is a difficult task in the area of natural language
processing (NLP). A system which could convert a free-form
CV into a given highly organized structure can be a very
valuable tool to recruiters and various job market websites.
Useful information in this case includes personal information
such as first and last name, residential addresses and spoken
language, as well as information about past employments,
education and skills or competences of the person. As any of
this information can be presented in many different formats,
it is not possible to create a simple parser (e.g. using regular
expressions) that would accurately extract all the important
information. The problem becomes even more complicated
when multiple languages have to be supported, which is
another obstacle for a potential rule-based parser.

Therefore, in our work, machine learning techniques are
used in the context of NLP in order to achieve a high degree
of accuracy in extracting the desired information in arbitrary
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format in five languages. Our work addresses the CV parsing
problem by constructing an NLP system with several inter-
connected machine learning models, using state-of-the-art
NLP models as the basis. Namely, common approaches in
NLP involve the use of recurrent neural networks that receive
the elements of the input sequence and perform classifi-
cation for them. A new deep model architecture recently
designed for sequential input data, called transformer [1],
allows parallel processing of the input sequence. It also allows
a certain degree of model interpretability due to the attention
layers used as the main element of feature extraction. Our
approach uses the transformer architecture and its multilin-
gual implementation of the encoder part in the form of the
BERT language model. The model extracts and classifies
the relevant sections of a document (personal information,
education, past employment, skills) and, at a lower hierar-
chy level, extract and classifies the corresponding specific
information such as names, dates, organizations, positions,
university degrees, individual skills and their (self-assessed)
competence degrees.

The models were evaluated using standard metrics:
precision, recall and F1 scores on a dataset consisting
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of 1686 annotated CVs in five languages: English, Swedish,
Norwegian, Finnish and Polish. The languages come from
various language families and sub-families, which highlights
the effectiveness of our proposed method. Finnish is a mem-
ber of the Uralic language family, while the rest of the lan-
guages belong to the Indo-European family. Swedish and
Norwegian are members of the Indo-European North Ger-
manic language sub-family, English, of the West Germanic
sub-family and finally, Polish belongs to the Slavic sub-
family. The original CVs were obtained from a Northern
European independent consultant provider - Ework Group.1

The main contributions of this work are listed below.
• Categories and labels for efficient classification of the
CV information are defined.

• A multilingual model for extraction of section and item
level information from a CV document is described.

• A model for extraction of self-assessment competence
information for individual skills is described.

• The proposed models are thoroughly tested and ana-
lyzed, using data in multiple languages: English,
Swedish, Norwegian, Polish, and Finnish.

The paper is organized as follows. Sect. II comments on
related work and models which we use as part of the pro-
posed system. Sect. III describes the proposed models along
with the labels proposed for identification of important CV
information. Sect. IV describes detailed evaluation results
including accuracy measures. Sect. V gives visualizations of
attention and vector representation for both proposed models.
Conclusions are given in Sect. VI.

II. RELATED WORK
This section gives a brief overview of the relevant previous
research done in the areas of natural language processing and
CV parsing. In Sect. II-A we consider the state-of-the-art
NLP models that we have applied for the purposes of CV
parsing. In Sect. II-B we discuss alternative CV parsing
approaches proposed by other researchers.

A. RELEVANT NLP MODELS
Recurrent models that primarily use long short-term
memory [2] and gated recurrent cells [3] are consid-
ered state-of-the-art in many areas of natural language
processing – sequence and language modeling, and machine
translation. Recurrent models typically divide the calculation
to each segment of the input string. On each input position,
the hidden state ht is calculated as a function of the previous
state ht−1 and the current input to the model at position t .
This way of array processing disables parallelization, which
becomes a problem with long input sequences, where limited
memory reduces the ability to use mini-batches.

Attention mechanisms have become an integral part of
recurrent models, enabling the modeling of mutual depen-
dence of different segments of the input sequence regardless
of their mutual distance. The authors in [1] proposed a new

1https://www.eworkgroup.com/

architecture called transformer, which instead of the recur-
rent mechanism exclusively uses the attention mechanism to
model global dependencies between model input and output.
This allowed the parallelization of themodels which deal with
sequences and new state-of-the-art performance has been set
in a number of NLP areas. The attention mechanism can be
described as mapping of a query and a collection of key-value
pairs to the output, where query, key, value, and output are
vectors. The output is calculated as the weighted mean of
all values, where the weight of each value is determined by
compatibility of the query to the respective key. Saving all
inputs in one matrix allows parallel attention calculation for
all input elements.
Bidirectional Encoder Representations from Transformers

(BERT) is a model presented in [4]. Unlike earlier models
designed for language modeling, BERT is designed to learn
deep bidirectional representations on unlabeled text by joint
conditioning using left and right contexts in all layers of
the model. This allows fine-tuning of BERT parameters on
a large number of other problems. WordPiece [5] vector
representations with a vocabulary of 30 000 tokens are used
as input to BERT. The first token of each sequence is a special
classification token ([CLS]) and the final hidden state corre-
sponding to this token is used as an aggregate representation
of the entire input sequence for classification problems. The
BERT architecture is actually the multilayer encoder of the
transformer. In this work we have used a multilingual model
that is case sensitive, pre-trained with a corpus of 104 differ-
ent languages.

B. CV PARSING
Standard methods of extracting useful information from
sources such as CV documents, where the structure varies
from one document to another, are usually costly in terms of
time and resources for manual rule design or a careful design
of features which would enable development of a machine
learning algorithm. The problem with these approaches is
their non-robustness to unprecedented examples, for which
it is then necessary to adjust the conceived rules or manually
created features. More weaknesses of such approaches arise
when there is a need to support multiple CV languages, where
each change in the logic of the extractor needs to be mapped
to the required number of languages.

Researchers have investigated the resume parsing prob-
lem with different assumptions, goals and results. The work
in [6] uses hierarchical labels similar to our work (with
section and item levels), but separate models for each
level are used, so the training is not end-to-end as in our
approach. Instead, first the section level is tagged using a
hiddenMarkovmodel (HMM) [7], then theEducation section
is sent to another HMM, and the Personal section to the
SVM model, and these models then tag each element using
term frequency - inverse term frequency (TFIDF) [8] input
features.

The work in [9] uses a combination of Convolutional
Neural Network (CNN) [10], Conditional Random Field
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(CRF) [11] and Bidirectional Long-Short-Term-Memory -
CNN (Bi-LSTM-CNN) [2] models for sequence tagging with
hierarchical labels. Global Vectors for Word Representation
(GloVe) [12] word embeddings are used, and a CNN model
first divides a CV into Personal,Occupation and Educational
sections. Then the output of each section is passed through
three different CRF + Bi-LSTM-CNN models. Again, the
advantage of our work is the use of end-to-end training and
our model has the ability to use cross-information between
section and item levels.

To name some less relevant approaches, parsing by [13]
is viewed as a simple sequence tagging problem (with-
out hierarchical labels), for which the word2vec embed-
dings [14] and the CRF model were used. The authors have
also tried using hand-crafted features, but with worse perfor-
mance results than when using word2vec. In [15] a manual
parser was created for important features, but not all fea-
ture examples are given and the parser was not described.
In [16], the keywords from the database are hard-matched
and the score with respect to the job description is cal-
culated. Similarly, in [17] a candidate-job score is created
using hard string matching of skills and institutions from the
database.

An interesting approach in [18] uses heuristics for dividing
a CV document into chunks based on the visual features from
the document in PDF format (font type and size, spaces, etc.).
The chunks were classified using a Support Vector Machine
(SVM) [19] model; then the Education and Personal chunks
were given to the CRF to extract the detailed information.
Similar to [6] and our work, the hierarchical labels are used,
but model is not trained end-to-end and manually designed
features were used for both SVM and CRF.

It is important to note that none of the above mentioned
papers dealt with multilingual data. Also, their models were
not transparent in the sense of the ability to understand why
some outputs were chosen instead of the others, which is an
important property of our models (see Sect. V).

III. CV INFORMATION EXTRACTION
This section describes the proposed models for extracting
information from free-form CVs. First, in Sect. III-A we pro-
pose a classification of parts of the CV text which is suitable
for automatic extraction of useful information. Sect. III-E
describes in detail the architecture of the models, while the
training parameters are specified in Sect. III-F.

A. TYPES OF INFORMATION
We have defined two levels of information: item level and
section level. Item level contains ‘‘hard’’ information such as
names (of a person or organizations such as previous employ-
ers), locations, dates etc. The purpose of the section level
is to contextualize the item level information. For example,
a university name (detected in the item level) can belong to
an education section (if the person studied there) or to an
employment section (if the person worked there, e.g. as a
teacher).

Additionally, within the Skills section of the section
level, self-assessment labels are extracted for degrees of
competence of individual skills. Using this data, all skills
found within the CV can then be sorted according to the
following criteria: competence by self-assessment, duration
of use, time since last use, and importance of a skill within
the employment.

B. ITEM LEVEL
As part of the item level information we have defined 13 dif-
ferent labels:

• NAME: first and last name. Example: As a strategy
consultant in 2015, Fredrik Gillberg acquired immense
experience. . .

• ADR: an address, i.e. place of residence, usually
given as street name and number. Example: Address:
Visiokatu 1 33720 Tampere, Finland

• MAI: an email address. Example: E-mail (work):
angel.toribio@gmail.com

• NMR: a phone number. Example: Nivico contact:
+46 73 78 88 073

• LAN: a spoken language. Example: Languages: Finnish
- Native, English - Fluent, Swedish - Basic

• LOC: a geographical location including continents,
countries, states, provinces, counties, regions, cities, vil-
lages and municipalities. Example: Working as Chief
Software Architect at LATO Oy, Espoo, Finland since
2012 till date

• DAT: an individual date containing day, month and year;
month and year only; or year only. Example: EXPERI-
ENCE: Avalanche Studios 2013 – 2015

• DUR: a time period. Example: Rasmus is a full stack
project manager with more than ten years experience. . .

• ORG: a name of an organization, an institution or a busi-
ness subject. Example: Consultant / Software Designer.
KajaPro Oy, Oulu. Finland 01 / 2012 – 04 / 2012

• ROL: an job title or a profession. Example: Mihail is
a senior embedded software developer, currently hold-
ing. . .

• EDU: a name of an educational institution: schools,
universities, faculties and institutes. Example:
Education: 2010-2016 Aalto University
School of Electrical Engineering

• DEG: information about an educational degree, usually
a diploma or academic title. Example: I obtained a
master’s degree in statistics (subtopic: machine learn-
ing). . .

• CER: a course certificate. Example: CSA Sun Certified
System Administrator for Solaris

• O: denotes a token not belonging to any of the above
categories.

C. SECTION LEVEL
As part of the section level information we have defined six
different labels:
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• Personal: personal information such as first and last
name, address, phone number, email, location of res-
idence, nationality, gender, date of birth, and lan-
guage. Example: Angela Mikkonen, S- 165 71 Hässelby,
Mobile: +46 70 830 0929, e-mail: lasc@valcon.se

• Emp_INFO: basic information about a single employ-
ment, usually including start and end date, name of orga-
nization, and job title. Example: Senior management
consultant, Valcon (2010-2015)

• Emp_DESC: a description of the task within an
employment, usually after the Emp_INFO section.
Example: Identified critical areas and issues to improve
/ Driver diagrams. Established cross-functional process
and process organization

• Education: a description and location of primary, sec-
ondary or higher education; diplomas, certificates, and
various courses. Example: Valcon ‘‘Consulting Skills
Training’’ (2011-2012), Lean, Luleå University of Tech-
nology (2010)

• Skills: competences, areas of expertise. Example: Busi-
ness Performance management and operational perfor-
mance measurement. Customer Journey Mapping and
service design. Java, C++, C, Objective C

• O: denotes a section not belonging to any of the above
categories.

D. SELF-ASSESSMENT OF SKILL COMPETENCE
We have defined four self-assessment labels representing
degrees of competence in a particular skill:
• Excellent: high proficiency, advanced level. Example:
Java 8 - Excellent, ARM - Good

• Good: intermediate level. Example: Level of knowledge
/ duration used (years): Ansible 5/5 3, Django 3/5 1

• Bad: beginner level. Example: Skill self-assessment
(3 max): English ***, German *, Swedish *

• Null: self-assessment is missing. Example: Skills: Java,
Python, Django

E. MODEL ARCHITECTURE
For our purposes, two models were created, a dual model
that extracts both section and item level information from
a CV document, and a model for self-assessment of skill
competence which receives the extracted Skills section from
the dual model and performs classification of its content.

Both models consist of a multilingual pre-trained BERT
model [4], that provides a contextualized vector represen-
tation for each input token, and two linear layers (one for
the section level, the other for the item level of the dual
model) that individually receive the vector representations
and perform classifications. In the case of a skill assessment
model, two linear layers are still used regardless of the fact
that the model predicts labels on a single level. One layer is a
standard classifier with the number of dimensions equal to the
number of different competence degree labels, while the other
layer has one-dimensional output with the sigmoid activation
function, giving the floating point output from [0, 1]. If the

true label is not Null, the loss of the second linear layer is
calculated as the mean squared error (MSE) and is added to
the standard cross-entropy loss of the first layer. The sec-
ond layer is only used during training, to provide informa-
tion about how close the prediction is to the actual label
(e.g. the prediction Excellent is closer to Good than to
Bad). The MSE part of the loss is defined as lossMSE =(
labelreal − 1

3
− predscore

)2

, where labelreal is the actual

competence degree (from 1 to 4 for Bad, Good, Excellent),
and predscore is the layer output with sigmoid activation
function.

Raw CV text is converted into tokens using a WordPiece
tokenizer and an item_index vector is introduced in which
True denotes the first token of each word, and False denotes
other tokens, so that individual words can be broken into
multiple tokens. Using the index we ensure that each word
of a CV will have only one final label of the corresponding
level at the output of the model – the one corresponding to
the beginning of that word.

This representation is actualized in the initial part of the
dual model, the multilingual BERT and through the linear
item layer, after which the True indices of the item_index
vector are taken and for them, in learning phase, backprop-
agation is performed through the whole model, i.e. they are
returned during usage phase. For the section level input,
the same WordPiece tokenization is used and an additional
[NEW_LINE] is introduced to mark the beginning of each
CV line. Since different sections of a CV usually start and
end on lines within the raw text, in this way the formatting
information is preserved (which is often lost because some
sections do not use punctuation at the end of sentences).
In addition to the new token, a new section_index vector is
introduced with values set to True for each [NEW_LINE]
token, and False for all other tokens. This model’s behavior
is depicted in Fig. 1.

This allows the section part of the dual model to perform
the classification for each line regardless of its variable length
in a single pass, and also allows this mode of operation with
mini-batches. Although section classification is performed
for one token per line only, contextualization by the left and
right contexts using the transformer allows each of these
tokens to have a completely different (and separable using the
later fully connected layer) vector representation. Since the
section part of the model works at the line level, variability of
themodel output is reduced compared to themodel that would
provide a classification for each token, which is important
for the section level where individual sections may contain
hundreds of tokens.

Backpropagation in the learning phase is performed only
for tokens marked with True within section_index vectors,
i.e. only for [NEW_LINE] tokens, while during the usage
phase each marked line is expanded by the number of words
in that line, which gives a unique section classification for
each word in the CV with the restriction that all words
within the same source line have the same classification.
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FIGURE 1. Dual model: example of one pass.

In order to (respectively) disable/enable the visibility of
[NEW_LINE] tokens in the item/section level pass of the
model, two new vectors are introduced: item_attention_mask
and section_attention_mask by which (using the Hadamard
product) the attention vectors within BERT are multiplied.
Thus, the desired tokens are hidden, such as the token for a
new line in the itemmodel pass, and the padding token [PAD]
for both passes of the model where it is required to achieve
equal sequence lengths within the same mini-batch.

For the skill competence assessment model, along with
the initial tokenization, an additional [NEW_LINE] token
is used (as in the section part of the dual model) and a
new [SKILL] token is used to replace all tokens belong-
ing to a skill. The replacement enables a unique label for
any required skill, giving the model accurate information
about whether the currently viewed token is a skill or not,
without the need to infer the same information using the
context of the token. skills_index is also introduced, which
indicates positions of the skill tokens, i.e. positions for which
the classification is determined. Since the skill names for

which the assessment is performed are obtained from an
external database, positions denoting the skills are obtained
by simple intersection with the skills from the database. The
database contains 24 403 skill names for various professions
scraped from LinkedIn. All skills have been translated into
five respective languages. Therefore, the task of the model
is to infer the skill self-assessment (and whether it exists)
exclusively from context, rather than finding the positions of
all skills within a CV. An example of a single pass through
this model is depicted in Fig. 2.

Fig. 3 presents the complete system architecture during
the usage phase. It contains the following modules: input
– a free-form CV, parsers for supported document formats,
WordPieces tokenizer, pre-processing modules, a module for
post-processing the output of the section level and the skill
model, a hard-match skill extractor, the dual model and the
skill competence self-assessment model.

The input to the system starts with a given CV docu-
ment for which useful information is to be extracted. The
CV can be in any of the following formats: txt, rtf, doc,
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FIGURE 2. Skill assessment model: example of one pass.

docx, odt, or pdf. The document goes through a parser
module that extracts the raw text from the submitted file.
The raw text then passes through a WordPieces tokenizer
that separates the input into tokens that the models recog-
nize. The tokens then go through the section pre-processing
module which adds [NEW_LINE] tokens before the first
token of each line of the original CV. section_index and
section_attention_mask vectors are also created. Similarly,
the input to the item pass of the dual model is obtained
by passing through the item pre-processing module where
item_index and item_attention_mask vectors are formed.

The inputs pass through the dual model which returns the
corresponding class for each [NEW_LINE] and for each
unmasked item token. The section level classification addi-
tionally goes through the output post-processing module,
which expands the classification of each line to each token
belonging to that line, in order to obtain a section class for
each item level token. This is the first part of the system
output.

The second part of the output starts with selecting tokens
that belong to the Skills section, which is obtained by the
dual model pass. The raw CV text further goes through a
hard-match skill extractor module that gets the skill names
from an external database of the required skills and simply
searches for the corresponding strings in the CV. Positions

of all tokens that represent skills and belong to Skills
sections are replaced with the [SKILL] token and, inside the
pre-processing module, skills_index vector is created.

Such an input goes through the model for self-assessment
of the skill competence degree that for each skill (i.e. each
[SKILL] token returns the estimated competence degree.
The model output goes through a post-processing module
that returns a list of skills with their classifications, which is
the second part of the system output.

F. MODEL TRAINING
Both models receive input with a length of 384 tokens.
No classification is performed over the first 128 tokens;
they serve as an extended context for classifying the other
256 tokens, which is enabled by setting the first 128 positions
of individual MODEL_index vectors to False. For initial CV
tokens where it is not possible to have an extended context,
classification is performed over all tokens.

Mini-batches of 16 examples are used. Loss function in
the dual model is defined as the sum of cross entropy losses
for prediction in section and item levels. In the skill self-
assessment model, the loss function is defined as the sum of
the cross entropy and the mean squared error for the skills not
marked with Null, i.e. having an associated self-assessment.
Addition of the mean squared error loss allows for obtaining
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FIGURE 3. High-level system overview.

additional information during learning about the proximity of
the prediction to the correct label.

The models were trained until the error on the validation
set stagnated or decreased through three consecutive epochs,
or five epochs in the skill assessment model. We use the the
AdamW (Adam with decoupled weight decay (5)) optimizer
applied to all model parameters with the learning rate set to
2·10−5 and the linear heating parameter set to 0.1. The weight
decay factor used in the AdamW optimizer is set to 0.01 for
all model parameters except the biases and the gamma and
beta parameters of the normalization layers (1).

IV. EVALUATION
The dataset for learning the classification model for item
and section levels of a CV consists of 1686 annotated CVs
in five languages: English, Swedish, Norwegian, Finnish,
and Polish. Of these, 762 are in English, 242 in Swedish,
188 in Norwegian, 275 in in Finnish and 255 in Polish. The
dataset for learning the skill self-assessment model consists
of 714 annotated CVs in English.

In annotation of the dataset for item level and skill assess-
ment, BIO notation scheme was used, where the initial token
of a phrase is marked as B-Category and other, internal tokens
are marked as I-Category. (Example: software engineer is
marked as B-ROL and I-ROL.) This way the annotation
preserves information about the beginning and end of a multi-
token phrase. Each section level token is simply marked as its
own category, without B or I prefixes, because at this level the
information of the beginning or the end of a sequence is not

FIGURE 4. Item level: category frequencies in the annotated set
(excluding O which appears 1 613 123 times).

FIGURE 5. Section level: category frequencies in the annotated set.

important: the level is used only as a contextualization of the
item level.

Labels within the dataset are not numerically balanced and
there are large differences in number of individual categories.
This imbalance is shown in Figs. 4 and 5.

The dataset used to learn the model for self-assessment
of the skill competence degree was annotated in a different
way. Here, the names of all required skills were obtained
from the external database, and their positions were found
in the CV within the Skills section by simple string match-
ing. The model in this case does not have to specify posi-
tions of the skills themselves, but to make a decision as
to whether there is a competence degree in their context.
Therefore, instead of the BIO scheme, only four classes
defined in Sect. III-D were used. This set also shows a large
imbalance in the number of examples of each class, shown
in Fig. 6.

The models described in the previous section are imple-
mented within the Pytorch software framework, while for the
pre-trained BERT model a transformers library is used [20].
Learning was performed on NVIDIA TITAN RTX graphics
card using CUDA version 10.1. A 5-fold evaluation was
performed and the results are presented in the following
subsections.
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TABLE 1. Section level of the dual model: 5-fold evaluation results.

FIGURE 6. Skill assessment: category frequencies in the annotated set.

A. RESULTS FOR DUAL MODEL
Table 1 shows precision, recall and F1 measure for each
section level class obtained by 5-fold evaluation on the
dataset. The model shows best performance on Education
and Em_DES classes, while the worst performance is shown
onO parts of the CVwhich could be explained by wide range
of content that can be found in this section, which is more
thoroughly investigated in Sect. V-B. In addition, Table 2
shows macro-averaged measures of the dual model at the
section level.

Since one of the main requirements of this model was mul-
tilingualism, below we show the results for each individual
language. The model shows best results at section level for
Swedish and Polish despite having fewer CVs, which can
be explained by the BERT characteristic to learn relevant
representations in other languages even though the majority
of the dataset was in English [21]. Results for each section
level class per language can be found in A.
Table 4 shows precision, recall and F1 measures for each

of the item level classes obtained by 5-fold evaluation on
the dataset. Here the best results are obtained on O tokens
which were several times more numerous than other tokens
due to the dataset imbalance, which is the likely reason for
giving greater capacity for this class to themodel. Of the other
classes, the best results are obtained for those with the simpler
content, such as DAT, LAN andMAI classes. The worst per-
formance is shown onCER because this class usually appears
without a context, as a list item along other education-related
terms. This fact gives little information to the model that the
token belongs to CER class. Also, in the learning set, there
are few such tokens in comparison to others (4.4% of tokens
excludingO). Table 5 shows the macro-averaged measures of
the dual model at the item level.

TABLE 2. Section level of the dual model: 5-fold evaluation results
(macro-averaged).

TABLE 3. Section level of the dual model: 5-fold evaluation results
(macro-average, all languages).

As for the section level, the results for each item are
shown at the item level for each language. Here, as expected,
the model achieves the best results for English, for which it
also had the most examples in the learning set. The results for
each item level class per language can be found in B.
Figs. 7 and 8 show visualizations of the dual model output

on the test example. While section level is perfectly labeled
in this example, item level has small errors that should be
manually cleaned up later, such as labeling a bracket after the
organization name as part of that name.

In addition, dual models were trained where the last fully
connected layer received concatenated hidden representa-
tions of the last two or three layers of the BERT model so
that the classifier had different levels of information available
when making predictions. Both versions of the model were
trained with a 5-fold evaluation. With a significance level of
p = 0.05, no statistically significant increase in precision,
recall, or F1 measure was observed in comparison to the
original dual model, whose last linear layer only received
representations from the last layer of BERT.

Fig. 9 shows the effect of changing the number of BERT
layers, i.e. different model sizes, on F1 measure at the valida-
tion set. We can see that the higher number of layers before
the final linear layer improves the model performance, but
each additional layer achieves less and less improvement on
the final performance. 8 layers are enough to achieve the
F1 measure of 99.1% for section level and 99.3% for item
level compared to the original 12 layers of the BERT model,
which opens up a possibility of a drastic reduction in the
model size and memory consumption along with speeding up
the model, paying a small price in output quality.

Figs. 10 and 11 show the ratios of F1 measure to the best
F1 measure of each class for section and item level (respec-
tively) with respect to different numbers of BERT layers.

84566 VOLUME 9, 2021



D. Vukadin et al.: Information Extraction From Free-Form CV Documents in Multiple Languages

TABLE 4. Item level of the dual model: 5-fold evaluation results.

FIGURE 7. Dual model output example (section level).

The section level shows a monotonous increase in perfor-
mance up to the eighth layer of BERT where they remain
roughly constant until the last (12th) layer, indicating that

increasing the model would not positively affect the F1 mea-
sure at the section level. On the other hand, changing the
number of layers has a wide range of effects on performance
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FIGURE 8. Dual model output example (item level).

TABLE 5. Item level of the dual model: 5-fold evaluation results
(macro-average).

TABLE 6. Item level of the dual model: 5-fold evaluation results
(macro-average, all languages).

at individual item level classes. The largest positive impact is
seen on the CER class, whose ratio increases almost linearly
as the number of layers increases, indicating that adding new

FIGURE 9. Influence of the number of BERT layers before the last linear
layer to the macro-average F1 scores of the dual model.

BERT layers could further improve the performance for this
class. This is not true for every class, for example ADR and
MAI start to lose on the F1 measure in the later layers of
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FIGURE 10. Influence of the number of BERT layers before the last linear
layer to the macro-average F1 scores of the individual classes of the dual
model (section level).

FIGURE 11. Influence of the number of BERT layers before the last linear
layer to the macro-average F1 scores of the individual classes of the dual
model (item level).

the model, which opens the possibility of setting the final
classifier on different layers for different classes, so that
prediction is performed with the optimal number of layers for
that class.

B. RESULTS FOR SKILL SELF-ASSESSMENT MODEL
Table 7 shows the 5-fold evaluation results for the skill
assessment model on the annotated set. The best performance
is obtained on the Null class, while the measures for other
classes are lower. There are two reasons for theweaker perfor-
mance of this model compared to the dual model. First, there
is again a major imbalance between classes and the model
again works best for the class that was most numerous in the
learning set.

TABLE 7. Skill assessment model: 5-fold evaluation results.

Another reason is incorrect extraction of raw text from
various supported formats using parsers. Data on skills and
their qualities are often found in tables, which are difficult to
copy from a format that supports them (e.g. docx or pdf) to
a txt format used as input to this model. The problem occurs

TABLE 8. Skill assessment model: 5-fold evaluation results
(macro-averages).

when the information is extracted from the table in the wrong
order. For example, if the table consists of two rows, where
the first row lists the skills and the second row gives their
competence assessments, the parser will first extract the list
of all skills and then the list of qualities. The dual model will
label the first part as Skills, while the list of qualities will
be labeled as O so the skill assessment model will not even
receive information on the quality of individual skills. If the
table is extracted in a semantically correct way, as shown
in Fig. 12, the model achieves good performance, both in
cases where qualities are described by words such as decent
knowledge, excellent, long term user, and in cases where the
assessments are presented by symbols or numerically.

FIGURE 12. Output example of a skill assessment model on Skills level
of the test example (obtained by the dual model output).

Similar to the dual model, we performed a 5-fold evalua-
tion of the model which, apart from the last hidden represen-
tation, receives the representations of the last 2 or 3 layers of
the BERT model. Again, we find no statistically significant
improvement for p = 0.05.

V. MODEL EXPLAINABILITY
A. VISUALIZATION OF ATTENTION OF THE TRAINED
MODELS
The attention function used inside the transformer allows the
model to be interpretable. Following the example of [23],
attention was investigated on different layers of the model.
The research was particularly focused on newly introduced
tokens to confirm that the model uses them in the way they
were designed and that their introduction is not redundant.
Darker lines on the visualizations indicate stronger attention
between the connected tokens. In the following examples a
wide range we illustrate the wide range of attention patterns
within the individual heads of the model, we observe simple
patterns such as those that pay attention to the next token
or the previous token, to more complex heads that have
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FIGURE 13. Different role of the [NEW_LINE] token inside different heads
of the dual model. Visualization obtained using [22].

wide attention for individual special tokens like [CLS] and
[NEW_LINE] tokens that are trained to contain information
about the whole input or the entire line. An example of this
type of head is presented in more detail in Fig. 13 where
different roles of the same token can be observed within two
different attention heads on different layers. In Fig. 13a the
special newline token has attention focused on the line to
which it belongs, while within the second head in Fig. 13b
its attention is on the previous line, indicating the variety of
information the model may contain in only one token.

Furthermore, the interaction of item and section levels
when predicting section levels is investigated. For each
section class, we counted the token labels of the item level
which had the highest amount of attention within each head
of the dual model looking at the [NEW_LINE] token. Specif-
ically, for each layer of the model a tensor was obtained with
dimensions 12 × num_section_tokens × num_item_tokens
which contains the attention values for each [NEW_LINE]
token to each item token. Then the index with the highest
attention value was found for each [NEW_LINE] token – the
position of the item level token which is most important for

FIGURE 14. Item level classes with the largest attention values inside
each head of all layers of the dual model, counted for all [NEW_LINE]
tokens during section level prediction.

the prediction of the current section level. Classes of these
tokens are counted for each level and head of the model.
The values were further normalized by dividing by the total
number of countedmaximal tokens of the corresponding class
in order to avoid distorted assignment of importance to the
more numerous token class due to an unbalanced input set.
Also, all values within a section class are divided by the
maximum value within that class to keep all values in the
range of zero to one. The results are shown in Fig. 14.
From the diagrams shown, it can be seen that the dual

model has successfully learned the importance of certain item
level classes with respect to the section level and gave them
most attention when predicting. For the prediction of the
Personal section (Fig. 14a), the model pays most attention
to the NAME, ADR, MAI, and NMR tokens, which cor-
respond to the most common forms of personal information
in CVs. Most attention of the Education section (Fig. 14b)
is given to tokens DEG (level of education), EDU (orga-
nization where the level or certificate was achieved), and
CER (type of certificate). High attention is also paid to DUR
tokens here because this section often mentions the length
of study. Em_INFO (Fig. 14c) and Em_DES (Fig. 14d)
have similar patterns of attention, attaching importance to
employment-related tokens (ROL, ORG) and the beginning
and end of employment (DAT). The Em_INFO section also
pays more attention to education-related tokens, which could
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FIGURE 15. Different roles of the [SKILL] tokens inside different skill
assessment models. Visualization obtained using [22].

be explained by the similarity of the structures of these two
sections within the CV which forces the dual model to pay
more attention to tokens of both types in order to distinguish
between Education and Em_INFO. Em_DES uses more
attention on O tokens for the similar reason, to successfully
distinguish the O section of a similar structure. Since the
Skills section (Fig. 14e) inside the item level has no special
label to indicate the location of this section, the model pays
attention to the only relevant data that is often found next to
the skills: DUR token (length of usage). SectionO (Fig. 14f)
also has no clear indicator of its class so it has wide attention,
monitors relevant tokens of other classes, and performs pre-
diction by elimination: if these tokens are not present, it is an
O section.

Like the [NEW_LINE] token in the dual model,
the [SKILL] token in the skill assessment model has a dif-
ferent function within different model heads when providing
information during classification. In earlier layers, such as
layer 2, head 4 shown in Fig. 15a, the interaction of the
[SKILL] token with other tokens is simpler, attention is

FIGURE 16. Vector representations of the pretrained and fine tuned dual
model for item level tokens inside the validation set for each class,
reduced to two dimensions using t-SNE algorithm.

FIGURE 17. Vector representations of the fine tuned dual model
[NEW_LINE] tokens of the section level inside the validation set for each
class, reduced to two dimensions using t-SNE algorithm.

focused on tokens that assess quality for the current skill.
In the later layers, more complex interactions begin to appear,
such as the one in in head 3 of layer 5 where the attention of
the token is (in addition to its own quality) focused on tokens
describing the qualities of the [SKILL] tokens that appear
after the current token. Within head 1 of layer 5, attention
is widely distributed to all quality labels within the input
sequence.

B. VECTOR REPRESENTATIONS OF THE TRAINED MODELS
We now investigate the change in the contextualized vector
representations of the tokens from the pre-trained multilin-
gual BERT model (which was the basis of the dual model)
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TABLE 9. Section level of the dual model: 5-fold evaluation results (English language).

TABLE 10. Section level of the dual model: 5-fold evaluation results (Norwegian language).

TABLE 11. Section level of the dual model: 5-fold evaluation results (Swedish language).

TABLE 12. Section level of the dual model: 5-fold evaluation results (Finnish language).

TABLE 13. Section level of the dual model: 5-fold evaluation results (Polish language).

TABLE 14. Item level of the dual model: 5-fold evaluation results (Norwegian language).

TABLE 15. Item level of the dual model: 5-fold evaluation results (Swedish language).

to the fine-tuned dual model. Fig. 16 shows these item level
representations before and after learning the model. The
dimensionality of the vector representations was reduced to
2 using the t-SNE [24] algorithm. Before learning, clusters
can be seen for each class, indicating the similarity of repre-
sentations of individual tokens which are close in this space,

but most clusters have a good portion of scattered tokens,
whose representations overflow the boundaries of other clus-
ters. On the other hand, the clusters of the trained model are
less dispersed and the vast majority of examples is within
the clear boundaries of their class with a certain distance
from other clusters, which allows their separation and final
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TABLE 16. Item level of the dual model: 5-fold evaluation results (Finnish language).

TABLE 17. Item level of the dual model: 5-fold evaluation results (Polish language).

TABLE 18. Item level of the dual model: 5-fold evaluation results (English language).

FIGURE 18. Correlation between the average distance from cluster
centroids and F1 measure for each item class on the dual model
validation set.

classification by the next linear layer of the model. A similar
pattern is observed in Fig. 17which shows clear boundaries of
clusters defining individual classes, except for classOwhose
cluster is exceptionally scattered. This dispersion is due to
a high variation in the content itself that can be found in
this section, as well as the context that may surround the O
section.

The correlation between dispersion (and size) of the clus-
ters and the performance quality on the validation set for
certain item classes are shown in Fig. 18. For each cluster
in Fig. 16b the centroid was calculated, then for each example
within the cluster its distance from the centroidwas calculated
and the distances were averaged. It can be seen from the
figure that there is a negative correlation between dispersion
of the cluster and the F1measure of the dual model (Pearson’s

FIGURE 19. Vector representations of the fine tuned dual model [SKILL]
tokens of the section level inside the validation set for each class,
reduced to two dimensions using t-SNE algorithm.

correlation coefficient equals -0.64352). The upper right cor-
ner shows an example of a class that deviates from the
negative correlation: the DAT class, which can be found in
a large number of contexts within the CV, so the vector
representations of dates can be very different. But since a date
is still usually presented as a single number denoting the year,
the dual model maintains a large F1 measure over this cluster
despite a more dispersed representation.

Fig. 19 shows the vector representations of all [SKILL]
tokens within the validation set of the model that achieved
the best performance on its fold. It can be seen that although
there are distinct clusters for each class, the clusters are
quite close to each other and there is a large area of overlap
between them. This indicates a weaker performance of this
model compared to the dual model because during learning
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it failed to fully tune the representations to make separation
into different classes possible.

VI. CONCLUSION
This paper proposed a new architecture for processing
sequential inputs using transformer, and the implementation
of its encoder part in the form of the BERT language model.
BERT was used as a basis for construction of two multilin-
gual models for the extraction of useful information from
free-formCVs, and both were tested on the annotated datasets
for the two problems.

The first model was used for a dual purpose: extracting
‘‘hard’’ information such as names or previous employment
organizations, and contextualizing the extracted informa-
tion by classifying individual parts of the CV into sections.
The dual model on this problem achieves a macro-averaged
F1 measure of 0.8334 at the section level and 0.82579 at
the item level. Performance is only slightly lower for lan-
guages for which far fewer examples have been annotated
compared to the English language. The model achieves the
F1 score of 0.86, 0.88, 0.86, 0.87, and 0.82 on section level,
and 0.75, 0.80, 0.80, 0.81 and 0.83 on item level for Nor-
wegian, Swedish, Finnish, Polish, and English, respectively.
By investigating the impact of the number of BERT layers
before the final classification layer we observed that using
only 8 layers achieves over 99% of F1 measures at both levels
of this model. We note the possibility of setting classifiers
on different levels of the model, since some classes are more
easily separable in earlier layers of the model.

The second model was used to detect self-assessed skill
competence degree, where for each skill found in a CV
the model determines whether there is an associated qual-
ity. On the corresponding dataset, the model set achieves
an F1 score of 0.61603 despite the lack of examples of a
particular class and incorrect parsing of tabulated data into
raw text.

We also focused on interpretability by visualizing the
attention of the model. It is shown how the newly intro-
duced tokens [NEW_LINE] and [SKILL] have acquired
the expected functionality by learning. The attention of the
[NEW_LINE] tokens of individual section classes corre-
sponds to semantically related item classes, and attention is
focused on current line tokens or, in later layers, on other
input lines to collect more information before final classifica-
tion. Similarly, [SKILL] token in early layers pays attention
to tokens directly related to the descriptions of the currently
observed skill, while in later layers attention is also directed to
the wider context. Vector representations of different classes
were also visualized and a negative correlation was observed
between the dispersion of a cluster of representations and
model performance in the corresponding class.

In future work, the performance of the model could be
improved by annotating additional CVs that are focused on
the classes that are least common in the current dataset. Also,
expanding the dataset with more CVs in other languages
would increase the performance achieved in those languages.

Additionally, the property of multilingual BERT to generalize
changes in parameters using one language to other languages
opens up the possibility of testing this system on other, unseen
languages, especially those with a sentence structure similar
to the languages in the current learning set. A model for
self-assessment of the skill competence degree would also
benefit from the expansion of the learning set, and parsers
of supported formats that would correctly map tabular data to
raw text should be explored.

APPENDIX A
LANGUAGE EVALUATION RESULTS—SECTION LEVEL
See Tables 9–13.

APPENDIX B
LANGUAGE EVALUATION RESULTS—ITEM LEVEL
See Tables 14–18.
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