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ABSTRACT Cogeneration systems economic dispatch (CSED) provides an optimal scheduling of heat/
power generating units. The CSED aims to minimize the whole fuel cost (WFC) of the cogeneration units
taking into consideration their technical and operational limits. Then, the current paper examines the first
implementation of dominant bio-inspired metaheuristic called heap-based optimization algorithm (HBOA).
The HBOA is powered by an adaptive penalty functions for getting the optimal operating points. The HBOA
is inspired from the organization hierarchy, where the mechanism consists of the interaction among the
subordinates and their immediate boss, the interaction among the colleagues, and the employee’s self-
contribution. Based on the infeasible solutions’ remoteness from the nearest feasible point, HBOA penalizes
them with various degrees. Four case studies of the CSED are implemented and analyzed, which comprise
of 4, 24, 84 and 96 generating units. The HBOA is proposed to solve CSED problem with consideration of
transmission losses and the valve point impacts. An investigation with the recent optimization algorithms,
which are supply demand optimization (SDO), jellyfish search optimization algorithm (JFSOA), and marine
predators’ optimization algorithm (MPOA), the improved MPOA (IMPOA) and manta ray foraging (MRF),
is developed and elaborated. From the obtained results, it is clearly observed that the optimal solutions
gained, in terms of WFC, reveal the feasibility, capability, and efficiency of HBOA compared with other
optimizers especially for large-scale systems. case

INDEX TERMS Cogeneration systems economic dispatch, fuel cost minimization, heap based optimization
algorithm, distribution reconfiguration, valve point impacts, transmission losses.

NOMENCLATURE
ai, bi, & ci The ith power plant cost

coefficients
aj; bj, & cj The jth heat plant cost coefficients
ak , bk , ck , dk , ek & fk The k th unit cost coefficients
C Total production costs
Ci
(
Ppi
)

Fuel cost of power unit i

Cj
(
Hh
j

)
Fuel cost of jth heat plant
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Ck
(
Pck ,H

c
k

)
Operational cost of k th cogenera-
tion unit

Hd Heat demand in the system
Np, Nh and Nc Number of power-only plants,

heat-only plants and cogeneration
units

P Output of power generation units
Pd Electric power demand
PLoss Transmission losses
λi & ρi Valve-point cost coefficients
H Output of heat generation units
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I. INTRODUCTION
A. MOTIVATION AND INCITEMENT
Conversion from fossil fuels to electricity in the conven-
tional units are the main cause for low energy efficiency of
these units that leads to significant wasted energy amount.
However, cogeneration systems economic dispatch (CSED)
can save up to 40% of the generation costs, and achieve
90% energy efficiency [1]. Additional advantage of cogen-
eration units for the environment is the associated decrease
in contaminating gas emissions, which is generally assessed
by 13–18% [1]. The importance of CSED is evident in
achieving the minimum operating costs of cogeneration units
with optimum scheduling of heat and power units as well
with keeping of operational constraints, which are heat and
power balance constraint, valve-point effect, and generation
capacity limits which take into consideration combined heat
and power (CHP) units’ non-convex feasible operating areas.
With the growing size, CSED has become a distinctive non-
convex, non-linear, and large-scale global optimization issue
in the viewpoint of theories and engineering applications [1].

B. LITERATURE REVIEW
A plethora of conventional and mathematical approaches
have been developed to solve CSED optimization prob-
lem such as sequential quadratic programming (SQP) [2],
lagrangian relaxation (LR) [3], benders decomposition
(BD) [4] and LR with surrogate subgradient (LRSS) multi-
plier updates [5]. These optimization techniques may con-
verge to a local optimum, which is highly dependent on the
initial starting points. Furthermore, the inclusion of more
non-convexity, non-linear, and non-smooth cost functions
increases the complexity of many of them [3], [6].

Nowadays, various efficient heuristic and meta-heuristic
optimization algorithms have been developed to the CSED
problem for their capability of dealing with such complex
problem. The researchers have employed many optimization
algorithms for achieving the best possible scheduling of heat
and electricity producing units with least cost such as whale
optimization algorithm (WOA) [7], harmony search (HS) [8],
differential evolution (DE) algorithm [9], quantum optimiza-
tion (QO) [10], and particle swarm optimization (PSO) [11].
A hybrid PSO and weighted vertices based (WVO), has been
applied in [12] to obtain the optimal solution of CSED prob-
lem. In [13], particle swarm optimization with time-varying
acceleration coefficients (TVAC-PSO) has been employed
with adding a sinusoidal term to the polynomial cost func-
tion to represent the effect of the valve point. The objective
function of pollutant gas emissions was combined with the
operational cost to generate a multi-objective CSED issue to
be addressed in [14]. In [15], PSO was used to simulate the
functioning of a coal-fired CSED that was coupled to heat and
power generating units. In [16], the security of the electricity
network was examined in a multi-objective formulation used
for CSED management, which takes into account the cost of
pollutant emissions. The CSED problem while retaining the

dependability of micro-grids and operational restrictions was
provided in [17].

Moreover, multi-player harmony search (MPHS) [18],
oppositional teaching learning-based optimizer
(OTLBO) [19], line-up competition optimizer [20], non-
dominated sorting genetic algorithm (NSGA) [21], bee
colony optimization (BCO) [22], salp swarm algorithm
(SSA) [23], multi-verse optimizer (MVO) [24], equilibrium
optimizer (EO) [25], and stochastic fractal search algorithm
[26], [27]. have been presented to solve this problem with
lesser computational effort.

In [28], a cuckoo search optimization, with emerged sort-
ing process in a descending order based on the fitness value
and new operator to update the individuals, has been applied
for the CSED problems. In [29], an improved genetic algo-
rithm with two types of crossover operators for the CSED
issue. As well, hybrid non-dominated sorting genetic algo-
rithm with multi-objective PSO [30], multi-verse optimiza-
tion (MVO) [24], and an enhanced shuffle frog leaping
optimizer [31] have been efficiently applied for the same
purpose but their validations were restricted to just small-
scale applications of 5-units and 7-units systems. In [32],
a novel Kho-Kho Optimization (KKO) for tackling the CSED
challenge was described, although it requires a feasibility
assessment because several obtained operational points did
not meet their given limitations. Squirrel search algorithm
(SSA) has been employed for solving complicated multi-
region combined heat and power economic dispatch problem
with consideration of thermal generators and solar and wind
power uncertainty [33].

Efforts have not ceased to get new reliable and effective
techniques and develop the existing techniques for optimal
solution of such complex problems [34]. One of these new
effective optimization techniques is the heap-based optimiza-
tion algorithm (HBOA). HBOA is inspired from the orga-
nization hierarchy. This can be seen when a team working
for achieving their goal arrange themselves in a hierarchy
which is named corporate rank hierarchy (CRH) to organize
the search agents based on their fitness in a hierarchy using
the heap data structure.

C. CONTRIBUTION AND PAPER ORGANIZATION
The paper presents a solution to the combined heat and power
economic dispatch problem using a heap-based optimizer.
The objective is to find the optimal schedule of generat-
ing units such that heat and power, both demands are met
from cogeneration units, in an optimal manner. In this paper,
HBOA is developed to solve the CSED issue while consid-
ering the valve point effects and other practical restrictions.
This paper contributions are reviewed as:

• HBOA is designed with an adapted penalty formulas
to find an optimal feasible operating coordinate for the
CSED complex problem. Based on the distance between
the infeasible option and the next feasible option, HBOA
penalizes them with various degrees, which give it the
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opportunity to easily reach optimal solutions even in
complex problems.

• The CSED model is inspected considering valve point
impacts and transmission losses.

• HBOA is effectively employed with high superiority to
previous techniques on small-scale systems such as the
4-units, and 24-unit systems with technical and opera-
tional constraints fulfillment.

• HBOA feasibility, scalability and validity are verified
and assessed for large-scale systems such as the 84-unit
and 96-unit systems.

• For all systems and studied cases, HBOA improves the
solution quality and capability of finding feasible opti-
mal operating points of all units (heat only units, power
only units and cogeneration units).

The remaining of the paper is organized as follows: The
CSED problem is illustrated in Section II. Additionally,
in Section III, HBOA is described for obtaining the optimal
CSED solution. In Section IV, the simulation results and
discussion are introduced. Finally, Section V concludes this
work.

II. PROBLEM FORMULATION
The main objective of the CSED problem aims to minimize
the whole fuel costs (WFC) supplying the cogeneration, heat
only and power only units that satisfy the power and heat
demands. This can be represented as follows [1]:

Min
Np∑
i=1

CiP
p
i +

Nh∑
j=1

CjHh
j +

NC∑
k=1

Ck (PCk ,H
C
K ) ($/h) (1)

The terms of generation costs given in Eq. (1) can be
written as follows [7]:

Ci(P
p
i ) = ai(P

p
i )

2
+ biP

p
i + ci

+
∣∣λi sin(ρi(Ppmin

i − Ppi ))
∣∣ ($/h) (2)

Cj(Hh
j ) = aj(Hh

j )
2
+ bjP

p
j + cj ($/h) (3)

Ck (Pck ,H
c
k ) = ak (Pck )

2
+ bkP

p
k + ck + dk (H

c
k )

2

+ ekH c
k + fkH

c
kP

c
k ($/h) (4)

The cost function of power-only plant is described in
Eq. (2) which comprises a quadratic and sinusoidal terms,
where the sinusoidal term manifests the valve-point impacts.
The valve point impacts make the CSED as non-differentiable
and non-convex problem. The cost of heat only is represented
in Eq. (3). Additionally, for Eq. (4) represents the cogenera-
tion units cost function, where the H c and Pc are the heat
output and power output, respectively.

The CSED problem could be optimized with subject to the
following constraints for feasible solutions:

Np∑
i=1

Ppi +
Nc∑
j=1

Pcj = Pd (5)

Nc∑
j=1

H c
j +

Nh∑
k=1

Hh
k = Hd , (6)

Ppmin
i ≤ Ppi ≤ P

pmax
i i = 1, . . . ,Np, (7)

Hhmin
j ≤ Hh

j ≤ H
hmax
j j = 1, . . . ,Nh, (8)

Pcmin
k (H c

k ) ≤ P
c
k ≤ P

cmax
k (H c

k ) k = 1, . . . ,Nc, (9)

H cmin
k (Pck ) ≤ H

c
k ≤ H

cmax
k (Pck ) k = 1, . . . ,Nc, (10)

Equation (5) illustrates the balance of power generation
and demand. Equation (6) manifests the heat generation and
demand balance.Moreover, power-only plants capacity limits
are demonstrated in Eq. (7), whereas Eq. (8) shows the heat-
only units generation limits. Additionally, the cogeneration
units’ capacity limits are described in Eqs. (9) and (10).

The transmission losses are added to the power balance
constraint, which introduces extra non-linearities into the
model. It can be evaluated as signified in Eq. (11) [35].
Therefore, the equality balance constraint of Eq. (5) could be
changed as characterized in Eq. (12).

PLoss =
Np∑
i=1

Np∑
m=1

BimP
p
i P

p
m +

Np∑
i=1

Nc∑
j=1

BijP
p
i P

c
j

+

Nc∑
j=1

Nc∑
n=1

BinPcjP
c
n (11)

Np∑
i=1

Ppi +
Nc∑
j=1

Pcj = Pd + PLoss (12)

III. HEAP BASED OPTIMIZATION ALGORITHM
FOR CSED PROBLEM
The heap-based algorithm is inspired from organizations hier-
archy. This can be seen when a team working arrange them-
selves in a hierarchy for achieving their goal, which is named
corporate rank hierarchy (CRH). In this regard, the concept
of CRH is to organize the search agents based on their
fitness in a hierarchy using the heap data structure to map
this concept. Three elements are the main pillars of HBOA.
The first element is the collaboration among the assistants
and their immediate boss. While the second element is the
interaction among the colleagues. The third element is the
self-contribution of the employees. Four steps are developed
for mapping the heap concept as follows:

A. MODELING THE CORPORATE RANK HIERARCHY
The CRH model is developed with the heap data structure
which is similar to tree-shaped data structure. Therefore,
the full CRH manifests the population while the search agent
represents a heap node. The search agent’s fitness is the
master of the heap node, and the population index of the
search agent is the value of the heap node.

B. FIRST PILLAR: MODELING OF THE INTERACTION
WITH IMMEDIATE BOSS
In the centralized organizational structure, the policies and
rules are set from the upper levels, whereas subordinates must
execute the instruction from their direct supervisors. It can be
described through updating the agent position of each search
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using the following equation:

xki (t + 1) = Bk + γ (2r − 1)
∣∣∣Bk − xki (t)∣∣∣ (13)

where; t indicates the current iteration, k signifies the k th

vector component of, and || refers to the absolute value. The
term (2r − 1) represents the k th component of vector

−→
λ ,

which is produced randomly as illustrated in Eq. (14):

λk = 2r − 1 (14)

where; r exemplifies a random number from the range
[0,1] which is generated according to uniform distribution.
However, γ is calculated according to Eq. (15).

γ =

∣∣∣∣∣2− (t mod TC )
T
4C

∣∣∣∣∣ (15)

where; T exemplifies the total iterations’ number, and C is
a user-defined parameter which controls the variation in the
values of γ (2r−1). However, the parameter C will complete
in T iterations and can be represented as follows:

C = bT/25c (16)

C. THE SECOND PILLAR: MATHEMATICAL MODELING
OF THE INTERACTION BETWEEN COLLEAGUES
The colleagues with the same level are considered as the
nodes and each agent −→xi updates its position with respect to
its randomly designated colleague

−→
Sr :

xki (t + 1)

=

 Skr + γ λ
k
∣∣∣Skr − xki (t)∣∣∣ , f (

−→
Sr ) < f (−→xi (t))

xki + γ λ
k
∣∣∣Skr − xki (t)∣∣∣ , f (

−→
Sr ) ≥ f (

−→xi (t))
(17)

where; f describes the fitness of the search agent.

D. THE THIRD PILLAR: MODELING OF THE
SELF-CONTRIBUTION OF AN EMPLOYEE
The self-contribution of an employee is mapped in this phase
as manifested in the following equation:

xki (t + 1) = xki (t) (18)

E. MERGING THE THREE PILLARS
This subsection shows the merging procedure of the position
updating equations into one equation. The probabilities of
selection use a roulette wheel to balance both exploration
and exploitation through splitting the proportions into p1;
p2, and p3. The selection of the proportion p1 enables a search
agent to update its position using Eq. (18), where the bound
of p1 can be calculated as follows:

p1 = 1−
t
T

(19)

The selection of the proportion p2 enables a search agent
to update its position using Eq. (13), where the bound of p2
can be calculated as follows:

p2 = p1 +
1− p1

2
(20)

The selection of the proportion p3 enables a search agent
to update its position using Eq. (17), where the bound of p3
can be calculated as follows:

p3 = p2 +
1− p1

2
= 1 (21)

Consequently, Eq. (22) presents a general position updat-
ing mechanism of HBOA as follows:

xki (t + 1)

=



xki (t), p ≤ p1
Bk + γ λk

∣∣∣Bk − xki (t)∣∣∣ , p1 < p < p2

Skr + γ λ
k
∣∣∣Skr − xki (t)∣∣∣ , p2 < p ≤ p3 and

f (
−→
Sr ) < f (−→xi (t))

xkr + γ λ
k
∣∣∣Skr − xki (t)∣∣∣ , p2 < p ≤ p3 and

f (
−→
Sr ) ≥ f (

−→xi (t))

(22)

where p represents a produced randomly number [0,1].

FIGURE 1. Flowchart of the developed HBOA.

To handle the CSED problem, the HBOA is illustrated
in Fig. 1. For mutual-dependent cogeneration units, the
second form is shown in Fig. 2. Depending upon on
penalty component inside the fitness under consideration,
they are dealt utilizing quadratic penalized terms. As a result,
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TABLE 1. Optimal schedluing of CSED problem for the 4-units system using HBOA and other techniques.

the whole objective to be minimized (F) is formally defined
as shown in (23):

F = TFC + ψv

NC∑
k=1

BI .{PCk (H
C
k )− P

CLimit
k (HC

k )} (23)

where; the term (PcLimitk

(
H c
k

)
) reflects the power limit to

the set heating output for the cogeneration (k). Moreover,
the symbol (BI) manifests a binary coefficient which equals 1
for violation state and zero else, whilst ψv shows a penalized
factor related to the cogeneration operating point violation
(ψv = 50000).

FIGURE 2. Dependency between power and heat for cogeneration unit.

It is illustrated according to Eq. (23) and Fig. 2, the value
of the penalized component increases as the infeasible points
are moved away from the next regarding borders. As a result,
the HBOAprovides a greater capacity for searching for viable
sites. Furthermore, a stopping criterion is implemented in
which the optimum result is acquired when a specified num-
ber of iterations is attained. Based on the infeasible solutions’
distance from the next border, HBOA penalizes them with
various degrees.

IV. SIMULATION RESULTS
In this section, the HBOA is applied on four test systems,
which are 4-units, 24-unit, 84-unit and 96-unit test sys-
tems. The number of iterations (T) and individuals (npop) are
300 and 50, respectively, for the 4-units’ systems while they
are 3000 and 100, respectively, for the 24-unit, 84-unit and
96-unit systems.

FIGURE 3. Convergence rates of HBOA versus other recent techniques for
the CSED of 4-units system.

FIGURE 4. GWO based operating point of CHP unit-6 of the 24-unit test
system [38].

A. THE 4-UNIT TEST SYSTEM
It involves single conventional power-only unit, two cogen-
eration units and one heat-only unit. The system demands
of power and heat are 200 MW and 115 MWth, respec-
tively [36]. The proposed HBOA optimizer is implemented
and tested for optimal solution of CSED optimization
problem and compared with other efficient mathematical
approaches such as LR [3], SQP [2], LRSS [5] and BD [4] as
depicted in Table 1. Additionally, recent techniques such as
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TABLE 2. Optimal solution of CSED problem of the 24-unit system using HBOA and other techniques.

FIGURE 5. TLBO based operating point of CHP unit-6 of the 24-unit test
system [19].

manta ray foraging (MRF) [37], jellyfish search optimization
algorithm (JFSOA) [34], and supply demand optimization
(SDO) are applied for fair comparison. As shown, from
the obtained results, the effectiveness and robustness of the
employed HBOA optimizer are demonstrated with a mini-
mum WFC of 9257.0694 $. Ultimately, from the economic
perspective, the yearly savings with the application of the
proposed HBOA as compared with the WFC obtained by
other conventional methods, LR [3], SQP [2], LRSS [5]
and BD [4], is about 268.056 $/year. The convergence

FIGURE 6. OTLBO-based operating point of CHP unit-6 of the 24-unit test
system [19].

characteristics, shown in Fig. 3, clearly shows that HBOA
is capable to find feasible operating points of all units and
to improve the solution quality with respect to the recent
techniques such as MRF [37], SDO and JFSOA.

B. SIMULATION RESULTS OF THE 24-UNIT TEST SYSTEM
The load and heat demand of this test system are respec-
tively 2350 MW and 1250 MWth. Additionally, it includes
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TABLE 3. Optimal scheduling results of CSED problem of 84-unit system using HBOA and other techniques.
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TABLE 3. (Continued.) Optimal scheduling results of CSED problem of 84-unit system using HBOA and other techniques.

5 heat units, 13 thermal units, and 6 CHP units as obtained
from [38]. The proposed HBOA is implemented and applied
on this test system as tabulated in Table 2. By simulating
the results, it can be observed that the HBOA gives optimal
solution with WFC of 57994.51 $. Other reported tech-
niques such as grey wolf optimization (GWO) [38], teach-
ing learning-based optimization (TLBO) [19], oppositional
TLBO (OTLBO) [19], group search optimization (GSO) [39],
improved version of GSO (IGSO) [39], TVAC-PSO [13] and
CPSO [13] are also applied, which give WFC of 57846.84 $,
58006.999 $, 57856.2676 $, 58225.745 $, 58049.01 $,
58122.746 $ and 59736.2635 $, respectively. Also, recent
techniques MRF, SDO and JFSOA are applied on this test
system which give WFC of 58173.93 $, 58208.0267 $ and

58739.5241 $, respectively. It is observed from the reported
WFC (WFCR) given in this table that the WFC obtained
from GWO, TLBO and OTLBO overwhelmed the proposed
HBOA for achieving minimum costs. However, by verify-
ing the operating points of these methods, great violation
of the operating point of CHP unit-6 is detected as shown
in Figs. 4, 5 and 6 for GWO, TLBO and OTLBO techniques,
respectively. As shown in these figures the operating point of
CHP unit-6 is (31.47 MW and 18.39 MWth), (31.46 MW and
18.38 MWth), and (31.98 MW and 18.22 MWth) for GWO,
TLBO and OTLBO, respectively. In addition, it is observed
that small deviation between calculated WFC (WFCC) and
the reported value. Accordingly, the comparison of the pro-
posedmethodwith theGWO, TLBO andOTLBO techniques,
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TABLE 4. Optimal scheduling of the CSED problem for 96-unit system by HBOA and other techniques.
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TABLE 4. (Continued.) Optimal scheduling of the CSED problem for 96-unit system by HBOA and other techniques.

in this case, is not fair comparison.While, in comparison with
other techniques given in Table 2, the proposed method is
considered the best.

Fig. 7 shows the convergence rates of the proposed
technique and other recent optimization techniques. It is

clear from this figure that HBOA is capable to find
feasible operating points of all units and to improve
the solution quality and finally reach the least WFC of
287933.8131$. In addition, achieving all constraints with
100% accuracy.
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FIGURE 7. Convergence characteristics of HBOA versus other recent optimizaion techniques for the CSED problem of the
24-unit system.

FIGURE 8. Sample of violated operating point of CHP units 57-60 by WOA.

C. SIMULATION RESULTS OF 84-UNIT TEST SYSTEM
The load and heat demand of this the 84-unit system are
12700 MW and 5000 MWth, respectively. Additionally,
it includes 20 heat units, 40 thermal units, and 24 CHP units
as obtained from [7]. Table 3 gives the optimal unit schedul-
ing using the proposed techniques as well as other relevant
techniques. By simulating the result, it is observed that the
obtained optimal solution achieved by HBOA is lower than
the reported techniques which are WOA [7] and MPHS [18]
as well as the recent techniques applied in this article which
are MPOA, IMPOA, MRF, SDO and JFSOA.

FIGURE 9. Sample of violated operating points of CHP units 57-60 by
MPHS.

In addition to that, an assessment of the operating points
introduced in Table 3, it is found that the results reported by
WOA [7] and MPHS [18] include a great violation on the
operating point of many units. It is clearly observed from
this assessment that the operating points of CHP units 42,
44, 45, 50-53 and 58-63, which obtained by WOA [7], are
outside their acceptable limits. Fig 8 shows sample of violated
operating points of CHP units 58-60. Also, the operating
points provided by MPHS [18] for CHP units 43-45, 47,
50-52, 53, 55 and 59-62 are outside their acceptable limits.

VOLUME 9, 2021 83705
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FIGURE 10. Convergence characteristics of HBOA versus other recent optimizaion techniques for the CSED
problem of the 84-unit system.

FIGURE 11. Convergence characteristics of HBOA versus other recent optimizaion techniques for the
CSED problem of the 96-unit system.

Fig. 9 provides sample of violated operating points of
CHP units 58-60. The convergence characteristics shown
in Fig. 10 manifest the superiority, stability and efficiency of

the HBOA in finding feasible operating points of all the units
and to improve the solution quality in this large system with
all constraints achievement.
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D. SIMULATION RESULTS OF LARGE-SCALE TEST SYSTEM
The 96-unit system represents a large-scale test system,
which can be used to assess the scalability, stability and effi-
ciency of the proposed technique. The load and heat demand
of this test system are 12700 MW and 5000 MWth, respec-
tively. Additionally, it includes 20 heat units, 52 thermal units,
and 24 CHP units as obtained from [7]. Table 4 gives the opti-
mal unit scheduling using the proposed techniques as well as
other relevant techniques such asWOA [7], WVO_PSO [12],
MRF [40], MPOA, IMPOA, SDO and JFSOA. By simulating
the result, it can be observed that the obtained optimal WFC
(235102.65 $) achieved by the proposed HBOA is lower
than the other reported techniques. The calculated WFC of
other techniques WOA, WVO_PSO, MRF, MPOA, IMPOA,
SDO and JFSOA are, respectively, 236702.97 $, 235789.2 $,
235541.4 $, 236283.1 $, 235260.3 $, 236185.18 $ and
235277.05 $.

Similar to previous test systems, the operational points
for the findings presented in Table 4 by WOA [7] and
WVO_PSO [12] are reviewed. This evaluation demonstrates
that the operating point supplied by WOA [7] is possible
with precise WFC since the difference between its stated
and calculated values is negligible. In contrast, however
WVO_PSO [12] provides suitable operating point for all
units, a significant difference is remarked between the stated
WFC value of 235789.2 $ and the computed 238005.79 $.

The convergence characteristics, shown in Fig. 11, ensures
that the proposed HBOA is capable to find feasible operating
points accurately for all units and to improve the solution
quality for such large-scale system.

V. CONCLUSION
This paper has been successfully implemented the HBOA for
solving the CSED problem. This problem has an economic
benefits and reduction of negative environmental effects in
case of its optimal solution achievement. HBOA is designed
using adaptable penalty formulas to find optimal and feasi-
ble operational conditions of heat or power only units and
cogeneration combined heat and power units. Based on the
infeasible solutions’ distance from the next feasible border,
it penalizes them with various degrees. Diverse pillars are
studied in the CSED issue with inclusion of transmission
losses and valve-point effects. HBOA is employed on 4,
24, 84 and 96-unit systems with diverse power and thermal
demands. HBOA efficacy for 4-unit and 24-unit test sys-
tems is proven. Also, HBOA is applied on the large-scale
test systems, 84 and 96-unit test systems, where the results
ensure the scalability, efficiency and stability of the proposed
techniques as compared with other techniques. In addition,
the HBOA success in achieving the optimal solution without
any violation of the operating point of any scheduled unit.
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