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ABSTRACT As an essential component of Intelligent Transportation Systems (ITS), short-term traffic
flow prediction is a key step to anticipate traffic congestion. Due to the availability of massive traffic data,
data-drivenmethodswith a variety of features have been appliedwidely to improve the traffic flowprediction.
China has the longest total length of expressways in the world and there is significant information recorded
when vehicles enter and exit the expressway. In this paper, we collect data at an expressway exit station in
Shanghai, split the data according to its originating entry stations and predict the corresponding exit station
traffic flow using the multi split traffic flows. First, the original records are collected, preprocessed, split,
aggregated and normalized. Second, the Long Short-Term Memory (LSTM) model is applied to learn from
the features of the overall flow and split traffic flows to predict the overall exit flow. The baselines are
models which only overall flow information is considered. Compared with the baselines, in other models,
the split flows according entry stations are also considered for prediction. Finally, the LSTM model is made
comparison with the Convolutional LSTM(ConvLSTM), the K-Nearest Neighbor (KNN) model and the
Support Vector Regression (SVR) model. When the information of overall flow and 6 split traffic flows is
used and step is set to 11 (with 5 minute aggregation), the model prediction performs best. Compared with
the best result of LSTM baseline model, the improvement of prediction accuracy is up to 5.48 percent by
Mean Absolute Error (MAE).

INDEX TERMS Traffic flow prediction, LSTM model, feature selection, split flows.

I. INTRODUCTION
China is experiencing greater urbanization and traffic
congestion is one of the major challenges [1]. Serious
traffic congestion and the resulting adverse influence on
traffic safety and environmental conditions have received
considerable attention [2]. To address the problems, Intel-
ligent Transportation Systems (ITS) have been extensively
studied for decades and has emerged as an effective way to
improve efficiency of transportation [3]. Short-term traffic
flow prediction has become one of themajor research fields in
ITS [4]. Accurate real-time short term traffic flow predictions
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help traffic participants choose appropriate travel routes and
provide an effective control strategy for traffic managers to
relieve traffic congestion [5]. It also reduces pollution and
improves the safety of transportation.

With the rapid development of China’s economy,
the mileage of expressways and the number of vehicles
have increased tremendously [6], [7]. Besides the number
of vehicles, there is copious data which could be collected
from expressway stations [8], like vehicle type [9], entry time,
entry station, exit time and exit station. However, most traffic
flow prediction models mainly consider the overall flow
information alone. Some studies have analyzed the impacts of
other information, such as upstream and downstream traffic
flow [10], [11], traffic flow at related sites [12]–[14], traffic
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flow at the link-level [1] and traffic flow of various vehicle
types [10]. Few studies have tried to predict the overall flow
with the split flow information. By split traffic flow, we mean
the proportion of traffic exiting a specific exit station that
originates from a given entry station. The overall flow is
composed by the split flows with different features. Vehicles
from various entry stations arrive at an exit site with different
travel times and quantity. In this matter, the split flows of
different entry stations contribute various patterns to the
overall flow. It’s believed that the accuracy of traffic flow
predictions can be improved, if incorporating the split flows
as inputs. Moreover, if the most effective split flows rather
than all flows are used as the input for a model, it will achieve
optimal predictive capability.

At present, two kinds of techniques have been applied
in traffic flow prediction, one is the parametric model
and the other is the nonparametric model [15]. Paramet-
ric models refer to models with fixed structures based
on some assumptions [16]. Nonparametric models refer
to models without fixed structures, such as K-Nearest
Neighbor (KNN), Artificial Neural Network (ANN) and so
on [16].

Parametric models contain Autoregressive Integrated
Moving Average (ARIMA) model [17], Kalman Fil-
tering [18] and so on. ARIMA and its variants are
the most commonly used parametric models in traffic
flow prediction [16], like Autoregressive Integrated Mov-
ing Average with Generalized Autoregressive Conditional
Heteroscedasticity (ARIMA-GARCH) [19] and Seasonal
ARIMA (SARIMA) [20]. Parametric models are more effi-
cient than nonparametric models [15].

In recent years, nonparametric models have received inten-
sive attention in traffic flow prediction. The change in road
traffic flow is a real-time and ever-changing process [21], and
nonparametric models are suited for nonlinear and stochastic
traffic data [4], [15]. Using large data sets, the nonpara-
metric models can potentially improve the accuracy of pre-
dictions [1]. Lv [22] applied a deep architecture model to
use autoencoders as building blocks to represent traffic flow
features for prediction. It had better performance than Back
Propagation Network (BP), Random Walk (RW), Support
Vector Machine (SVM) and Radial Basis Function Network
(RBFN). Zhu [23] used Radial Basis Function Neural Net-
works (RBFNN) to predict the urban traffic flow. And the
traffic volumes of adjacent intersections are used as inputs to
obtain more accurate forecasting result. Zeng [24] proposed a
hybrid model, which estimates the weights of the Multilayer
Artificial Neural Network (MLANN) and the parameters of
ARIMA model. The MLANN model is used to analyze the
nonlinear part of traffic flow time series and the ARIMA
model is developed to model the residuals from the ANN
model. Wang [25] proposed a hybrid model of SVM and
KNN for short-term freeway exiting volume prediction. Com-
pared with a single KNN method or Support Vector Regres-
sion (SVR) method, the hybrid model improves the stability
of prediction results.

As a nonparametric model, ANN plays a crucial role in
traffic volume forecast. However, the traffic flow is sequen-
tial data in nature. Multilayer Perceptron (MLP) is the
most widely used form of ANN, but its output depends
only on the current input and not on any past inputs [26].
To relax this condition, the Recurrent Neural Network (RNN)
was applied to forecast the traffic flow. As a special kind
of ANN, there are self-connected hidden layers on RNN
so that the RNN can map information of previous inputs
to each output [27]. But when a RNN model is trained to
predict the traffic flow and the Back Propagation Through
Time (BPTT) is used to update weights, the gradients of the
RNN may vanish or explode with time lags increasing [16].
As a particular type of RNN, the Long Short-Term Mem-
ory (LSTM) model was proposed to overcome the disad-
vantages [10]. Shao [28] explored the applications of LSTM
model in short-term traffic prediction. Compared with RW,
SVR, Wavelet Neural Network (WNN) and Stacked AutoEn-
coder (SAE), LSTM model has the smallest error in both
Mean Absolute Percentage Error (MAPE) and Root Mean
Square Error (RMSE). Tian [29] applied the LSTM to predict
the traffic flow with 15-min, 30-min, 45-min and 60-min
intervals, and the prediction results showed that the LSTM
demonstrated more excellent generalization capability than
RW, SVM, SAE and single hidden layer Feed Forward Neural
Network (FFNN). Wang [30] made a traffic flow prediction
by using the sampled GPS data and the results showed that
the LSTM and Gated Recursive Unit (GRU) performed better
than ARIMA and SVR. The LSTM model has more accurate
prediction results than GRU. Luo [13] used KNN to choose
related neighboring sites. Then the traffic flow data of these
sites were used as the inputs of LSTM. Wei [14] used the
AutoEncoder to obtain the internal relationship of traffic flow
and applied the LSTM network for traffic flow prediction.
Some study use other data information about the traffic flow
as the input of the LSTM model, like upstream and down-
stream traffic flows [14], weather conditions [1], [31] and
traffic flows at related sites [13]. Zheng [1] proposed a deep
and embedding learning approach (DELA) that consisted of
an embedding component, a Convolutional Neural Network
(CNN) component and a LSTM component. The impacts of
traffic flow, route structures, weather conditions and special
events were considered together. Kang [10] analyzed the
effects of various inputs on the LSTM prediction perfor-
mances. The inputs of each model are various combinations
of data sets that contain the upstream and downstream traffic
flows, speed and occupancy.

Feature/Variable selection contributes to the improvement
of traffic flow prediction. It contains two methods: filter
methods and wrapped methods. The filter methods select
features/variables by ranking them and filtering out the
least promising features/variables [32]. The wrapped meth-
ods analyze the prediction performance of a given model
to select a subset of features/variables [32]. Different com-
binations of features were applied to select the most effec-
tive features, like [10] and [33]. Wu [33] proposed a novel
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short-term traffic flow prediction approach based on the
combination of CNN and LSTM (CLTFP). The spatial fea-
tures, short-term temporal features and periodic features were
generated from well-trained model CLTFP to train several
Lasso models. And the features were combined variously
to conduct a comparison among prediction results of Lasso
models. The Lasso model with 3 features outperforms other
Lasso models. Yan [34] used Pearson correlation coefficient
to select the flows at neighboring sites. Then the spatial
and temporal features of flows were extracted to predict
the traffic flow. Zhang [35] proposed a Spatio-temporal fea-
ture selection algorithm (STFSA). The ANN model and
CNN model were used with the algorithm. For a model
using STFSA, it achieved better performances but spent
more than ten times of the training time of the non-STFSA
model.

To fill the gap of the previous studies, we apply the
LSTM model to learn from the history feature of the overall
flow and split flows according entry stations to forecast the
exit flow at the exit station of expressway. The baselines
are the models in which only the overall flow information is
considered. In this paper, the overall flow is split according
the entry stations and ranked according the traffic of vehicles.
The spilt flows with little cross-correlation are not considers
as the input of models. Rest split flows are used as the
input of model. The main contributions of this study are as
follows:

(I) Consider the impact of the split flows and make full use
of different traffic flow features.

(II) Analyze the effects of various inputs on the overall
flow predictions compared with the baselines. So that we can
ensure the split flows could improve the model.

We note that a conference version has been presented [36].
Compared to previous work, we give detailed analysis on the
feature selection, data preprocessing and model comparison
in this paper. First, the trend of traffic flow is described
accurately. Second, the feature selection is explained by
cross-correlation analysis. Third, process about determining
the values of hyperparameters is described. Fourth, the com-
parison of various models shows that the information of split
flows makes models achieve better performance.

The rest of this paper is organized as follows. Section 2 dis-
cusses the theory of the methods. Section 3 shows the
experiments of predictions. The conclusion is provided
in Section 4.

II. METHODOLOGY
A. DATA PREPARATION
The overall flow Y could be denoted as {Y1,Y2, · · · ,YT },
and Yt (t = 1, 2, . . . ,T ) is the value of the overall
flow at timestamp t . The split flows are expressed as
{X1,X2, · · · ,XT } where Xt = (x1t , x2t , · · · , xNt ). xit (i =
1, 2, . . . ,N ) is the value of split traffic flow of entry station i
at timestamp t . xi is the split flow of entry station i and
denoted as (xi1, xi2, · · · , xiT )T i = 1, 2, · · · ,N .

B. DATA NORMALIZATION
Before training the LSTM model, the data is normalized
into range [0,1] by Min-Max normalization methods. The
normalization method is described as eq (1) and eq (2).

Y normt =
Yt − Ymin

Ymax − Ymin
(1)

xnormit =
xit − xmini

xmaxi − xmini

(2)

The Ymax is the maximum value in the overall flow, and
the Ymin is the minimum value. The xmaxi is the maximum
value in the split flow of entry station i, and the xmini is
the minimum value. The normalized overall flow Y norm

is expressed as {Y norm1 ,Y norm2 , · · · ,Y normT }. The normalized
split flows Xnorm are denoted as {Xnorm1 ,Xnorm2 , · · · ,XnormT }

where Xnormt is denoted as (xnorm1t , xnorm2t , · · · , xnormNt ).

C. LSTM MODEL
The LSTM layer is composed of input gate, forget gate,
output gate, and self-connected memory cell. Input gate is
used to enter current data information. Forget gate is used to
determine how much previous information should be aban-
doned. Output gate is used to output data information to the
next layer or LSTM layer at next timestamp. Memory cell
restores the previous data information. Input gate, forget gate
and output gate are activated by the sigmoid function σ (·)
and three gates’ outputs are between 0 and 1. σ (·) is defined
in eq (3).

σ (x) =
1

1+ e−x
(3)

Baselines:When the number of split flows N is 0, it indi-
cates that only the overall flow information is considered in
the models. These models are recognized as the baselines.
The LSTM model in baseline has been shown in Figure 1.
H is the length of hidden state vector in the LSTM layer.

At timestamp j, the overall flow information Y normj and
the hidden state hj−1 are mapped to the LSTM layer. The
fj decides how much previous memory should be kept at
timestamp j. The ij controls the amount of new information
content being added to the current memory [37]. They are
calculated as:

fj = σ (Y normj Wyf + hj−1Whf + bf ) (4)

ij = σ
(
Y normj Wyi + hj−1W hi + bi

)
(5)

where WyfWyi ∈ R1×H ,WhfWhi ∈ RH×H , bf bi ∈ R1×H , and
fj ij ∈ R1×H . W is the weight matrices between individual
units and b is the bias vector.

The hidden state hj is computed by output gate oj and cell
state cj. The cj and hj will be mapped to the LSTM layer at
timestamp j+ 1. The cell state is computed as:

c̃j = tanh
(
Y normj Wyc + hj−1Whc + bc

)
(6)

cj = fj � cj−1 + ij � c̃j (7)
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FIGURE 1. The LSTM model in baseline.

oj = σ
(
Y normj Wyo + hj−1Who + bo

)
(8)

hj = oj � tanh(cj) (9)

whereWycWyo ∈ R1×H ,WhcWho ∈ RH×H , bcbo ∈ R1×H , and
c̃joj ∈ R1×H .� implies the multiplication of corresponding
elements of two matrices with the same shape.

When the step is set to 1t , the h1t will be mapped to the
fully connected layer. Then, the Ŷ norm1t+1 is computed as eq (10):

Ŷ norm1t+1 = h1tWh + bh (10)

where Wh ∈ RH×1 and bh ∈ R1×1.
Models with input split flows: The models which consider

split flows information are compared with the baselines to
analyze the effect of the information. The model has been
plotted in Figure 2. The formulas are presented as:

fj = σ ([Xnormj ,Y normj ]W[x,y]f + hj−1Whf + bf ) (11)

ij = σ
(
[Xnormj ,Y normj ]W[x,y]i + hj−1Whi + bi

)
(12)

c̃j = tanh
(
[Xnormj ,Y normj ]W[x,y]c + hj−1Whc + bc

)
(13)

cj = fj � cj−1 + ij � c̃j (14)

oj = σ
(
[Xnormj ,Y normj ]W[x,y]o + hj−1Who + bo

)
(15)

Hj = oj � tanh(cj) (16)

Ŷ norm1t+1 = h1tWh ++bh (17)

FIGURE 2. The LSTM models which consider split flows.

where W[x,y]fW[x,y]iW[x,y]cW[x,y]o ∈ R(1+N )×H , WhfWhi
WhcWho ∈ RH×H , bf bibcbo ∈ R1×H , fjijc̃joj ∈ R1×H ,
Wh ∈ RH×1 and bh ∈ R1×1.

In this paper, the object function of model training is set
as eq (18).

Loss =
1
m

∑m

i=1
|Ŷ normi − Y normi | (18)

The Adam optimizer is applied to minimize the object
function. Adam optimizer, a modification of stochastic gra-
dient descent (SGD) optimizer with adaptive learning rates,
is applied for BPTT [10].

D. MODEL EVALUATION
The Ŷ normi is re-scaled into the predicted value Ŷi and it is
computed as follow.

Ŷi = Ŷ normi

(
Ymax − Ymin

)
+ Ymin (19)

After the predicted values are re-normalized, we use
RMSE andMean Absolute Error (MAE) to evaluate accuracy
of model predictions. They are defined as eq (20) and eq (21):

RMSE

RMSE =

√
1
n

∑n

i=1

(
Ŷi − Yi

)2
(20)

MAE

MAE =
1
n

∑n

i=1
|Ŷi − Yi| (21)
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FIGURE 3. The overall traffic flow at 5-minute interval.

where Yi and Ŷi presents the traffic flow data and predicted
traffic flow values in 5-minute interval. The n represents the
number of all predict values. The MAE reflects the absolute
value of the difference between the predicted value and the
actual traffic flow data [1], [38]. The RMSE evaluates the
degree of change of data [39]. The lower value of MAE and
RMSE imply the more accurate prediction results. In this
paper, the MAE value is applied to compare the accuracy of
prediction results.

III. EXPERIMENT
A. DATA DESCRIPTION AND PREPROCESS
Shanghai is a metropolis in China with developed express-
ways. The traffic congestion of Shanghai has become serious.
ITS has received sustained attention for its ability to solve
the issue. As a basic component of ITS, short-term traffic
flow prediction is used to help people plan travel and improve
traffic management. For this study, we used the expressway
Electronic Toll Collection (ETC) traffic flow data from an exit
station in Shanghai. The time span of traffic flow data is from
1st September, 2019 to 28th September, 2019.
There are 539,614 records in total and every record

includes entry station, exit station, exit time, mileage and
vehicle type. There are occasional abnormal records. Abnor-
mal records might have a negative influence on the model
prediction and should be filtered out [40]. There are 3 types
of abnormal data:

(I) Records with abnormal entry stations. Some codes of
entry stations are recorded as 0.

(II) Records with wrong time stamps.
(III) Records with zero mileage.
Excluding abnormal data, the preprocessed data contains

520,502 records. The large number of data points is beneficial
to model, so we attempt to obtain more training data as pos-
sible [1]. But it will spend more time. In order to balance the
efficiency and accuracy of training model, the preprocessed
data is aggregated into 5 minutes [1]. It is shown in Figure 3.
The blue line and red line are for workday and weekend
respectively. Some observations could be summarized as
below:

(I) In each work day, the overall flow has at least two peaks:
a morning peak and an afternoon peak. The values of morning
peaks are always presented with larger values. In a workday,
the morning peak reaches values larger than 200 veh/5min,
but the afternoon peak reaches values of about 150 veh/5min.

(II) On some work days, the traffic flow peak is at noon.
(III) On a weekend day and a holiday (from

13rd September to 15th September), peak values are less than
those on weekdays. Except on 15th September, peaks reach
values less than 150 veh/5min.

(IV) In the early morning and late evening, traffic volume
is the lowest.

(V) On 20th September, the peak value in the morning
exceeds 450veh/5min in the time period.

(VI) On 28th September, traffic flow is close to 0 most of
the day (The expressway may have been closed at this time).

The traffic flow distribution varies between weekend days,
holiday and week days. The traffic volume on a weekend
day is presented in Figure 4 and the corresponding smooth
values (rolling mean) are used to show the trend of traffic
volume. The traffic volume rises after 4:00. The morning
peaks on a weekend day or holiday occur at about 10 o’clock.
Then, the traffic volume declines until about 12 o’clock.
The afternoon peak values are reached between 16:00 and
18:00. In Figure 4a, the morning peak value is larger. How-
ever, in Figure 4b the afternoon peak value is larger. Finally,
the traffic volume drops for the rest of the day.

The traffic flow in different hours of a work day is shown
in Figure 5. From 0:00 to 4:00, the traffic volume is close
to 0. After 4:00, the traffic volume fluctuates dramatically.
In a workday, the traffic flow peak comes between 6 o’clock
and 8 o’clock on each work daymorning. Typically, the peaks
in the afternoon are reached between 16:00 and 18:00. The
peak values are smaller than those in the morning. Finally,
the traffic volume declines in the rest of the day.

According to originating entry stations, the records are split
to construct the multi traffic flows. In total, the vehicles are
from 102 entry stations, and 102 flows could be constructed.
The patterns of various split traffic flows are quite different.
Selecting the relevant information is the key point in this
study and the Pearson correlation coefficient is recognized
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FIGURE 4. Typical traffic flow on weekend or holiday.

TABLE 1. The overall traffic flow and the split flows.

as a criterion to assess the strength of relevance [35]. The
Pearson correlation is obtained by eq (22):

ρ(A,B) =
Cov(A,B)
σAσB

=

∑n
i=1 (ai − ā)

∑n
i=1 (bi − b̄)√∑n

i=1 (ai − ā)
2
√∑n

i=1 (bi − b̄)
2

(22)

where A = {a1, a2, · · · , an} and B = {b1, b2, · · · , bn}
represents two sequence data. ai and bi are the sequence
values at timestamp i. ā and b̄ represent the average values
of sequence data. Cov(A,B) is the covariance between A
and B. σA and σB express the standard deviations of the
sequence data. The closer |ρ(A,B)| is to 1, the stronger the
relevance is.
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FIGURE 5. Typical traffic flow on a work day.

The autocorrelation analysis of the overall flow is pre-
sented in Figure 6a and it can be considered that there is
a strong temporal correlation in overall traffic flow data.
As the time lag increases, the autocorrelation correlation
coefficient reduces slowly. When the time lag number is set
to 12, the autocorrelation coefficient drops to nearly 0.8.
The cross-correlation illustrates the correlation between the
overall flow and split flows. When time lag is set to 1t ,
the values of cross-correlation is the correlation coefficient
between overall flow, from time 1t + 1 to time T and split
flows, from time 1 to time T − 1t . Figure 6b and Figure 6c
show that the flows with larger vehicle numbers are more
relevant to the overall flow.

In the first 3 weeks, the total number of vehicles on 14 split
flows is approximately 90.08% of the overall flow. From
1st September to 28th September, they are also the largest
flows and comprise 89.99% of the overall flow. The details
have been provided in Table 1. Their distributions in Shanghai

are presented in Figure 7. These split flows are used to train
the models and forecast the overall flow.

Two types of flows are presented in Figure 8. As Figure 8a
shows, on each work day, the afternoon peak values for
A1 are larger than the morning peak values. On contrast,
in Figure 8b, the morning peak values for A2 are higher. The
pattern of flow from A1 is quite different with the overall
flow. So when time lag is 0, the cross-correlation coefficient
between overall flow and split flow of A1 is less than that
between overall flow and split flow of A2 which is plotted
in Figure 8b. The spilt flows providemore details about traffic
flow at an exit station. It could be applied in traffic flow
prediction.

The traffic flow sequence data can be constructed by
the follow procedures: First, the original traffic flow data
was recorded with detailed information. Second, abnormal
records are removed and the preprocessed data is obtained.
Third, the preprocessed data is aggregated in 5-min intervals.
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FIGURE 6. Correlation analysis.

FIGURE 7. The Distributions of stations in this study [41].
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FIGURE 8. The examples of split flows.

FIGURE 9. The process of preprocessing.

Fourth, the preprocessed data is split, and records are summed
to obtain the number of vehicles originating from all sta-
tions. The stations with largest number of originating vehicles
are selected. Finally, the split data is aggregated and split
flows are obtained. In this study, the process is summarized
in Figure 9.

B. PREDICTION RESULTS
The data set is divided into 2 phases: the training phase and
the test phase. The training data set contains the traffic flow
data from 1st September, 2019 to 21st September, 2019 and
the rest data is considered as the test data. The prediction
results of models are compared versus the test data set. In this
paper, the short-term prediction refers to the prediction of
traffic flow in the next 1-hour or less interval. So, step is set to

the range from 1 to 12, that is, from 5 minutes to 1 hour. The
output in the models is the normalized value of overall flow at
timestamp (step+1)-th. The predicted overall flow values are
obtained by reversing the normalization process. In baselines
of LSTMmodels, only the overall flow is considered as input.
In other models, the input includes the overall flow and the
N split flows. The performances of other models are com-
pared against the baselines.

There are some hyperparameters that need to be consid-
ered before the LSTM model is trained: the length of hid-
den vector, the number of epochs and batch_size. When all
hyperparameters are fixed, the most complex LSTM model
is when the traffic flow number N is set to 14 and step
to 12. The simplest model is set N to 0 and step to 1.
The LSTM models are trained using the training data set,
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FIGURE 10. The comparison between traffic flow data and predicted values.
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TABLE 2. The model performance with various parameters
(N = 0, step = 1).

TABLE 3. The model performance with various parameters
(N = 14, step = 12).

and the MAE of prediction results is used to evaluate the
model performance. First, the length of hidden vector is set
to 2, 4, 8, 16, 32, 64, 128 or 256 when other parameters
are set at default values. Second, the number of epoch is
set to 5, 10, 15, 20, 25, 30, 45 and 50 when the batch_size
is set to default and the length of hidden vector is fixed
with best values. Third, the batch_size is set to 2, 4, 8,
16, 32, 64, 128, or 256 when other parameters are fixed
with best values. The model performance has been sum-
marized in Table 2 and Table 3. The best parameters are
bolded.

However, when N = 0, step = 1, the length of hidden vec-
tor is 128 and other hyperparameters are set to the optimized
values in Table 2, the MAE of prediction results is 7. 9721.
Compared with the best results in Table 2, it is the second
best accurate prediction. Finally, to achieve better forecasting
performance and assure the hyperparameters for all models,
the length of hidden vector is set to 128. The epoch is set to 20
and the batch_size is set to 16. The prediction results are
summarized in Table 4.

FIGURE 11. Boxplot of prediction performance in test data set.

With the lowest MAE value and RMSE value, the results
of the best baseline and the best model are highlighted in
bold. According to the prediction error analysis, the most
accurate prediction occurs when N is set to 6 and step is
set to 11. Compared with the best result in baseline mod-
els, the prediction accuracy is improved by reducing MAE
nearly 5.48%. And the RMSE has dropped by 6.23%. The
comparison between traffic flow data and predicted values is
presented in Figure 10a. Figure 10b and Figure 10c visualize
the comparison of predicted traffic flow on a day. It can be
seen that the traffic flow predicted by the overall flow and
6 flows is more approximate to the traffic flow data when the
traffic flow fluctuates or drops largely in the morning. If N is
set to 12, the models always perform better than the baselines
when step is set to the same value. The prediction results are
highlighted in bold with an asterisk in Table 4.

C. MODEL COMPARISON
The performances of the LSTM model are compared with
other prediction approaches which include the Convolu-
tional LSTM (ConvLSTM) model, the KNN model and the
SVR model. As a variant of LSTM, it has been applied in
handling spatiotemporal data in recent research [42]. The key
formulas are show at below:

it = σ (Wxi ∗ Xt +Whi ∗Ht−1 +Wci � ct−1 +Bi) (23)

ft = σ (Wxf ∗ Xt +Whf ∗Ht−1 +Wcf � ct−1 +Bf ) (24)

ct = ft ∗ ct−1 + it ∗ σ (Wxc ∗ Xt +Whc ∗Ht−1

+Whc � ct−1 +Bc) (25)

ot = σ (Wxo ∗ Xt +Who ∗Ht−1 +Wco � ct−1 +Bo) (26)

Ht = ot � tanh(ct−1) (27)

where Xtε(N +1, 1) andHtε(N +1, 128)N = 1, 2, · · · , 14.
The ∗ denotes the convolution operator. Before the Ht is
mapped to the fully connected layer, it is reshaped as a tensor
with a size of (1, 128+128∗N ). In this paper, the ConvLSTM
has 128 filters which the size of every filter is 2.

For the SVR model, kernel function is set to the RBF
(Radial Basis Function), C is set to 1, and ε is set to 0.1.
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TABLE 4. The summary of model results.

For the KNN model, the k is set to 5. In the Table 5, best
prediction results in different methods have been evaluated
by RMSE and MAE. Figure 11 gives the absolute error on
test data set predicted by those models.

From Table 5 and Figure 11, it can be seen that split
flows improve the performance of traffic flow predictions on
various model when the time of trainingmodel increased very
little. Compared with the result of LSTM model, the predic-
tion results of ConvLSTMmodel achieve worse performance

with more training time. When the information of split flows
is not considered, the SVR and the KNN model results have
the highest errors.

For the KNN model, the best prediction occurs when N
was set to 1 and step was set to 8. Compared with the best
baseline in the KNN models, the improvements of accuracy
are up to 4.66% in MAE and 5.06% in terms of RMSE.

For the SVR model, the evaluations show that the SVR
model achieved the best performance when N was set
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TABLE 5. The best results in different models.

TABLE 6. List of abbreviations.

to 14 and step was set to 1. Compared with the best baseline,
the prediction accuracy decreased MAE by 36.03%. The
RMSE value drops by 33.46%.

IV. CONCLUSION
In this paper, we collected the traffic flow data from an
expressway exit station in Shanghai and used the LSTM
model to predict the overall exit traffic flow. Both the overall
flow information and the split flow information from test
data were used to forecast the overall flow at later dates.

We conducted experiments to analyze the effect of split
flow information compared to baseline models, which only
considered the overall flow information. We also evaluated
other models in the samemanner. According to the prediction
analysis, the split flow information improves the accuracy of
model predictions. We obtained results as below:

(I) When N was set to 6 and step was set to 11, the model
gave the best prediction performance. The prediction error
reduced by 5.48%, as computed by MAE, compared to the
baseline. RMSE declined by 6.23%.

(II) The models that considered the information of overall
flow and 12 split flows with largest numbers of vehicles
always achieved better performances than the baselines.

(III) The proposed method is particularly effective for
predicting when large fluctuation occurs.

(IV) LSTM models exhibit better performance than the
ConvLSTM models, the KNN models and the SVR models.
Incorporating split flow information improves the perfor-
mance of SVRmodel and KNNmodel when the training time
increases not verymuch. For theKNNmodel, whenN was set
to 1 and stepwas set to 8, the KNNmodel performed best. For
the SVR model, the results show that if N was set to 14 and
step was set to 1, the model would achieve best performance.
The results show that the inclusion of split flow informa-

tion improves overall flow prediction.
This paper is an extension of previous study [36]. Com-

pared with the early version, the improvement is summarized
as follows:

(I) Describe the trend of traffic flow accurately.
(II) Explain why 12 split flows should be selected by cross-

correlation analysis.
(III) Describe the process of how to determine the values

of hyperparameters.
(IV) The comparison of various models shows that the

information of split flows makes various models achieve
better performance.

APPENDIX
See Table 6.
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