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ABSTRACT In this paper an innovative study concerning the perfect control algorithm is presented.
This particular control strategy has already been developed for continuous- and discrete-time transfer-
function-originated plants, as well as discrete-time state-space-related systems, however the approach
devoted to continuous-time state-space objects is still an unexplored research area. With the application
of the time-dependent system correction joined with nonunique matrix inverses, a new maximum-speed and
maximum-accuracy control paradigm is established within this research. Simulation cases performed in the
Matlab/Simulink environment show, that the new results can successfully be applied in the field of control
theory and practice.

INDEX TERMS Perfect control, continuous-time system, inverse model control, inverses of nonsquare
matrices, degrees of freedom, MIMO, practical implementation.

SYMBOLS
A system matrix
A∗ closed-loop system matrix
B input matrix
C output matrix
dt continuous step time
Fx ,Fy,Fz forces of respective axes
f(t) any continuous-time function
g gravity acceleration
I identity matrix
J (.) performance index
K state-feedback matrix
k index
kx , ky, kz viscous friction coefficients of respective

axes
L difference between kinetic and potential

energies
M perfect control-originated matrix
m scalar value of matrix M
m1,m2,m3 masses of robot’s links
n number of state variables
nu number of inputs
ny number of outputs
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q−1 backward shift operator
qx , qy, qz gripper tip position in XYZ-coordinates
s continuous Laplace operator
T ,U kinetic and potential energy, respectively
t continuous time
U,V SVD-related matrices
u(t) input vector in t
x(t) state vector in t
x0, x(0) initial state vector
y(t) output vector in t
yref(t) reference value/setpoint in t
β degrees of freedom matrix
6 SVD eigenvalue matrix
(.)L any generalized left inverse
(.)R any generalized right inverse
(.)R0 minimum-norm right inverse

(.)T transpose symbol
˙(.) derivative symbol
(.)−1 regular matrix inverse
(.) polynomial matrix in q−1

ABBREVIATIONS
BIBO Bounded-Input, Bounded-Output
BIBS Bounded-Input, Bounded-State
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CTPC Continuous-Time Perfect Control
IMC Inverse Model Control
LTI Linear Time-Invariant
MIMO Multiple-Input, Multiple-Output
SVD Singular Value Decomposition

I. INTRODUCTION
Modern control algorithms often entail a numerical com-
plexity and usually are connected with mathematical chal-
lenges such as nonuniqueness or inverse problem [1]–[4].
It should be emphasized, that both of these peculiarities
have strongly been addressed to the inverse model control
framework [5]–[7]. The parameter and polynomial matrix
inverses constitute a self-standing scientific area, which
gathered a reasonable interest during past years [8]–[10].
For instance, the inverse-based pole-free perfect control for
discrete-time state-space system has already been deliv-
ered in such a way [11]. Notwithstanding, the inverse
problem has nonunique solutions mainly for plants hav-
ing plural numbers of inputs and outputs [12]–[14]. This
phenomenon is employed during design of IMC robust
MIMO strategies [7], [15].

The multivariable systems, i.e. plants with different num-
ber of input and output variables, has collected consider-
able attention over past years [7], [11]. This is due to the
fact that most challenges have multiple nonunique solutions,
thus additional benefits can be obtained apart from those
associated with minimizing the main goal functions. For
example, the control energy can be optimized with presumed
output behavior during different control actions [16], [17].
Moreover, the multivariable control design is often connected
with a matrix calculation, since the matrix-based state-space
description is preferable in those considerations.

One of control strategies benefiting from both multi-
variability and matrix-based nature is the perfect control
algorithm. For now, this control scheme is well-described
for deterministic discrete-time plants with remarkable
almost zero-error performance [4]. Moreover, thanks to the
nonuniqueness occurring in this inverse-model-based scenar-
ios, some additional properties were assigned to the perfect
control systems. Just to mention, the main improvements
were obtained using the nonunique matrix inverses applied
to the perfect control design process [11].

As already indicated, the area of matrix inverses is yet
another interesting topic worth of a scientific discussion [18].
In the context of perfect control design, there is a wide
history of development and implementations of inverse-based
studies in the field of modern control theory. For years,
theMoore-Penrose inverse has been used during different the-
oretical and practical tasks according to its minimum-norm
property [19], [20]. This specific inverse is said to guaran-
tee unique and ’best’ reachable solution. However, it has
recently revealed, that in several applications there is a pos-
sibility to withstand the Moore-Penrose inverse dominance.
For instance, the nonunique right σ -inverse (or H -inverse)

has shown its overwhelming reliability in stabilizing the
inverse-based perfect controller [11]. Moreover, a plethora
of different inverses have been investigated in past years,
thus the selection of the proper one becomes more and more
complex task.

Notwithstanding, most of the mentioned peculiarities have
been used in the discrete-time manner, as the perfect con-
trol is well known for such system framework (for example
see Ref. [14] in the context of new energy-based criterion
dedicated to discrete-time perfect control law). What could
have been foreseen, the discussed control law obtained for
discrete-time systems applied to the continuous-time plant
resulted in the odd responses of the steady-state values,
but different from the reference ones. Thus, the correction
module has to be introduced to obtain the proper perfect
control response. Therefore, the process of continuous-time
perfect control system design with the application of non-
square matrix inverses constitutes the main matter of this
work. The novelty and complexity of continuous-time perfect
control algorithm applied to the continuous-time plants seems
to be yet unexplored and valuable theory area never seen
before. Of course, this scenario is connected with a very
high energy injection, however instances of such approach
can be found in practical applications. In various tasks, there
is a need to use the Dirac-oriented control paradigm, where
injection of energy is demanded. For example, such devices
like satellites or very complex walking systems of humanoid
robots can be considered as well [21], [22]. Last but not
least, since the proposed approach is certainly associated with
the nonsquare MIMO plants, the technical contribution of
the IMC-originated solution addressed to the real-life objects
should strongly be indicated. At the beginning, the most
important chemical engineering industry has to be men-
tioned, where the nonsquare system issue has probably been
firstly raised. The distillation column [23], [24], Shell con-
trol problem [25], crude distillation process [26], mixing
tank process [27], continuous stirred tank reactor [28] and
chemical-mechanical polishing process [29] can constitute
the main goal of our investigation. The discussed newmethod
can also be applied to the signal processing branch cov-
ering the environmental MIMO structures. In such a case,
the desirable dynamic properties are guaranteed through the
closed-loop control applications. The so-called perfectualiza-
tion of the error-control coding [30], precoding and equaliza-
tion [31], signal reconstruction [32], deconvolution [33] and
image recovery [34] seem to be good examples towards the
perfect control considerations. On the other hand, the tasks of
the perfect reconstruction of signal [35] and minimum vari-
ance/perfect control of computer networks [36] as well as the
inverse kinematic problem [37] have already become a fact.
Finally, the extension in the form of generalized minimum
variance control is also observed in the practice [38].

In the end, it is worth mentioning, that the perfect control
design process for the continuous-time plants can often be
very different from its discrete-time or fractional-order ver-
sions [7], [39], [40]. Thus, in this manuscript a comparison
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of discrete- versus continuous-time perfect control is made
through this study, as the invaluable supplement.

Taking into account all the presented reasons, the paper
is organized as follows. After a short introduction, the LTI
MIMO continuous-time state-space framework is briefly
reminded. It is worth emphasizing, that the system descrip-
tion is crucial in all model-based control scenarios. Later,
in Section III, a short explanation of nonuniquematrix inverse
idea is given together with explicit formulas allowing us
to obtain an infinite number of generalized inverses. The
main goal of this paper covering the continuous-time perfect
control (CTPC) is given in Section IV. Next, in Section V a
discussion over stability of such control plants is performed.
Some points are given in order to assess the proper new
stability criterion. Simulation examples of Section VI show,
that the perfect control formula can be successfully applied
to continuous-time systems. Two representative theoretical
and practical scenarios directly certify the CTPC procedure
in the best way. The final conclusions and open problems are
included in the closing section of the manuscript.

II. SYSTEM REPRESENTATION
In the paper we are considering an LTI state-space system in
continuous-time domain as follows{

ẋ(t) = Ax(t)+ Bu(t), x(0) = x0
y(t) = Cx(t),

(1)

where A ∈ Rn×n, B ∈ Rn×nu and C ∈ Rny×n are system,
input and output matrices, respectively, whilst u(t), y(t) and
x(t) denote the respective nu-input, ny-output and n-state
vectors. Described plant has the initial state values expressed
as x0 vector equivalent to the x(t) for t = 0.
Remark 1: Because of the nature of the perfect control

law, we rather omit the systems with nu < ny. For such
plants it is shown, that the perfect control algorithm cannot
be established (for instance see Ref. [4]).

The subsequent Fig. 1 should help to understand the whole
setup of the manuscript. Naturally, the proposed scheme is in
relation with all simulation instances of Section VI.

FIGURE 1. The acceptable right-invertible system scenario.

Remark 2: In order to clarify the used nomenclature,
it should strongly be noticed that our mathematical investiga-
tion covers the continuous time t as the numerical sequence
tk = tk−1 + dt , with k = 1, 2, 3 . . . , under dt → 0.

The stability of continuous-time plants is clearly connected
with the location of system poles. The well-known formula

allowing us to determine the main property of a control
system is reminded by the following relation

det(sI− A∗) = 0, (2)

with the final stability requirement expressed as Re(si) < 0
for all i-th roots of the characteristic equation.
Having the fundamental notion of the touched systems, let

us now briefly present the crucial nonunique inverses in the
next section.

III. NONUNIQUE σ -INVERSES
During the design process of inverse model control schemes,
in particular the perfect control systems, there are several
main concerns. The first one is the right-invertibility of con-
sidered plants. Only for objects with nu ≥ ny, the mentioned
control procedure results in a desired system output behavior.
In the past, the unique Moore-Penrose inverse has mostly
been used, due to its so-called minimum-norm property
[41]–[44]. This specific inverse dedicated to polynomial
approach is called T -inverse and sounds as follows

BR
0 (q
−1) = BT(q−1)[B(q−1)BT(q−1)]−1, (3)

where matrix polynomial B(q−1) is of dimension m× n.
Thus, the expression (3) constitutes a solid background for
other inverses. It is also worth mentioning, that for parameter
matrices, the right Moore-Penrose inverse reduces to the
parameter matrix form

BR
0 = BT(BBT)−1, (4)

with B being of the same sizes as B(q−1).
Observe, that in the case covering nu > ny, there is a

possibility to obtain an infinite number of different nonunique
inverses. As the mentioned topic is a self-standing research
area, only the right σ -inverse will be recalled here. This
particular inverse is proven to be useful in terms of pole
placement, energy optimization or widely understood robus-
tification [11]. The crucial merit of nonunique inverses are
the so-called degrees of freedom, which can be observed in
the right σ -inverse formula as follows

BR
σ (q
−1) = βT(q−1)[B(q−1)βT(q−1)]−1, (5)

where Bm×n(q
−1) and β

m×n
(q−1) are the full normal rank

polynomial and degrees of freedom matrices, respectively.
Remark 3: Of course, similarly to the unique Moore-

Penrose inverse, the parameter σ -inverse-originated struc-
ture can be obtained here. For matrices without polynomial
entries, the nonunique right σ -inverse is in the following form

BR
σ = β

T(BβT)−1. (6)

The σ -inverse can successfully be applied to all state-
space-based considerations, since the parameter matrices
plays crucial role in this framework.

Nevertheless, any other nonunique inverse can be used in
our study. For example, the right H -inverse defined as

MR
= (VT)−16RU−1, (7)
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where operation6R allows us to obtain an infinite number of
solutions derived from the already mentioned degrees of free-
dom. Of course, the Singular Value Decomposition (SVD) is
used here [45].

The proper definition of nonunique inverses is crucial in
the perfect control design, however the generalized inverses
are not the main matter of this paper. The development of
the perfect control law for continuous-time state-space plants
therefor is presented in the next section.

IV. CONTINUOUS-TIME PERFECT CONTROL LAW
The continuous-time perfect control is still a new research
area. Observe, that the examined algorithm can be con-
currently considering with respect to the following two
instances. In the first, more general case, we tell about the
nonzero-originated output reference perfect control. On the
other hand, the second approach brings us to the reduced
zero-setpoint perfect regulation. Below, we start with the
simplest solution.

For continuous-time plants described as in (1), the perfect
regulation with the zero setpoint can be achieved in just one
time increase horizon dt (yref(t + dt) = 0, dt → 0) accord-
ing to the following expression

u(t) =
[
−(CB)RCA−

BR

dt

]
x(t), (8)

with symbol (.)R providing the generalized right inverse.
In order to prove this fact, let’s consider any continuous-

time function f(t) together with the subsequent
property

f(tk ) = f(tk−1)+ ḟ(tk−1)dt, (9)

where tk = tk−1 + dt and dt → 0. Naturally, the above
formula is true for any case, since we have

f(tk−1)+ lim
dt→0

f(tk )− f(tk−1)
dt

dt = f(tk ). (10)

In such scenario, after substitution the control law (8) into
the first part of the description (1), we receive

ẋ(t) =
[
A− B(CB)RCA

]
x(t)−

x(t)
dt
, (11)

which can be adopted by (9), finally to obtain

x(tk ) = x(tk−1)+
[
A− B(CB)RCA

]
x(tk−1)dt − x(tk−1).

(12)

For y(tk ) = Cx(tk ) we immediately confirm our investiga-
tion due to

y(tk ) = Cx(tk−1)+

CA− CB(CB)R︸ ︷︷ ︸
Iny

CA

 x(tk−1)dt

−Cx(tk−1) = 0, (13)

where Iny stands for the identity matrix.

Of course, this property is not aimed in this paper. It will
only be used later to achieve guaranteed steady states. Thus,
an effort has been undertaken in order to enable our control
strategy to obtain arbitrary output reference and the results
which are expected in this paper.

Now, basing on the performance index minimizing the
control error

J (y) = ||yref(t)− y(t)||, (14)

where yref(t) stands for the reference value, we can per-
form an attempt to obtain similar minimum-error behav-
ior as observed in the discrete-time approach [11]. The
study presented here can be condensed to the essential
theorem.
Theorem 1: An arbitrary continuous-time state-space sys-

tem represented by formulas (1) receives the output value
y(t + dt) = yref(t + dt) after one step dt , under dt → 0,
with the following perfect control signal

u(t) =
[
−(CB)RCA− BRM

]
x(t), (15)

whereM is the specified matrix described by the formula

M = CR 1
dt

[Cx(tk−1)− yref(tk )] xL(tk−1), (16)

whereas (.)L is related to any generalized left inverse.
Proof: After substituting the control law (15) to the expres-
sions (1), we obtain the relation of dynamics as follows

ẋ(t) =
(
A− B(CB)RCA−M

)
x(t). (17)

Now, basing on the property (9), we can calculate the actual
state vector with respect to the past values

x(tk ) =
(
In +

(
A− B(CB)RCA−M

)
dt
)
x(tk−1). (18)

Finally, after substitution the received formula to the output
of the system (1) we have

y(tk ) = (C− CMdt) x(tk−1) = Cx(tk−1)− CCR︸︷︷︸
Iny

1
dt
dt

∗ [Cx(tk−1)− yref(tk )] xL(tk−1)x(tk−1)︸ ︷︷ ︸
unity

= yref(tk ), (19)

where tk = tk−1 + dt for dt → 0 and M is associated
with (16).

�

Remark 4: In case of a system with n-inputs and single-
output, the matrix M can be simplified to the form

M = In ∗ m, (20)

where In is the identity matrix and m is a scalar equal to

m =
1
dt
− yref(tk ) (Cx(tk−1))−1

1
dt
. (21)
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Note, that expressions yref(tk ) and (Cx(tk−1))−1 are also
scalars.

Naturally, in such reduced instance we receive the same
result as in general case (19). The confirmation can be written
as follows

y(tk ) = (C− CMdt) x(tk−1) = Cx(tk−1)− C
1
dt
dt

∗ [Cx(tk−1)− yref(tk )] (Cx(tk−1))−1 x(tk−1)

= Cx(tk−1)− Cx(tk−1)

+Cyref(tk ) (Cx(tk−1))−1 x(tk−1)

= yref(tk ) (Cx(tk−1))−1 Cx(tk−1)

= yref(tk ). (22)

Remark 5: Let’s discuss yet the performance index value
delivered by the algorithm presented in this paper. There-
fore, after assuming the performance index J1(y), obtained
by any arbitrary stable control scheme, and the perfect
control-related index J0(y), we can state that the following
relation

J0(y) ≤ J1(y), (23)

always holds. In fact, the perfect control law ensures the
globally lowest value of the mentioned norm. This obvious
property is also confirmed here, since the control error tends
to zero for any t > dt → 0 [14].
Remark 6: The employment of BR and CR in our inves-

tigation exhausts successfully the set of right-invertible
plants (CB)R.
Having defined this particular control law, let us discuss the

stability behavior for the new continuous-time perfect control
framework.

V. STABILITY PROPERTIES OF NEW
PERFECT CONTROL LAW
The stability of CTPC algorithm is a complex problem worth
of separate investigation. In this section, a brief investigation
on this matter is made in order to stress out of possible diffi-
culties. At the very beginning it is noteworthy, that the stabil-
ity in the perfect control approach should be understood in the
terms of bounded-input, bounded-output (BIBO) technique
or even BIBS (bounded-input, bounded-state) methodology.
This is supported by the fact, that the output variables reach
the reference value in possible no time, with the guaran-
teed stable output behavior. The stability of perfect control
is clearly connected with the closed-loop poles, calculated
according to the state-feedback formula

eig(A− BK). (24)

In such BIBO/BIBS paradigms, only the auto-regressive
parts of the system dynamics are taken into consideration,
with the well-known criterion covering connection between
closed-loop poles and discussed the stability feature. Studies
concerning the discrete-time perfect control systems have

shown, that the state-feedback matrix K used in this con-
trol design is crucial in the context of obtaining the dif-
ferent closed-loop poles [14]. For example, the application
of nonunique matrix inverses can lead to the different con-
trol properties with various closed-loop system matrix [11].
Interestingly, in all perfect-applicable nonsquare instances at
least single zero pole has been obtained [14]. As long as in
the discrete-time framework a pole located in the origin of
the complex plane is not an issue, the continuous-time zero
pole is unsatisfactory. Unfortunately, this property cannot be
tackled for now, thus the stability shall be determined basing
on the nonzero closed-loop control plant poles.

When we consider the issue of CTPC stability in the con-
text of BIBO approach, it has analytically been proven and
confirmed by the simulation tests that the proposed perfect
control is stable through the crucial matrix M. Observe, that
the mentioned structure depend not only on constant fixed
values, but it takes into account signals that are changing dur-
ing the control process (see expression (16)). Indeed, the form
of relation (16) could imply that the M is time-variant even
for a constant reference value yref(t). However, the conducted
investigation has shown that thematrixM can only be defined
by two unique forms. This fact is summarized by the follow-
ing theorem.
Theorem 2: For a steady reference value yref(t) = yref,

the CTPC law as in (15) is stable through the matrixM asso-
ciated with only two operating time ranges. The first scenario
is determined by the initial conditions, whereas the second
one employs the matrix M = 0.
Proof: In the first time range 〈t0, t1), where t1 = t0 + dt
for dt → 0 and y(t0) = Cx(t0) corresponds to the initial
condition, we end up with the M-related energy inclusion
providing y(t1) = yref(t1) (see framework (15-19)). However,
the second range 〈t1,+∞) excludes the matrixM because of

M = CR 1
dt

Cx(tk−1)− yref(tk )︸ ︷︷ ︸
0

 xL(tk−1) = 0, (25)

under Cx(t1) = yref(t). Thus, the expression (15) reduces to

u(t) = −(CB)RCAx(t), (26)

which provides

ẋ(t) =
(
A− B(CB)RCA

)
x(t). (27)

Finally, assuming the relation (9) we receive

x(tk ) =
(
In +

(
A− B(CB)RCA

)
dt
)
x(tk−1), (28)

and

y(tk ) = Cx(tk ), (29)
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FIGURE 2. Continuous-time perfect control of the two-by-one system.

determining

y(tk ) =

C+

CA− CB(CB)R︸ ︷︷ ︸
Iny

CA

︸ ︷︷ ︸
0

 dt

 x(tk−1)

= Cx(tk−1) = yref(tk ), (30)

what ends the proof.

�

Remark 7: Naturally, in the case of a time-varying refer-
ence value, the same paradigm has occurred. Nevertheless,
the discussed two operating time ranges should be respected
to the two neighboring setpoint samples in this scenario.
Remark 8: Still, the analytical statement covering the

stability-related characteristic equation is pursued, what con-
stitutes the solid perfect control open problem.

After introduction of the new perfect control procedure, let
us switch now to the simulation examples in the next section.
The numerical tests clearly show the advantages of the new
peculiarities.

VI. SIMULATION EXAMPLES
At the beginning, it should be indicated that a plethora of
numerical instances have been performed in order to high-
light the outstanding properties of the new approach. Among

examples, two representative ones have been selected, finally
to obtain a solid proof-related background. The first stable
instance has employed the reduced expression (20). On
the other hand, the second practical scenario providing the
control of the plotter robot is derived from the application
of the more complex relation (16). We start with two-input
single-output plant.

A. TWO-BY-ONE STABLE SYSTEM
Consider the continuous-time state-space system with two
inputs, one output and two state variables as follows

A=
[

0.1 0.2
−0.3 −0.4

]
, B=

[
0.2 0.1
0.5 0.3

]
,C=

[
0.5 0.2

]
,

(31)

with the initial condition x0 = [−0.2 − 0.4]T. As we can
see, the plant is stable according to eig(A) = [−0.1 − 0.2]T.
Additionally observe, that after using the perfect control
law (15), we receive the reference value yref(t) = 2 just after
one simulation step equal to dt = 0.001s. The Fig. 2 clearly
confirms the correctness of the innovative control algorithm.
In fact, for time predictor t ≥ d = 1 the output reaches the
assumed setpoint.

On the other hand, the stable matrix M2×2 is expressed
by two operating time ranges examined previously. Its value,
derived from the reduced relation (20), depicts the Fig. 2
(down right corner). Of course, the nonzero pieces in t0 are
associated with the initial condition x0. It is also amazing
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that the sequence of time samples switches to the respective
stability-oriented formulations as follows

01 = eig
(
A− B(CB)Rσ


β
CA−M

)
t=t0

= [−1.21 − 1.21]T ∗ 104, (32)

02 = eig
(
A− B(CB)Rσ


β
CA

)
t≥t1

= [0 − 0.34]T, (33)

providing the strictly stable region only in the first case (s1 =
−1.21 ∗ 104, s2 = −1.21 ∗ 104). However, the expres-
sion 02 locates the closed-loop perfect control pole at zero,
finally to obtain s1 = 0 and s2 = −0.34. It should be
emphasized, that the presented study has been performedwith
application of β = [3 1] substituted into the generalized
σ -inverse of the matrix productCB (for instance see (6)). The
zero-related detrimental poles can probably be excluded in
terms of employment of other nonunique right inverses, what
provides a really serious problem in the future.

In another simulation example the more complex practical
plant is deeply investigated.

B. 3D PLOTTER ROBOT
In order to demonstrate the practical involvement of the
innovative CTPC procedure, let us consider the Cartesian
coordinate robot working in 3D-space presented in Fig. 3.

FIGURE 3. 3D plotter robot diagram.

Observe, that the dynamic properties of the dis-
cussed robot can be described in according to the Euler-
Lagrange-originated relations as follows

d
dt

(
∂L
∂ q̇x

)
−
∂L
∂qx
= Fx − kx q̇x

d
dt

(
∂L
∂ q̇y

)
−
∂L
∂qy
= Fy − kyq̇y

d
dt

(
∂L
∂ q̇z

)
−
∂L
∂qz
= Fz − kzq̇z,

(34)

where set� = {qx , qy, qz} stands for the gripper tip position.
The symbols Fx , Fy and Fz denote the forces of respective x, y
and z axes, whereas kx , ky and kz define the viscous frictions.

Moreover, the difference L between kinetic T and potential
U energies can be calculated in the subsequent manner

L = T -U =
1
2
(m1 + m2 + m3)q̇x2(t)

+
1
2
(m2 + m3)q̇y2(t)+

1
2
m3q̇z2(t)

−m3gqz. (35)

Thus, after combining the formulas (34) and (35) we obtain
the final form of the crucial dynamics

q̈x(t) = −k ′x q̇x(t)+
1

m1 + m2 + m3
Fx

q̈y(t) = −k ′yq̇y(t)+
1

m2 + m3
Fy

q̈z(t) = −k ′zq̇y(t)+
1
m3

F ′z,

(36)

where k ′x = kx/(m1 + m2 + m3), k ′y = kx/(m2 + m3), k ′z =
kz/m3 and F ′z = Fz + m3g.

Following the notion, the expression (36) can be trans-
formed to the well-known state-space representation as
follows q̈x(t)q̈y(t)

q̈z(t)


=

−k ′x 0 0
0 −k ′y 0
0 0 −k ′z

 q̇x(t)q̇y(t)
q̇z(t)



+


1

m1 + m2 + m3
0 0

0
1

m2 + m3
0

0 0
1
m3


FxFy
F ′z

 .
(37)

What is more, the output equation in the form of

y(t) =
[
1 1 0
0 0 1

] q̇x(t)q̇y(t)
q̇z(t)

 , (38)

guarantees the reference values/setpoints on the vector of
speed resultant derived from the XY-plane and the vertical
velocity vector strictly associated with the Z-axis.

Thus, having the essential peculiarities we can write, for
the selected parameters k ′x = 0.4, k ′y = 0.3, k ′z = 0.1, m1 =

0.1, m2 = 0.4 and m3 = 0.5, the state-space-oriented triplet
S(A,B,C) expressed as

A =

−0.4 0 0
0 −0.3 0
0 0 −0.1

 , B =

 1 0 0
0 2 0
0 0 2

 ,
C =

[
1 1 0
0 0 1

]
. (39)

Observe, that according to the eig(A) = [−0.4 − 0.3
−0.1]T, the discussed real-life system is stable. Now, tak-
ing into account the complex more general CTPC law (16),
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FIGURE 4. Continuous-time perfect control of the 3D plotter robot.

we receive the expected signal runs depicted in Fig. 4. The
plant’s output reaches the reference value yref(t) = [1 0.6]T

after one-step delay equal to dt = 0.001s. Naturally, this
outcome is supported by the randomly chosen initial state
vector x0 = [0.5 0.7 0.3]T and arbitrary selected degrees of
freedom matrix

β =

[
4 −1 6
3 2 4

]
. (40)

Finally, it should be emphasized that the new CTPC
method is still valid for any time-varying setpoint trajectory
and every continuous step time dt . Again, the correctness
of the innovative perfect control procedure along with the
widely understood application potential has been confirmed.
It has been done here by the authors’ real-life robot-related
object.

VII. CONCLUSION AND OPEN PROBLEMS
In the paper, the new perfect control algorithm dedicated to
LTI multivariable continuous-time systems in the state-space
framework is proposed. The control law meets all require-
ments associated with its previous discrete-time instance.
It would be very interesting to solve the perfect control sta-
bility problem with other, than the BIBO criterion, complex
analytical statement. Moreover, the employment of a number
of generalized inverses could be helpful in such innovative
investigations. In the end, the application of the new pro-
cedure to the nonlinear real-life objects seems to be wel-
comed. Naturally, in order to guarantee this practical complex
requirement, a new nonlinear instance of the perfect control

strategy in the continuous-time domain should immediately
be introduced.
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