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ABSTRACT Due to the complexity of the nuclear industrial distributed control system (DCS), input-domain
testing techniques, including random testing and combinatorial testing, are usually utilized to test the control
logics in nuclear industrial DCS. To improve the fault detection efficiency of random testing, the adaptive
random testing technique selects a test case that significantly differs from all existing test cases. Similarly,
to improve the fault detection efficiency of combinatorial testing, the greedy combinatorial testing technique
adopts a greedy strategy to generate test cases that cover more uncovered tuple-combinations of parametric
values. In this paper, we designed an experiment to compare the fault detection efficiency between adaptive
random testing technique and greedy combinatorial testing technique for control logics of nuclear industrial
DCS. Through the analysis of the fault detection ratios, the f -measure values, and the values of average
percent of faults detected (APFD) on two experimental subjects, including the commonly used benchmarks
in the field of Boolean-specification testing as well as a group of Boolean expressions extracted from the
control logics in nuclear industrial DCS, the experimental results give us the following conclusions: (1)
If the test suites’ sizes are relatively small, the fault detection efficiencies of the two techniques are very
close though there is a slight advantage in adaptive random testing; (2) With the gradual increase of test
suites’ sizes, the fault detection efficiency of greedy combinatorial testing is beyond adaptive random testing
gradually. Such a result can help us select the appropriate testing techniques in the testing of the control logics
in nuclear industry DCS.

INDEX TERMS Input-domain testing, fault detection efficiency, adaptive random testing, combinatorial
testing, nuclear industrial DCS.

I. INTRODUCTION
The nuclear industrial distributed control system (DCS) is
applied in the field of safety, which takes the initiative and
protective action to protect the critical core parts of nuclear
power units from damage when some crucial parameters of
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nuclear power units exceed the limitation (such as pressure
or pressure difference, temperature or temperature difference,
liquid level, etc.), and reduce the probability of nuclear acci-
dents. The fault diagnosis results for the nuclear industrial
distributed control system (DCS) show that the root causes
of a large number of faults are incorrect design or incorrect
implementation of control logics in this type of system [1].
To ensure the correctness of the control logics in the nuclear
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industrial DCS and to ensure the reliability of the nuclear
industrial DCS, it is necessary to conduct high-quality testing
on these systems. Due to the complexity of the nuclear indus-
trial DCS, the code-based testing techniques, model-based
testing techniques, and fault-based testing techniques are
extremely difficult to implement in real scenarios. Therefore,
the input-domain testing techniques are usually used to test
the control logics in nuclear industrial DCS.

The input-domain software testing techniques include ran-
dom testing, combinatorial testing, etc [2]. To improve the
fault detection speed of random testing, the adaptive ran-
dom testing technique selects a test case that differs signif-
icantly from all existing test cases [3]. Similarly, to improve
the fault detection efficiency of combinatorial testing using
a small combinatorial test suite, the greedy combinato-
rial testing technique adopts a greedy one-test-at-a-time
strategy to generate test cases that cover more uncovered
tuple-combinations of parametric values [4]. When gener-
ating test cases one-by-one in adaptive random testing or
greedy combinatorial testing, the difference between the cur-
rent test case and the existing test cases is required to be
as large as possible: in the fixed-size-candidate-set adaptive
random testing (FSCS-ART) that were the first version of
adaptive random testing, the distance between the current
test case and existing test cases needs to be maximized [3];
in greedy combinatorial testing, the tuple-combinations of
parametric values covered by the current test case and existing
test cases need to be different. Therefore, due to such a sim-
ilarity, which technique is more efficient in fault detection,
adaptive random testing technique or greedy combinatorial
testing technique?

People have conducted experimental studies on both
adaptive random testing and combinatorial testing. In the
empirical studies on adaptive random testing, people mainly
compare adaptive random testing with pure random testing
to verify whether the former testing technique improves fault
detection speed [5], [6]. In the empirical studies on com-
binatorial testing, people usually focus on fault detection
ability rather than fault detection efficiency [7]. People have
compared the fault detection capabilities of adaptive random
testing and combinatorial testing in empirical studies [8], but
the comparison of the fault detection efficiencies of them
seems to be lacking. When testing a nuclear industrial DCS,
the cost of each test case’s execution is high since it involves
both software and hardware. To reduce testing costs, it is
hoped that fewer test cases can be used to detect more faults;
furthermore, it is also hoped that the efficiency of fault detec-
tion can be improved and faults can be detected faster.

Therefore, we compare fault detection efficiencies of
adaptive random testing technique and greedy combinato-
rial testing technique in this paper. We conduct an experi-
mental study using general-form Boolean-specifications and
their mutants as experimental subjects in this paper. The
Boolean-specifications used in the experiment are extracted
from the well-known TCAS system [9] and a real nuclear
industrial DCS, and the mutants are generated using ten

mutation operators [10]. By comparing fault detection ratios,
f -measure values, and the values of average percent of faults
detected (APFD), we found that: (1) If the number of test
cases is relatively small, the fault detection efficiencies of
adaptive random testing and greedy combinatorial testing
are very close, though the former has a slight advantage.
(2) In the gradual increase in the number of test cases, greedy
combinatorial testing’s fault detection efficiency gradually
becomes better. (3) If the testing resources are sufficient,
the fault detection efficiency of greedy combinatorial testing
has obvious advantages.

The main contributions of this paper include (1) Extract-
ing a set of general-form Boolean expressions that reflect
control logics in a real nuclear industry DCS; (2) Com-
paring fault detection efficiencies of adaptive random test-
ing technique and greedy combinatorial testing technique in
Boolean-specification testing; (3) Proposing a testing strategy
that selects adaptive random testing technique and greedy
combinatorial testing technique in real scenarios.

The rest of the paper is organized as follows. Preliminaries
about adaptive random testing, greedy combinatorial testing,
Boolean-specification testing, and nuclear industrial DCS
are introduced in Section 2. Experiments including research
questions, experimental designs, experimental results, and
experimental findings, are described in Section 3. Threats
to validity are analyzed in Section 4. Related works are
described in Section 5. Finally, conclusions are given in
Section 6.

II. PRELIMINARIES
Some preliminaries, including adaptive random testing,
greedy combinatorial testing, and Boolean-specification test-
ing, will be introduced in this section.

A. ADAPTIVE RANDOM TESTING
Adaptive random testing, an enhanced version of random
testing, was proposed to improve the fault detection speed.
Adaptive random testing is based on the assumption that ‘‘test
cases near the failure test case are likely to be failure test
cases too, and test cases near the pass test case are likely
to be pass test cases too.’’ Therefore, when using adaptive
random testing methods to generate test cases, it is hoped
that the distance between the current test case and the existing
test case is as far as possible (or the difference is as large as
possible). Currently, people often use Hamming distance to
define the distance between two test cases.

The most well-known version of adaptive random test-
ing is called fixed-size-candidate-set adaptive random testing
(FSCS-ART) [3]. When using FSCS-ART algorithm to gen-
erate test cases, it is necessary to specify number s as the fixed
scale of a set of candidate test cases. In each step, s test cases
are randomly selected from the input-domain space to form
a candidate set of test cases, and then a test case is selected
from the candidate set to maximize the minimum Hamming
distance between such a test case and all the existing test
cases.

84022 VOLUME 9, 2021



C. Zong et al.: Comparison of Fault Detection Efficiency Between Adaptive Random Testing and Greedy Combinatorial Testing

B. GREEDY COMBINATORIAL TESTING
Suppose there is n input variables F = f1, f2,..., fn, where
each fi has a set of input values Vi = 1, 2,. . . , ai for i = 1,
2,. . . , n respectively. If the cardinalities of the sets of input
values for all the input variables are uniform (a1 = a2 =
... = an = a), the testing subject is a fixed-level system with
an input modelM = an. A τ -way covering array CA(m; τ , n,
a) is anm× n array on totally a symbols with the property that
eachm×τ sub-array contains all possible τ -tuples from these
a symbols at least once. Here τ is called the strength of such
a fixed-level covering array. For a given testing subject with
input modelM = an, we could obtain a τ -way combinatorial
test suite (or a combinatorial test suite with strength τ ) from
a τ -way a-level covering array by mapping each row in the
covering array to a test case.

There are many combinatorial test generation algorithms
proposed to generate a combinatorial test suite as small
as possible since the small test suite with few test cases
consumes less testing resources [11]. There are three kinds of
combinatorial test generation algorithms: algebraic methods,
greedy algorithms, andmeta-heuristic search algorithms [12].
Most of the greedy algorithms use the one-test-at-a-time
strategy [13]–[15]. In such a strategy, test cases are gen-
erated one-by-one until generated test cases cover all the
required τ -tuples. It is usually called greedy combinato-
rial testing since each test case needs to cover uncovered
tuple-combinations of parametric values as many as
possible.

When generate a combinatorial test suite using a one-
test-at-a-time greedy algorithm, one or more seed test cases
can be specified to ensure that they must be included in
the test suite. When calling a deterministic combinatorial
test generation algorithm, we can diversify the test suite by
setting different seed test cases. Besides, when generating a
combination test suite with strength τ (τ > 2), we can use
the strength-incremental combinatorial testing strategy [16].
It means that a combinatorial test suite with strength 2 is
generated and then used as seed test cases to generate a
combinatorial test suite with strength 3. Such an operation
repeats until a combinatorial test suite with strength τ is
generated.

C. BOOLEAN-SPECIFICATION TESTING
A Boolean expression is a string that contains some Boolean
input variables, logic operators ‘∧’ (AND), ‘∨’ (OR), and
‘¬’ (NOT), the brackets ‘(’ and ‘)’. In a program, Boolean
expressions are usually used in predicate statements to deter-
mine such a program’s execution paths. The purpose of
Boolean-specification testing is to detect faults that may
occur in these Boolean expressions. This paper mainly
focuses on general-form Boolean expressions, which means
that they are neither conjunction normal form (CNF) nor
disjunction normal form (DNF).

Ten mutation operators are usually utilized to create
mutants in the field of fault-based Boolean-specification test-
ing [10]. They are explained in the following:

• ASF: associative shift fault is caused by the omission of
a pair of brackets.

• CCF: clause conjunction fault is caused by replacing an
occurrence of an input variable c with (c∧ c’), where c’
could be any possible input variable or its negation.

• CDF: clause disjunction fault is caused by replacing an
occurrence of an input variable c with (c∨ c’), where c’
could be any possible input variable or its negation.

• ENF: expression negation fault is caused by replacing a
sub-expression with its negation.

• LNF: literal negation fault is caused by replacing an
occurrence of an input variable with its negation. It may
be called the variable negation fault (VNF).

• LRF: literal reference fault is caused by replacing an
occurrence of an input variable with another variable or
its negation. It may be called the variable reference fault
(VRF).

• MLF: missing literal fault is caused by the omission of
an occurrence of an input variable. It may be called the
missing variable fault (MVF).

• ORF: operator reference fault is caused by replacing an
occurrence of a logic connective ∧ (or ∨) with ∨ (or ∧).

• SA0: the stuck-at-0 fault is caused by replacing an occur-
rence of an input variable with logic constant FALSE
(or 0).

• SA1: the stuck-at-1 fault is caused by replacing an occur-
rence of an input variable with logic constant TRUE
(or 1).

III. EXPERIMENTS
This section describes our experiments that compare
fault detection efficiencies of adaptive random test-
ing and greedy combinatorial testing on general-form
Boolean-specifications.

A. RESEARCH QUESTIONS
The following research questions will be answered in our
experiments.

Research Question 1: In the case of limited testing
resources, which testing technique could generate a test case
sequence with higher fault detection efficiency, adaptive ran-
dom testing technique, or greedy combinatorial testing tech-
nique? Here, limited testing resource means that only partial
test cases in the exhaustive test set have a chance to run.

Research Question 2: In the case of unlimited testing
resources, which testing technique could generate a test case
sequence with higher fault detection efficiency, adaptive ran-
dom testing technique, or greedy combinatorial testing tech-
nique? Here, unlimited testing resource means that all the test
cases in the exhaustive test set have a chance to run.

B. METRICS
In order to compare fault detection efficiencies of the test case
sequences generated by adaptive random testing technique
and greedy combinatorial testing technique, three metrics
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FIGURE 1. General-form Boolean expressions extracted from the TCAS system.

including fault detection ratio, f -measure, and APFD, will be
utilized in our experiment.

Fault detection ratio: For a group of faults, the fault detec-
tion ratio is the percentage of faults detected by a given
test suite. If there are two test suites of the same size,
the higher the test suite’s fault detection ratio is, the higher
the corresponding test generation technique’s fault detection
efficiency is.
F-measure value: For a given fault, the f -measure value

is the test case index that first triggers such a fault in the
test case sequence [17]. In both the case of limited testing
resources and unlimited testing resources, the less f -measure
value means the higher fault detection efficiency.

APFD value: For a group of faults, the APFD value illus-
trates how rapidly a test suite detects these faults [18]. If two
different test case sequences contain the same number of test
cases and detect all the faults in a given set, the higher APFD
value means the higher fault detection efficiency.

C. EXPERIMENTAL SUBJECTS
We use two experimental subjects including the commonly
used benchmarks in the field of Boolean-specification testing
as well as a group of Boolean expressions extracted from the
control logics in nuclear industrial DCS.

Firstly, we use 20 general-form Boolean expressions,
which are extracted from a well-known TCAS system [9],
as experimental subjects. Figure 1 illustrates these expres-
sions. For each expression, we generate mutants by using ten
mutation operators described in Section 2.3. There is a total
of 24521 mutants; 19131 of them are non-equivalent mutants
and are considered faults in our experiments. These original
Boolean expressions and their mutants have been widely
utilized as benchmarks in the field of Boolean specification
testing [19], [20].

Secondly, we use 20 general-form Boolean expres-
sions, which are extracted from a nuclear industrial DCS,
as experimental subjects. Table 1 illustrates these expres-
sions and their application scenarios in nuclear industrial
DCS. For each expression, we generate mutants by using ten

mutation operators described in Section II.C. There is a total
of 9381 mutants; 4912 of them are non-equivalent mutants
and are considered faults in our experiments.

D. EXPERIMENTAL PROCESS
We conduct two experiments to examine fault detection effi-
ciencies of adaptive random testing and greedy combinatorial
testing in the case of limited testing resources and unlimited
testing resources.

1) EXPERIMENTAL PROCESS FOR RQ1
The first experiment compares the fault detection ratio
and f -measure value of adaptive random testing and com-
binatorial testing under the condition of limited testing
resources. Limited testing resources mean that the numbers
of test cases in the test sequence generated by adaptive
random testing do not exceed the combinatorial test suite’s
sizes.
• Step 1: Generate combinatorial test suite. In this exper-
iment, we use the well-known DDA algorithm [21]
to generate combinatorial test suites. For each origi-
nal Boolean expression, assuming that the number of
variables is n, we randomly select 10 test cases from
all the 2n possible test cases as seed test cases. For
each seed test case, the DDA algorithm can gener-
ate three combinatorial test suites with strength 2, 3,
and 4, respectively. In other words, for each original
Boolean expression, we have 10 different combinatorial
test suites with strength 2, 10 test suites with strength 2,
and 10 test suites with strength 4. The sizes of these
combinatorial test suites are shown in Table 1 and 2.

• Step 2: Generate adaptive random test case sequence.
For each original Boolean expression and their corre-
sponding 30 combinatorial test suites generated in the
previous step, the number of test cases in each combi-
natorial test suite is recorded as the upper bound of the
number of test cases generated by adaptive random test-
ing. Then we use the FSCS-ART algorithm to generate
30 different adaptive random test suites for each original
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TABLE 1. Experimental subjects: 20 general-form Boolean expressions extracted from A nuclear industrial DCS.

TABLE 2. Size of the combined test set generated for TCAS by the DDA algorithm for each Boolean expression.

Boolean expression. Here, each adaptive random test
case sequence is paired with a combinatorial test
suite.

• Step 3: Collect the data about fault detection. For each
mutant, count the proportion that such a fault is killed by

the combinatorial test case sequences and the adaptive
random test case sequences. Simultaneously, count how
many test cases are used when the mutant is killed in
a sequence of test cases, and then obtain the f-measure
value.
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TABLE 3. Size of the combined test set generated for DCS by the DDA algorithm for each Boolean expression.

FIGURE 2. Difference of fault detection ratios for TCAS between adaptive random testing and greedy combinatorial testing with strength 2.

FIGURE 3. Difference of fault detection ratios for TCAS between adaptive random testing and greedy combinatorial testing with
strength 3.

2) EXPERIMENTAL PROCESS FOR RQ2
The second experiment compares the f-measure value and
the APFD value of the test case sequences generated by
adaptive random testing and greedy combinatorial testing
under the condition of unlimited testing resources. Unlimited
testing resources mean that test cases should be generated
indefinitely within the set of all the valid test cases until the
test case sequence kills all the mutants.
• Step 1: Count the efficiency of adaptive random test-
ing. For each original Boolean expression, we use the
FSCS-ART algorithm to generate 10 different test case
sequences. In each test case sequence, test cases are gen-
erated one by one until all themutants of such an original
Boolean expression are killed. Record the f -measure
value of each mutant and count the APFD value in
the process of detecting all the faults. According to the
analysis of APFD series metrics [18], if two test case

sequences have different sizes, comparing their APFD
values may lead to an incorrect result. So, we use a
variant version RAPFD [18] in our experiment.

• Step 2: Count the efficiency of combinatorial test-
ing. For each original Boolean expression, we use the
strength-incremental combinatorial testing strategy to
generate 10 different combinatorial test case sequences.
The DDA algorithm is called the strength-incremental
combinatorial testing strategy. The combinatorial
strength increases gradually until all mutants are killed.
Record the f -measure value of each mutant and count
the APFD value in the process of detecting all faults.

E. EXPERIMENTAL RESULTS
Experimental results are illustrated in Figure 2 - Figure 17.
In Figure 2 - Figure 7 and Figure 10 - Figure 15, we compare
the fault detection ratios and f-measure values of adaptive
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FIGURE 4. Difference of fault detection ratios for TCAS between adaptive random testing and greedy combinatorial testing with
strength 4.

FIGURE 5. Difference of fault detection ratios for DCS between adaptive random testing and greedy combinatorial testing with
strength 2.

FIGURE 6. Difference of fault detection ratios for DCS between adaptive random testing and greedy combinatorial testing with
strength 3.

random testing and greedy combinatorial testing under the
condition of limited testing resources. In Figure 8 - Figure 9,
Figure 16 - Figure 17 we compare the f-measure values
and the APFD values of adaptive random testing and greedy
combinatorial testing under the condition of unlimited testing
resources.

1) EXPERIMENTAL RESULTS FOR RQ1
In Figure 2 - Figure 13, there are 20 box-graphs in each
figure, where each box-graph represents one of the 20
original Boolean expressions extracted from the TCAS

system or nuclear industrial DCS system. Figure 2 - Figure 4
show the differences between the fault detection ratios
of adaptive random testing and combinatorial testing with
strength 2, 3, and 4, respectively in testing the TCAS system.
Figure 5 - Figure 7 show the differences between the fault
detection ratios of adaptive random testing and combinatorial
testingwith strength 2, 3, and 4, respectively in testing nuclear
industrial DCS system. The values shown in these figures are
obtained by subtracting the fault detection ratio of combi-
natorial testing from the fault detection ratio of adaptive
random testing. Figure 8 - Figure 10 show the differences
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FIGURE 7. Difference of fault detection ratios for DCS between adaptive random testing and greedy combinatorial testing with
strength 4.

FIGURE 8. Difference of f-measure values for TCAS between adaptive random testing and greedy combinatorial testing with
strength 2.

FIGURE 9. Difference of f-measure values for TCAS between adaptive random testing and greedy combinatorial testing with strength 3.

FIGURE 10. Difference of f-measure values for TCAS between adaptive random testing and greedy combinatorial testing with
strength 4.

between the f -measure values of adaptive random testing and
combinatorial testing with strength 2, 3, and 4, respectively

in testing the TCAS system. Figure 11 - Figure 13 show the
differences between the f -measure values of adaptive random
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FIGURE 11. Difference of f-measure values for DCS between adaptive random testing and greedy combinatorial testing with strength 2.

FIGURE 12. Difference of f -measure values for DCS between adaptive random testing and greedy combinatorial testing with strength 3.

FIGURE 13. Difference of f -measure values for DCS between adaptive random testing and greedy combinatorial testing with strength 4.

testing and combinatorial testing with strength 2, 3, and 4,
respectively in testing nuclear industrial DCS system. The
values shown in these figures are obtained by subtracting the
f-measure value of combinatorial testing from the f -measure
value of adaptive random testing.

Under the condition of limited testing resources, we can
answer the first question by comparing the fault detection
ratios and f-measure values of adaptive random testing and
greedy combinatorial testing. When the strength of com-
binatorial testing is low and the number of test cases is
small, the fault detection efficiency of combinatorial test
case sequence is close to that of the adaptive random test
case sequence with the same size, though the latter has an

advantage. However, when the strength of the combinatorial
testing increases and the number of test cases increases grad-
ually, the fault detection efficiency of the combinatorial test
case sequence will exceed that of the adaptive random test
case sequence with the same size.

2) EXPERIMENTAL RESULTS FOR RQ2
In Figure 14 - Figure 17, there are 20 box-graphs in each
figure, where each box-graph represents one of the 20
original Boolean expressions extracted from the TCAS sys-
tem or nuclear industrial DCS system. Figure 14 shows the
differences between the f-measure values of adaptive ran-
dom testing and strength-incremental combinatorial testing
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FIGURE 14. Difference of f -measure values for TCAS between adaptive random testing and strength-incremental combinatorial testing.

FIGURE 15. Difference of f-measure values for DCS between adaptive random testing and strength-incremental combinatorial testing.

FIGURE 16. Difference of APFD values for TCAS between adaptive random testing and strength-incremental combinatorial testing.

when testing the TCAS system under the condition of
unlimited testing resources. Figure 15 shows the differences
between the f -measure values of adaptive random testing and
strength-incremental combinatorial testing when testing the
nuclear industrial DCS system under the condition of unlim-
ited testing resources. The values shown in such a figure are
obtained by subtracting the f -measure value of combinatorial
testing from the f -measure value of adaptive random testing.
Figure 16 shows the differences of the APFD values of adap-
tive random testing and strength-incremental combinatorial
testing when testing the TCAS system. Figure 17 shows the
differences of the APFD values of adaptive random testing

and strength-incremental combinatorial testing when testing
the nuclear industrial DCS system. The values shown in
such a figure are obtained by subtracting the APFD value
of combinatorial testing from the APFD value of adaptive
random testing.

Under the condition of unlimited testing resources, we can
answer the second question by comparing f -measure values
andAPFD values of adaptive random testing and greedy com-
binatorial testing. We find that the fault detection efficiency
of combinatorial testing is significantly higher than that of
adaptive random testing. This is because the f-measure value
of combinatorial test case sequence is usually lower than that
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FIGURE 17. Difference of APFD values for DCS between adaptive random testing and strength-incremental combinatorial testing.

of the adaptive random test case sequence, and the APFD
value of combinatorial test case sequence is usually higher
than that of the adaptive random test case sequence.

F. FINDINGS AND IMPLEMENTATION
By combining the above results, we give the following sug-
gestions about the choice of adaptive random testing tech-
nique and greedy combinatorial testing technique:

(1) When testing resources are strictly limited and only a
small number of test cases have a chance to run, it is better to
choose the adaptive random testing technique. This is because
the fault detection abilities and the fault detection efficiencies
of the two techniques are close when the number of test cases
is small, while the implementation of the adaptive random
testing is less difficult.

(2)When the limitation of test resources is loose and a large
number of test cases can be run, the greedy combinatorial
testing technique can be selected. This is because the fault
detection efficiency of greedy combinatorial testing is higher
when the number of test cases is massive.

(3) When the available testing resources are difficult to
predict, it is impossible to decide how many test cases have
the chance to run. In such a scenario, the following hybrid
testing strategy could be adopted. Firstly, the adaptive random
testing technique is utilized to generate a test set, in which
the number of test cases is not greater than the size of the
pair-wise test set. Then, these existing test cases are utilized
as seed test cases to generate combinatorial test cases with
higher strength until the testing resources are exhausted. Such
testing strategy that combines two testing techniques can
improve the fault detection efficiency of the whole testing
process.

IV. THREATS TO VALIDITY
Threats to internal validity are concerned with the uncon-
trolled factors that may also be responsible for the results.
In our experiment, fault detection ratios, f-measure values,
and APFD values were collected by running combinato-
rial test suites and adaptive random test suites on faulty
Boolean expressions. There are many combinatorial test

generation algorithms, which may generate different test
suites and lead to different experimental results. We select
the well-known DDA algorithm, which is considered a
higher-performance combinatorial test generation algorithm.
Furthermore, we seed different seeding test cases to generate
rich diversity combinatorial test suites. There are also many
different implementations of adaptive random testing, which
may generate different test suites and lead to different experi-
mental results. We select the FSCS-ART algorithm, which is
the first proposed adaptive random testing algorithm.

Threats to external validity are concerned with whether
the results in our experiments are generalizable for other
situations. In our experiment, experimental subjects include
20 general-form Boolean expressions extracted from the
TCAS system, 19131 non-equivalent mutants generated by
ten well-knownmutation operators, 20 general-form Boolean
expressions extracted from a real nuclear industrial DCS
as well as 4912 non-equivalent mutants generated by ten
well-known mutation operators. These Boolean expressions
extracted from TCAS and their mutants have been widely
used as benchmarks in the field of fault-based Boolean-
specification testing. The nuclear industrial DCS used in our
experiment is a real system that is performed in a nuclear
power plant. They could represent realistic cases for com-
paring the greedy combinatorial testing technique and the
adaptive random testing technique.

V. RELATED WORKS
Few related studies compared combinatorial testing and
adaptive random testing. Nie et al. conducted an experi-
ment on nine programs including FLEX, GREP, GZIP, SED,
MAKE, NANOXML,DRUPAL, BUSYBOX, and LINUX.
Their results suggested that the fault detection ability of adap-
tive random testing is comparable to combinatorial testing
in 96% of scenarios [8].

However, many scholars designed experiments to
compare the fault detection ability and fault detec-
tion efficiency of combinatorial testing and random
testing. E.g., Kobayashi et al. designed an experiment on
20 Boolean expressions extracted from the TCAS system [9].
Balance et al. designed an experiment on 100 Boolean
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expressions with the same numbers of Boolean variables
as the TCAS expressions [22]. Vilkomir et al. designed an
experiment on 1000 Boolean expressions [23]. All these
experiments suggest that there is a slight advantage of fault
detection ability in combinatorial testing. However, all these
works only considered five fault types including ASF, ENF,
ORF, VNF, and VRF. Wang et al. designed an experiment
that considered all ten fault types in Boolean-specification
testing [24]. Schroeder et al. designed an experiment on
the DMAS system and LAS system [25]. Ghandehari et al.
designed an experiment on the Siemens program suite. Their
works reported that there is no significant difference in fault
detection ability between combinatorial testing and random
testing [26].

VI. CONCLUSION
The adaptive random testing technique has certain similar-
ities with the greedy combinatorial testing technique; the
former requires the maximization of the Hamming distance
between different test cases, while the latter requires the max-
imization of the difference of the tuple-combinations covered
between different test cases. In order to find the optimal
testing strategy for the control logics in the nuclear industrial
DCS system, we designed an experiment on general-form
Boolean-specifications to compare the fault detection effi-
ciency of such two testing techniques. Experimental results
indicate that: (1) If the number of test cases is relatively small,
the fault detection efficiencies of adaptive random testing
and greedy combinatorial testing is very close, though the
former has an advantage; (2) In the gradual increase in the
number of test cases, the fault detection efficiency of greedy
combinatorial testing becomes gradually better; (3) If the test-
ing resources are sufficient, the fault detection efficiency of
greedy combinatorial testing has obvious advantages. There-
fore, we can conclude the selection of adaptive random test
and greedy combinatorial test: (1) When testing resources are
strictly limited and only a small number of test cases have
a chance to run, it is better to choose the adaptive random
testing technique; (2) When the limitation of test resources is
loose and a large number of test cases can be run, it is better
to choose the greedy combinatorial testing technique.

Though significant results regarding the comparison of
adaptive random testing and greedy combinatorial testing
have been presented in this paper, some works are still
required in the future. Combined with the results and sug-
gestions given in this paper, in addition to Boolean specifica-
tion, other related work and experiments will continue in the
future.
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