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ABSTRACT The challenges associatedwith acquiring the clear images of objects in underwater environment
are difficult to overcome due to the absorptive and scattering nature of seawater. Recently, the research
community has focused on mitigating these effects. The recent developments in image enhancement
algorithms and strategies of signal light enhancement have brought improvement in some application areas.
In this work, we review the six most common methods based on signal light enhancement. We present
the individual working mechanisms, latest representative advances, and suitable application conditions.
Moreover, we also present a detailed comparison of these techniques. In each technique, we present their
applicable environments and conditions according to the following indicators: operating distance (from
2 attenuation lengths (AL) to 13.5 AL), resolution (from centimeter to millimeter), and field of view (FOV).
By summarizing and analyzing the existing problems that restrict the underwater optical imaging techniques,
the future development trends are prospected.

INDEX TERMS Underwater optical imaging, underwater imaging model, signal light enhancement, optical
properties of seawater.

I. INTRODUCTION
The oceans occupy approximately 71% of the earth’s surface
of which 95% area is unexploited. In various applications, the
underwater imaging technology is crucial for understanding
and exploring the ocean. For instance, in military, this tech-
nology can be used for mapping the environment around the
submarine and underwater minesweeping. Similarly, in sci-
entific research, this technology is used for in-situ detection
of marine life and underwater archaeology, etc. The civil
use of this technology includes marine mineral exploration
and underwater rescue, etc. Currently, there are two types
of technical methods adopted for underwater imaging, which
include acoustic imaging and optical imaging. It is notewor-
thy that the propagation of acoustic waves is not affected
significantly by the water and dissolved impurities. Conse-
quently, the acoustic imaging has a long detection range and
covers wide area. However, the spatial resolution of acoustic
imaging is poor, and it is unable to meet the requirements of
high-resolution imaging. Contrary, the optical imaging has
the ability to acquire intuitive and high-resolution images.
However, the range of optical imaging is shorter due to high
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absorption and scattering of light waves caused by the sea-
water during propagation. Therefore, there is a need to devise
some special optical imagingmethods to improve the imaging
range and quality of the underwater imaging systems.

The applications of underwater optical imaging include
airborne sea surface detectors, shipborne underwater opti-
cal detectors, and submarine-borne optical cameras. This
is presented in Fig. 1. As compared with the atmospheric
imaging technologies, the underwater imaging technologies
focus on reducing the impact of attenuation, such as strong
absorption and scattering of light caused by water on the
quality of the acquired underwater images. Especially in
turbid water, the visibility is significantly less as compared
to the atmosphere because the scattered background light
is strong and the signal extraction is more difficult. As a
result, the requirements for underwater imaging are more
stringent. Based on the techniques used for suppressing the
influence of underwater scattering medium, the underwater
optical imaging technology is divided into two categories.
The first category uses the image enhancement techniques
and the second category employs signal light enhancement
techniques. The intensity of the target signal light can be
enhanced considerably by using different algorithms and
specific hardware. In addition, the influence of the scattered
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FIGURE 1. The demand of underwater target optical detection.

background light is also suppressed, which leads to contrast
enhancement of the detected image.

The image enhancement methods have evolved from
simple image processing techniques to image processing
techniques that rely on underwater image formation mod-
els (IFM). The simple image processing methods mainly
include histogram equalization (HE) [1], [2], Retinex algo-
rithm [3]–[5], homomorphic filtering (HF) [6], wavelet trans-
form (WT) [7], [8] and fusion [9], [10]. It is notable that
these methods do not require a priori knowledge of the
detected environment, which greatly reduces the computa-
tional complexity of the process. However, these methods do
not consider the fundamental reasons of image degradation,
due to which the processed images are unable to represent
the original information accurately. In addition, the details in
the output images are not enhanced enough and the output
images also suffer noise amplification.

The image processing methods based on IFM include dark
channel prior (DCP) [11] and its improved forms [12]–[15],
and network basedmethods [16]–[18]. Thesemethodsmainly
processed by algorithms, and the systems structure are sim-
ple, however, there still exist many problems, such as halo,
chromatic aberration, and dependence of special scene which
affect the output. Finally, for both of the aforementioned
image enhancement techniques, the fundamental limits of
hardware set the ultimate constraints on the detection range
and imaging resolution.

The signal light enhancement methods are based on the
scattering models or physical properties of scattering. Based
on the novel imaging mechanisms, the whole imaging system

is changed and improved to directly restore the underwater
images. This includes range-gated imaging [19], laser syn-
chronous scanning [20], streak tube imaging [21], polariza-
tion imaging [22], spectral imaging [23], and ghost imag-
ing [24]. Table 1 presents the comparison between various
underwater optical imaging techniques. In terms of operating
distance, the range-gated imaging, laser synchronous scan-
ning, and ghost imaging have the ability to realize long-range
detection. In terms of detection field of view (FOV), the laser
synchronous scanning and streak tube imaging obtain a larger
FOV. In terms of imaging quality, the streak tube imaging,
spectral imaging, and ghost imaging have the ability to realize
a high imaging resolution.

The rest of the manuscript is organized as follows.
In Section II, we present the theoretical basis of under-

water imaging. In Section III, we present the overview of
underwater optical imaging based on signal light enhance-
ment techniques. Finally, in Section IV, we summarize the
developments and applications of underwater optical imaging
technologies.

II. THEORETICAL FUNDAMENTAL
A. INHERENT OPTICAL PROPERTIES (IOPs) OF SEAWATER
The IOPs of seawater are the properties of themedium and are
not affected by environmental factors, which are the basis for
underwater optical imaging research. The main parameters
are absorption coefficient, scattering coefficient, attenuation
coefficient, and volume scattering function (VSF), where
absorption coefficient and VSF are the twomost basic param-
eters. In fact, beam attenuation involves two basic processes,
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TABLE 1. Comparison of underwater optical imaging technologies.

namely absorption, where photos are incorporated into the
medium or its components, and scattering, where photons
deviate from their original path into other directions. Thus,
it can be expressed as a sum of these two contributions,
namely

c (λ) = a (λ)+ b (λ) (1)

where λ represents the wavelength of beam, a (λ), b (λ), and
c (λ) represent absorption coefficient, scattering coefficient,
and total attenuation coefficient, respectively.

VSF represents the scattered intensity in per unit incident
irradiance with per unit volume. It is defined as the limit of
this fraction as 1r → 0 and 1�→ 0:

β (θ, λ) ≡ lim
1r→0

lim
1�→0

B (θ, λ)
1r1�

= lim
1r→0

lim
1�→0

φs (θ, λ)

φi1r1�
(2)

where B (θ, λ) represents the scattered energy within the
scattering angle of θ and solid angle1�,1r is the thickness
of water, φs (θ, λ) and φi represent the energy of all scattered

beams and the incident beam, respectively. The scattering
coefficient can be obtained through integrating the VSF in
the full solid angle.

b (λ) =
∫
β (θ, λ)d� = 2π

∫ π

0
β (θ, λ) sin θdθ (3)

The scattering is azimuthally symmetric about the incident
direction, which is divided into two parts: forward scattering
bf and backscattering bb, respectively.

bf (λ) = 2π
∫ π/2

0
β (θ, λ) sin θdθ

bb (λ) = 2π
∫ π

π/2
β (θ, λ) sin θdθ (4)

In underwater optical imaging, forward scattered light
causes images degraded in resolution, whereas backward
scattered light causes images degraded in contrast.

When a monochromatic collimated beam propagates in
water, the intensity of output light decreases exponentially
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FIGURE 2. Absorption coefficient and scattering coefficient in
seawater [25].

with water depth, following the exponential decay law
(Beer-Lambert law).

I (λ) = I0 (λ) e−c(λ)L (5)

where L represents the transmission distance of light in water,
I0 (λ) and I (λ) represent the input and output light intensity,
respectively.

In 1981, Smith andBaker [25]measured the absorption and
scattering coefficients of seawater in 200-800 nm, the result
is presented in Fig. 2. The spectral absorption coefficients of
seawater are higher in both the infrared (IR) and ultraviolet
(UV) bands, because water molecules resonate strongly with
the light in the UV and IR bands (UV absorption corresponds
to a transition of bonded electron to excited-state lone pair
electron, IR absorption corresponds to a transition between
water molecule vibrational energy levels), while in the vis-
ible (VIS) band, this resonance is relatively weaker, so the
absorption of light is weaker as well. For pure seawater, scat-
tering is dominated by Rayleigh scattering, whose scattering
intensity is inversely proportional to the fourth power of the
wavelength, hence the scattering coefficient decreases with
increasing wavelength. In the blue-green spectral region with
a wavelength of 450-570 nm, the absorption and scattering
coefficients of seawater are both small, thus becoming the
optimal transmission window of light in oceanic environ-
ments. This is one of the primary reasons for that the 532-nm
laser is the most widely used light source in underwater
optical applications.

B. UNDERWATER IMAGING FORMATION MODEL (IFM)
The IFM is the basis of underwater image recovery. The dia-
gram of light beam propagation in water is presented in Fig. 3,
the light information received by the detector mainly consists
of three parts [26]: a) The light reflected from the target after
absorption and scattering by the medium (direct transmis-
sion); b) the light reflected from the target is scattered by the
suspended particles at a small angle(forward scattering); and

FIGURE 3. Absorption coefficient and scattering coefficient in seawater.

c) the light reflected by suspended particles without passing
through the target object(backscattering). Since the effect on
the image caused by forward scattering is very little, thus it is
generally ignored when considering image degradation, then
the IFM can be represented as follows:

I (x, y) = D (x, y)+ B (x, y)

= J (x, y) · t (x, y)+ A∞ (1− t (x, y)) (6)

where D (x, y) represents the direct transmission and B (x, y)
represents the backscatter. I (x, y), J (x, y), andA∞ is the cap-
tured images, images without scattering, and the homogenous
background light, respectively. t (x, y) is the transmissivity,
which describes the attenuation of light during propagation,
usually related to the depth of the field (DOP) and attenuation
coefficient. It can be presented as:

t (x, y) = e−c(λ)d(x,y) (7)

where d (x, y) represents the DOP, that is, the distance
between the target and the camera.

According to (6) and (7), the transmissivity t (x, y) and the
image without scattering J (x, y) can be calculated:

t (x, y) = 1−
B (x, y)
A∞

(8)

J (x, y) =
I (x, y)− A∞ [1− t (x, y)]

t (x, y)
(9)

From (8), it can be seen that the transmissivity is related
to the background scattering. From (9), it can be seen that as
long as the water transmissivity and the homogenous back-
ground light are estimated, the underwater image without
scattering can be inferred.

The methods such as range-gated imaging [19], laser syn-
chronous scanning [20], and streak tube imaging [21] have
eliminated stray light through temporal or spatial separation,
the obtained images are the mixture of medium transmittance
and target image. Polarization imaging [22] and ghost imag-
ing [24] both consider the medium transmittance, and the
obtained images are closest to the initial target image.
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FIGURE 4. The principle of underwater laser range-gated imaging.

III. UNDERWATER IMAGING BASED ON SIGNAL LIGHT
ENHANCEMENT TECHNIQUES
A. RANGE-GATED IMAGING
Range-gated technique was proposed by Heckman [27] in
the 1960s, due to its effectiveness in eliminating the effect of
backscattered light and in obtaining depth information of the
target, it has become the main means to achieve long-range
detection in harsh environments such as fog, dust, and under-
water.

The range-gated imaging system is primarily composed
of a high-power pulse laser, a timing control unit (TCU),
and an intensified CCD (ICCD). Its imaging mechanism is
presented in Fig. 4. This method is based on the principle
of time of flight (TOF) with precise time delay control and
ICCD ultrafast gated, which allows the camera to only receive
laser pulses reflected from the target area, separating most
of the background scattered light from the target signal light
and improving the imaging resolution. Besides, high energy
of the pulse laser offsets the signal consumption caused by
water, which increases the working distance of the system.
Moreover, it acquires a set of 2D slice images at different
distances by time-delayed stepping scanning, and can realize
3D imaging by using the ‘‘time-space’’ mapping relationship
of these slice images. The range resolution of the system is
determined by the laser pulse width and camera gate width.
The narrower they are, the higher signal-to-noise ratio (SNR)
of the imaging.

Range-gated imaging can achieve underwater 3D imaging.
According to the difference of 3D reconstruction methods,
they can be classified into time-slicing 3D imaging [28]
and range-intensity correlation (RIC) 3D imaging [29], [30].
The time-slicing 3D imaging technique uses high-precision
time-delayed stepping scanning to acquire multiple gated
slice images for 3D reconstruction. However, it still exists the
problems of mass data and poor real-time performance. The
RIC method uses two spatially overlapping gated images to
reconstruct 3D spatial information by the mapping relation-
ship between the intensity and range, which overcomes the
rigorous demand of the mass data of time-slice 3D imaging

FIGURE 5. Four range-gated imaging systems and their images [31], [32].

and realizes real-time 3D imaging. According to the different
range intensity envelope characteristics of the gated image,
it can be divided into trapezoidal RIC 3D imaging [30] and
triangular RIC 3D imaging [29]. The range resolution of the
latter is four times higher than that of the former, and is
superior in high range resolution of 3D imaging.

There are two main strategies for underwater range-gated
imaging. One is underwater fast-moving target imaging, this
kind of system has a short exposure time and high-resolution
imaging. However, the size and power consumption of this
system are large, which is only suitable for underwater
platforms like autonomous underwater vehicle (AUV) and
unmanned underwater vehicle (UUV). Another one is under-
water portable application, both the size and the power con-
sumption of which are small. It is suitably to be equipped in
a frogman to work for underwater rescue and archaeology.

Typical underwater range-gated imaging systems and their
imaging results in recent years are shown in Fig. 5 [31], [32].
In 2014, Christnacher et al. [32] developed SeaLVi4 system,
which employs a 21 kHz repetition frequency and 2 ns pulse
width laser at 532 nm with 170 mW of power to illumi-
nate a FOV of 17◦ × 13◦. The system was tested in Baltic
Sea [33] with an attenuation coefficient of 0.5 m−1. The
result is presented in Fig. 5(a), it realized the 3D recon-
struction of starfishes with a range resolution of centime-
ter. In 2015, seven European countries including Denmark,
Spain, Norway, Germany, Italy, France, and the UK spent
¿5.7 million on the development of underwater time of
flight image acquisition (UTOFIA) project [34], which is part
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of the EU’s Horizon 2020 program and commercialization
in 2018. This system is mainly used for marine biomon-
itoring, marine litter detection, fisheries stock assessment,
and seafloor mapping. In 2018, Mariani et al. [19] dis-
played the detailed parameters of the UTOFIA system: The
pulse duration, repetition frequency, and working distance
are respectively 1.8 ns, 1 kHz and 4 attenuation lengths
(AL). The FOV, resolution, and depth range are respectively
70◦ (diagonal), 1280 × 1024, and 300 m. In addition, this
system can achieve real-time 3D(10Hz) imaging with a range
resolution up to centimeter (as shown in Fig 5. (b)). Compared
with other range-gated imaging systems, UTOFIA employs a
Complementary Metal-Oxide-Semiconductor (CMOS) sen-
sor instead of ICCD, leading to a reduction in system cost and
structural complexity [35]. In 2017, Liu et al. [36] developed
an underwater gated laser imaging system (UGLIS), which
employs a 30-50 kHz repetition frequency and 8 ns pulse
duration laser at 532 nm with power of 3 W to illuminate
a FOV of 1-6◦. For ICCD, the resolution is 1360 × 1024
and the minimum range gate is 5 ns. The imaging results are
presented in Fig 5. (c), it is mainly used for long-distance
detection of tiny underwater targets such as mm-level fishing
nets, the detection distance reaches 5.7 AL, and the recog-
nition accuracy reaches 93.79%. In 2018, Wang et al. [37]
developed an underwater in-situ 3D imaging systemFengyan.
It equipped a 30 kHz repetition frequency and 1ns pulse
duration laser at 532 nm with power of 0.5 W. As for ICCD,
the resolution is the same as UGLIS and the minimum range
gate is 3 ns. The imaging results of Fengyan system are
presented in Fig. 5(d), it captured a 3D video image of a
jellyfish with the size of ∼5 cm and speed of ∼1.5 cm/s
at 1070 m underwater in the South China Sea. The range
resolution of the 3D imaging reached a level of centimeter
with megapixels under a deep-sea and all-black condition.
This system shown promising applications in in-situ detection
and quantitative analysis of marine organisms.

Although range-gated imaging can improve the detec-
tion distance and image quality by suppressing backscat-
tering. However, partial backscatter noise still exists in the
gated image, which causes the reduction of range resolution
and accuracy in 3D reconstruction. To mitigate the noise
impact, Wang et al. [38] proposed a 3D deblurring-gated
range-intensity correlation imaging (De-GRICI) method.
This method is based on light propagation properties in water,
and only the attenuation coefficient and a frame of the ref-
erence image are required to calculate the gated image with
less noise. The results shown that De-GRICI can improve
the peak signal-to-noise ratio (PSNR) of the gated image by
9 dB, which effectively improved the range resolution of 3D
imaging.

Range-gated imaging technique is insensitive to the ambi-
ent light and the movement of platform. Besides, it has the
advantages of long detection distance, an effective suppres-
sion of backscattering noise, and the ability to 3D imaging,
which has great potential for application both in military
and civilian fields. However, there still exist some funda-

FIGURE 6. The principle of underwater laser synchronous scanning
system.

mental restrictions to be overcome for range-gated imaging:
(i) the reflectivity between different parts of a same target,
and the reflectivity between the target and the environment
are usually inconsistent, which lead to a distinctly different
brightness in the related areas for the gated images, result-
ing in data voids in the 3D image and worsening its visual
performance. (ii) the echo signal of the target with limited
detection distance is low, and the SNR of the 2D image is
small, which leads to data voids in the 3D image. With the
maturity of high-power miniaturized pulsed lasers and the
growing development of high-sensitivity detectors, under-
water range-gated imaging technique will make progresses
in the following directions: miniaturization and low power
consumption; combination with other underwater imaging
technologies, such as digital image processing technologies,
to achieve clearer imaging of underwater long-distance tar-
gets.

B. LASER SYNCHRONOUS SCANNING
Laser synchronous scanning technique was first proposed
by Rioux [39] in the 1980s, and then Jaffe and Dunn [40]
applied it to underwater imaging, due to its high angular
resolution and large lateral scanning FOV, it has widely been
used in the fields of underwater ranging and underwater 3D
reconstruction.

A typical laser synchronous scanning system is presented
in Fig. 6, it includes a narrow instantaneous FOV receiver and
a highly collimated laser source. Both of them are separately
by adequate distance so that the area between illumined
region and detected region isminimized. Hence, the backscat-
tered light received by the detector is reduced substantially
with separating the target signal light from the backscattered
light spatially, which improves the imaging SNR. The depth
of field of the system can be extended by using synchronous
scanning, which can be achieved by mechanical synchroniza-
tion and signal synchronization.

According to the difference of the sampling methods,
laser synchronous scanning can be classified into three
types: laser point scanning (LPS) [41], laser line scanning
(LLS) [42], and laser field scanning (LFS) [20]. LPS adopts a

VOLUME 9, 2021 85505



Y. Shen et al.: Underwater Optical Imaging: Key Technologies and Applications Review

point-by-point scanning method with the advantages of a
concentrated beam energy and high imaging resolution, how-
ever, the imaging speed is slow, which limits the practical
application. Compared with LPS, LLS improves the imaging
speed, and compared with range-gated imaging, LLS reduces
the requirement of laser power, which makes it the most
widely used method. By using Micro-Electro-Mechanical
System (MEMS) micromirrors, LFS extends the laser beam
into a raster pattern. Through measuring the entire sur-
face simultaneously by phase variation, LFS leads to a fast
imaging and is suitable for underwater imaging for moving
target.

According to the difference of light source, LLS is
classified into three categories: continuous wave LLS
(CW-LLS), pulse gated LLS (PG-LLS), and modulated LLS
(Mod-LLS) [43]. Similar to the ranged-gate imaging sys-
tem, PG-LLS also acquires depth based on TOF. In 2009,
Dalgleish et al. [44] compared the performance of PG-LLS
and CW-LLS. The experimental results demonstrated that
PG-LLS significantly improves the contrast and SNR of the
image. PG-LLS was limited by forwarding backscatter at
7 AL, while CW-LLS at 6 AL. Mod-LLS employs frequency
modulation in the laser source to mitigate the backscatter.
In 2014, O’Connor et al. [45] developed a pulsed laser imag-
ing system, which employed Radio Frequency (RF) intensity
modulation on a short pulse to suppress backscatter. The
results showed the contrast of output images are greatly
improved. In addition, both range precision and range blur-
ring are improved.

In conventional laser synchronous scan imaging, the imag-
ing system needs to move vertically to extend the longi-
tudinal FOV, meanwhile, high motion stability is required.
Therefore, the laser synchronous scan system is complex and
difficult to implement, despite its principle is simple. The
latest research on laser synchronous scanning was focused on
the improvements of system stability. In 2017, He et al. [46]
employed five laser sources and a CMOS camera to simulate
the imaging process of LLS. By employing features of the
CMOS camera, such as region of interest (ROI) and rolling
shutter, the system uniformly divided the image into five
sub-regions along the rows. These sub-regions were scanned
via changing the ROI area under the simultaneous irradiation
by the sequentially triggered lasers. Compared with conven-
tional LLS, this method reduces the mechanical complexity
and improves system stability without the translation require-
ment of the receiver. In 2020, Wu et al. [20] introduced
an underwater LFS system. The system equips a scientific
CMOS (sCMOS) camera with short exposure time and high
sensitivity to acquire a narrow FOV in rolling shutter mode.
Meanwhile, a MEMS-based 2D laser scanning light source
merely illuminates the narrow FOV of the camera. There-
fore, it remarkably reduces the backscatter caused by the
overlapped FOV of the light source and the camera without
the translation requirement of the receiver. The experimen-
tal result is presented in Fig. 7, it demonstrates that LFS
notably improved the contrast by 8.77 times and the contrast

FIGURE 7. LFS system and its imaging performance [20].

FIGURE 8. Streak tube imaging principle.

signal-to-noise ratio (CSNR) by 1.87 times compared with
the LED light source.

Laser synchronous scanning technique separates signal
light from backscattered light by spatial separation, which
has the advantages of large FOV, long-range detection, and
high resolution. In the future, the laser synchronous scanning
technique will make progresses in the following directions:
miniaturization, low power consumption, and high motion
stability; combination with image denoising and de-fogging
algorithms to achieve clearer underwater imaging at long
distances.

C. STREAK TUBE IMAGING
Streak tube imaging lidar (STIL) is a novel flash imaging
lidar, which was first proposed by Knight et al. [47] in 1989.
Due to the advantages of high frame frequency, large FOV,
and high resolution [48], [49], STIL has been widely used
in the field of marine search and rescue, seafloor terrain
detection, and torpedo detection in recent years.

As the core component of STIL, stripe tube mainly com-
posed of photoelectric cathode, electron acceleration sys-
tem, focus deflection system, microchannel plate (MCP), and
phosphor screen, which are used to implement the photo-
electric conversion, focus imaging, deflection scanning, and
image enhancement respectively. The principle of the system
is presented in Fig. 8. Firstly, the incident light signal is
focused on the photocathode via the silt and lens. Then,
photoelectrons reaching the deflection system at various
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FIGURE 9. STIL system and its imaging results [21].

moments are separated perpendicularly to the slit under the
effect of the ramp voltage. Finally, the photoelectron beam
forms a striped image on the phosphor screen after being
enhanced byMCP. Through imaging analysis and processing,
2D data of the incident light signal can be acquired. One
dimension of the 2D data is the light intensity with spatial
variation along the slit direction, another is the light intensity
with time variation perpendicular to the slit direction. A series
of 2D images in the direction of motion can be obtained
by external mechanism push-broom, and 3D images can be
acquired through 3D reconstruction based on the above time
serial images.

In 2011, Gao et al. [50] built a STIL system, which uses
a 532 nm pulse laser with pulse width of 8 ns, a repetition
frequency of 100 Hz, and a pulse power of 20 mJ. The
range resolution of the underwater target was 10 cm. In 2014,
Tian et al. [51] developed a control software and constructed
an image processing system for STIL using VB and MAT-
LAB, the range resolution is better than 2 cm. In 2015,
Gao et al. [52] carried out a series of imaging experiments
using a STIL with a range resolution of 1.5 cm for under-
water targets at a distance of 3 m. In 2018, Cui et al. [21]
developed a STIL for real-time 3D imaging of underwater
targets, which used a 532 nm pulse laser as the light source,
the repetition frequency was 120 Hz, and the pulse duration
was 8 ns. Its maximum detection depth reached 31 m with an
imaging frame rate of 100 Hz. The experiment was carried
out in a flume with an attenuation coefficient of 0.2 m−1,
the system and imaging results are presented in Fig. 9. It could
acquire a real-time 3D image of a target from 22 m, whose
range resolution and spatial resolution were 1 cm and 0.3 cm
respectively.

The detection distance of STIL is about 4-5 attenuation
lengths. Compared with the range-gated imaging, the laser
energy of STIL is more concentrated, thus the depth of detec-
tion is larger [53]; compared with the single-point scanning

FIGURE 10. Schematic diagram of active underwater polarization imaging.

system, the imaging system of STIL is more efficient and
stable [54]. However, the STIL system still exists the follow-
ing problems: (i) it requires multiple photoelectric conversion
processes, resulting in huge loss of energy; (ii) the structure
of streak tube is complex and it requires a driving voltage
of nearly 1 kV, leading to high power consumption. With
the miniaturization of the streak tube, the STIL system will
develop in the following directions: miniaturized, integrated,
and intellectualized.

D. POLARIZATION IMAGING
Polarization imagingwas proposed by Schechner in 2003 [55],
which was applied to atmospheric dehazing initially, and then
the technique was promoted in the field of underwater imag-
ing [56]. Underwater polarization imaging has the advantages
of simple structure, high imaging performance, and high
cost-effectiveness, which is widely used in marine resource
exploitation, underwater archaeology, and underwater target
identification.

Different from traditional underwater imaging, a polarized
imaging system sends a beam of polarized light for the illu-
mination and then receives echo signal with polarized infor-
mation, as shown in Fig. 10. Generally speaking, underwater
targets have rough surfaces, thus they have obvious depolar-
ization effects. When a beam of polarized light illuminates
the underwater scene, the signal light from target is unpo-
larized, while the backscattered light is partially polarized.
A polarization imaging system can separate the signal light
from the stray light and then reconstruct clear underwater
images by using their differences in polarization properties.
There are two categories for underwater polarization imaging
technologies: one is the underwater image restoration meth-
ods based on polarization-difference (PD); the other one is
the IFM-based polarization image restoration methods.

PD-based methods filter out background scattering noise
according to the difference in the direction of light vector
vibration between the target light and the background light.
As shown in Fig. 11, B represents a beam of backscattered
light with a polarization angle of α, and T represents the
target signal light with a polarization angle of β. According
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FIGURE 11. The principle of polarization difference imaging.

to Marius’ law, the backscattered light can be filtered out by
the common mode suppression of the polarization analyzer.
And the mechanism of polarization-difference imaging is
expressed as

Ipd (x, y) = I‖ (x, y)− I⊥ (x, y) (10)

where I‖ (x, y) and I⊥ (x, y) represent the intensity distribu-
tions obtained at two orthogonal linear polarizations.

In practical underwater detection, the polarization states of
the backscattered light and target signal light are uncertain
due to the complexity of the water environment, which lim-
its the application of above methods. In 2009, Treibitz and
Schechner [57] proposed a physical model for the estimation
of backscattered light and target signal light. The method is
implemented based on the accurate acquisition of the bright-
est polarized image and the darkest polarized image, which
correspond to the strongest case and the weakest case of the
backscattered light intensity, respectively. Methods to obtain
the brightest and darkest images include subjective judgment,
filter scanning [56], stokes vector estimation [58], and optical
correlation evaluation [59]. Through this model, the effect of
backscattered light can be removed, and then the image of
object scene can be recovered.

IFM-based polarization imaging was first proposed by
Schechner [60] in 2005. It estimates the seawater transmissiv-
ity by measuring the polarization of the backscattered light,
and then inverts the image degradation process based on IFM.
Consequently, it can realize the separation of signal light and
stray light and improve the quality of underwater imaging.
Compared with PD-based imaging, this method is more ben-
eficial in obtaining the detailed information about the images
and improving the image contrast. However, the traditional
IFM-based polarization imaging can only recover the images
of objects with low degree of polarization (DOP) (such as
stones, plastics, wooden products, etc.), since the reflected
light from objects with high DOP (such as metals and other
smooth objects) still keeps polarized or partially polarized

leading to significant errors. Considering the polarization
properties of targets, Huang et al. [61] proposed a method
based on curve fitting to estimate the orthogonal PD signal
of the targets, which leads to the correct deduction of the
transmittance in the scattering environment, overcoming the
restriction of imaging for objects with high degree of polar-
ization.

Numerous researches have shown that the light source
properties have an impact on the quality of underwater polar-
ization imaging. In 2014, Laan et al. [62] demonstrated that
circularly polarized light is better able to maintain its polar-
ization property than linear polarized light in turbid environ-
ments. Based on this research, Hu et al. [63] proposed an
underwater polarization imaging based on an illumination of
circularly polarized light in 2018, which combines circular
polarization information and linear polarization information
to recover image, overcoming the attenuation of polariza-
tion information and improving the quality of polarization
image. The light sources employed for underwater imaging
are mostly point sources, which result in a non-uniform light
field in water, leading to an inhomogeneous distribution of
polarization parameters. To solve this problem, Hu et al. [64]
proposed a method of polarization image recovery under a
non-uniform light field in the same year, which considers
the DOP and intensity of the backscatter as spatial variables
and derives their distribution functions in space through 3D
fitting. It overcomes the problem that the DOP and intensity
of backscattered light are in homogeneously distributed in
space under a non-uniform light field, which improves the
quality of the underwater image. However, when employ-
ing linear polarized light to illuminate underwater scenes,
the difference in polarization states between the reflected
light from target and the stray light cannot be hold any more,
which causes the failure of the polarization recovery. In 2019,
Yang et al. [65] utilized unpolarized light to illuminate the
underwater scenes, which verified the polarization effect of
the signal light could be ignored regardless of the DOP of the
object. This special property expands the application range of
underwater polarization imaging.

Image recovery in environment of highly turbid water is
one of the research hotspots and also a difficulty in underwa-
ter imaging. In 2018, Liu et al. [22] proposed an underwater
active polarization imaging method based on wavelength
optimization. This method was realized based on the fact
that the light scattering reduces with increasing wavelength
in turbid water. It used a high-power red laser as the illumi-
nation source to minimize the scattering during propagation,
and decoded the polarization information of the target scene
through optical correlation principle, which alleviated the
image degradation due to the strong scattering of turbid water,
and then the polarized images of targets in highly turbid water
were recovered. This is presented in Fig. 12.

Polarization imaging has the advantages of simple struc-
ture, low cost, and marked contrast enhancement, whose
detection distance is 2-3 AL, making it suitable for under-
water close-range target imaging. Besides, combined with
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FIGURE 12. Intensity images and recovered images by wavelength
optimization polarization imaging techniques in water with gradually
varied turbidity [22].

FIGURE 13. A schematic diagram of UHI system.

wavelength selection, this technique enables high turbidity
underwater imaging, which has broad application prospects
around the offshore areas. In the future, underwater polar-
ization imaging will develop in the following directions:
(i) improve the quality of polarization images and extract
valuable polarized information from them; (ii) make use of
polarized information to realize underwater polarization 3D
imaging; (iii) research the changes of polarized light prop-
erties in natural water, and reduce its scene dependence and
expanding its application scope.

E. SPECTRAL IMAGING
Spectral imaging is a combination of spectral technique
and imaging technique, which scans each image pixel with
tens to hundreds of narrow wavebands, and can obtain
two-dimensional spatial information and one-dimensional
spectral information of the target. This technique combines
the spatial structures and spectral characteristics of the targets
simultaneously, which realizes the synchronous detection of
spatial dimension and spectral dimension, and provides the
possibility of classification and identification of the target.
Currently, spectral imaging systems based on shipborne,
airborne, and spaceborne platforms have been capable of
detecting objects dozens of meters underwater [66]. How-
ever, the above spectral imaging systems cannot achieve the
perception of deep-sea targets due to the strong attenuation
caused by water. In order to build a stereoscopic marine spec-
tral remote sensing system with multi-scale and full depth,
underwater spectral imaging was proposed.

Underwater hyperspectral imaging (UHI) system consists
of threemain components: hyperspectral imager, light source,
and sensors, as shown in Figure 13. The underwater hyper-

spectral imager is the core component, which is used to
acquire narrow-band spectral images of underwater targets
in specific wavelength bands; the light source is used to
provide illumination for underwater targets; sensors are used
to correct the attenuation of light energy by the water. Due to
the attenuation effect caused by water, the spectral intensity
of the underwater target is different at different distances.
Generally, a standard whiteboard with known reflectance is
placed near the detection targets, and the reflectivity of the
targets are obtained by comparing the normalized grayscale
value for each pixel within the hyperspectral images.

According to the difference of imaging types, underwater
spectral imaging systems can be classified into three cate-
gories: the push-broom system, the staring system, and the
snapshot system. Among them, the push-broom underwater
spectral imaging system acquires all the spectral data in one
imaging row through prism or grating, which has the advan-
tages of high spectral resolution and high imaging speed.
However, it need to be loaded on a mobile platform to com-
plete the image stitching, thus its imaging stability is poor,
mainly used for marine mineral exploration, seafloor map-
ping, etc. The staring underwater spectral imaging system
makes use of the selective transmission of the filter system.
Therefore, only one frame of 2D image with an individual
waveband is acquired by the image sensor each time, and it
requires to switch the transmission band of the filter system
to realize the perception of different spectral bands. The
core of the system is the filter system, which includes filter
wheels, a linear variable filter (LVF), an acousto-optic tunable
filter (AOTF), and a liquid crystal tunable filter (LCTF).
The staring underwater spectral imaging system shows a low
spectral resolution and a low imaging speed, which is only
appropriate for the imaging of underwater stationary targets.
The snapshot underwater spectral imaging system can cap-
ture and reconstruct the spectral image data cube by single-
exposure, which is suitable for the imaging of underwater
moving targets with the advantage of high imaging speed, and
it is the trend of underwater spectral imaging in the future.

Underwater spectral imaging is mainly concentrated in the
visible band from 390 nm to 780 nm, which is caused by the
strong absorption of light in the infrared band and ultraviolet
bands by water. In 2013, Johnsen et al. [67] developed a
push-broom underwater hyperspectral imagery (UHI) sys-
tem based on grating diffraction. The detection band range,
the number of bands, the spectral resolution, and the detec-
tion range of the UHI system are respectively 400-720 nm,
150-200, 2.2-5.5 nm, and 0.2-5 m. This system was the only
one commercial underwater spectral imaging system, which
was mainly used for benthic habitat mapping [68]–[70],
marine mineral exploration [71]–[73] and underwater archae-
ology [23], [74]. In 2018, Wu et al. [75] developed a star-
ing type underwater multispectral imaging (UMSI) system
containing 31 narrowband color filters installed on dou-
ble filter wheels. The detection band range, the number of
bands, the spectral resolution, and the detection range of the
UMSI system are 400-700 nm, 31, 10 nm, and 0.5-10 m
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FIGURE 14. Underwater multispectral imaging result by TuLUMIS [76].

respectively. Underwater spectral detection of similar colored
targets was conducted in a swimming pool, and the results
shown that the UMSI could distinguish spectral features
of the similar colored targets, which would contribute to
the identification of underwater camouflage targets. In the
same year, Liu et al. [76] developed a tunable LED-based
underwater multispectral imaging system (TuLUMIS), which
separated images with different wavebands by switching
the light source band. The detection band range, the num-
ber of bands, and the spectral resolution of the TuLUMIS
are 400-700 nm, 8, 10-100 nm respectively. As presented
in Fig. 14, the monochrome images including eight spectral
bands are presented on the left, and the fused pseudo-color
image is shown on the right. Compared with the traditional
underwater imaging system with RGB camera, the TuLU-
MIS improved the color discrimination by 76.66%. In 2020,
Song et al. [77] developed a staring type underwater multi-
spectral imaging system based on LCFT, the detection band
range, the number of bands, and the spectral resolution of
the system are 400-700 nm, 31, and 10 nm respectively. The
experimental results in pool and sea shown that the system
could obtain the spectral information of underwater static
targets in the band of 400-700 nm. Besides, it could also
distinguish different objects with similar colors, which is
important for identification and classification of the under-
water targets.

Underwater spectral imaging has the advantages of high
spatial resolution and high spectral resolution, which is suit-
able for the identification and detection of underwater close
objects, mainly applied in the fields of underwater identi-
fication of camouflage target, underwater archaeology, and
marine mineral exploration. In the future, underwater spectral
imaging will develop in the following directions: (i) develop
snapshot underwater spectral imaging to increase the spectral
imaging rate significantly; (ii) build a more comprehensive
spectral database of ocean objects; (iii) reduce the influence
caused by suspensions and turbulence; (iv) fusion of image
features from the spaceborne, the airborne and the shipborne
spectral images to achieve large scale ocean underwater spec-
tral image information acquisition.

F. GHOST IMAGING
Ghost imaging, also known as correlation imaging, was first
proposed by Pittman in 1995 [78]. Unlike traditional imaging
methods, ghost imaging is based on the correlation properties
of the light field, whose imaging quality depends on fluctua-
tions in the detected signal rather than the absolute value of

FIGURE 15. Ghost imaging schematic [80].

intensity. It has the advantages of turbulence-free, robustness
against scattering [79], andwider angle of view (AOV), which
is widely used in biomedical imaging, remote optical sensing,
and underwater imaging [24].

Generally, ghost imaging employs pseudothermal light as
the light source. According to the different ways of pseu-
dothermal light generation, it can be divided into conven-
tional ghost imaging (GI) and computational ghost imaging
(CGI) [80]. The schematic of GI is shown in Fig. 15(a),
a pseudothermal beam is generated by a rotating diffuser
which is illuminated by a laser. The beam is then divided
into two parts by the beam-splitter: one of the beams is
the signal beam, which is transmitted (or reflected) by the
object and collected by the bucket detector; the other is a
reference beam, which is directly received by an area-array
detector (such as CCD camera), without passing through any
object. By correlating the intensity measured by these two
paths, the target image can be reconstructed. Different from
GI, CGI generates pseudothermal light by loading a random
grayscale map ϕr (x, y) on the SLM, as shown in Fig.15(b).
Meanwhile, the intensity distribution reflected from the SLM
can be calculated according to the scalar diffraction theory,
thus the beam splitter and the multi-pixel detector are not
required to record the reference light field, and the system is
greatly simplified. The system makes use of high-sensitivity
single-pixel detector to detect weak signals and improve the
underwater detection range. Besides, it improves the imaging
resolution by using the spacetime correlation of light intensity
fluctuation, reduce the effect of water scattering and turbu-
lence perturbation on imaging quality.

In 2015, Xiang et al. [81] introduced a ghost imaging tech-
nique into the field of underwater imaging through designing
a reflective underwater ghost imaging system, and verified
its feasibility in turbid water and long-range underwater
imaging. In 2017, Le et al. [82] investigated an underwater
computational ghost imaging (CGI) at different turbidities
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FIGURE 16. Results of CGI. NTU: the unit of turbidity, fs: frames [82].

and angles. The quality of traditional underwater imaging
decreases with increasing turbidity, while CGI shows strong
robustness for turbidity. As shown in Fig. 16, even in highly
turbid water, CGI can still acquire target image as long
as sufficient sampling frames are obtained. And the more
sampling frames, the higher SNR of the imaging. Moreover,
the CGI allows images to be acquired from a wide AOV,
which makes it adaptable to harsh underwater environments.
In 2019, Zhang et al. [83] investigated the influence of ocean
turbulence on underwater GI. The results shown that the
imaging quality degeneration caused by ocean turbulence
was closely related to the propagation distance. The quality
of GI can be maintained at a relatively small distance in a
strong oceanic turbulence, while the quality degrades sharply
at a relatively long distance. Besides, the effect of turbulence
on GI caused by temperature fluctuations is more drastic
compared to salinity fluctuations.

However, the huge amount of signal acquisitions pre-
vents the development of underwater GI. Compressive sens-
ing (CS), a novel sampling theory, can reduce the cost of
storage and transmission. Combination of CS and GI can
overcome the limitations of GI mentioned above. In 2019,
Chen et al. [84] proposed an underwater CGI system based
on compressive sensing (CS), which reduced the time spend-
ing to acquire data by 70% comparedwith the traditional CGI.
Thus, the combination with CS makes it capable to overcome
the limitations of the CGI method such as the long-time data
acquisition and the low reconstruction efficiency.Meanwhile,
the CS-based underwater CGI system can reconstruct objects
even under water with a turbidity up to 80 NTU, which are
unavailable for conventional imaging systems.

The characteristics of spectral distribution for the light
source have a significant impact on the quality of underwater
GI. In 2020, Luo et al. [85] first proposed an underwater
CGI scheme based on source-shaping technique. By selecting
a suitable modulation factor for the shaped Lorentz source,
the effects of oceanic turbulence could be effectively miti-
gated, which improves the imaging distance of CGI.

Underwater ghost imaging fully exploits the transfer and
acquisition of underwater information from multiple dimen-
sions such as light field modulation, detection mode, and
computational reconstruction, which has the advantages of
turbulence-free, weak effect of backscattering, and wider
angle of view. Combined with photocounting technique,

the maximum detection distance is up to 13.5 AL, which
is twice as far as the range-gated imaging. Combined with
Compressive Sensing, the visibility of GI can be further
enhanced with fewer measurements. In the future, underwa-
ter ghost imaging will develop in the following directions:
(i) development of more efficient reconstruction algorithms
to boost system imaging rates; (ii) investigate ocean channel
features to realize imaging in turbulence and scattering mixed
environment; (iii) combined with deep learning to further
enhance the imaging quality of the system at sub-Nyquist
sampling rates.

IV. CONCLUSION AND DISCUSSION
In this review, we firstly summarize underwater optical imag-
ing technologies into two categories: underwater imaging
based on image enhancement and underwater imaging based
on signal light enhancement. Then, we introduce the the-
oretical basis of underwater imaging, including the inher-
ent optical properties of seawater, light attenuation prop-
erties of seawater, and underwater imaging model. Finally,
we highlight the underwater imaging techniques based on
signal light enhancement, including range-gated imaging,
laser synchronous scanning, polarization imaging, streak tube
imaging, spectral imaging, and ghost imaging. In addition,
their working principles, technical features, development sta-
tus and perspective trend are introduced in detail. In sum-
mary, we present a comprehensive overview of the princi-
ples, advances and challenges of underwater optical imaging,
which contributes to the understanding and the development
of this field.

Although underwater imaging techniques have made
tremendous progress, many issues still need to be addressed.
Future works ought to concentrate on the following aspects:

1) Existing underwater imaging techniques cannot solve
the conflict between imaging distance and imaging quality.
Therefore, it is an important direction for future research
to develop an underwater imaging system that can improve
the imaging distance and ensure the imaging quality without
increasing the complexity of the system.

2) In highly turbid water, the scattering phenomenon
caused by particles suspended in the water is aggravated,
resulting in the extraction of signal light, thus imaging within
highly turbid water is an important direction for future
research.

3) Most of the underwater imaging techniques have scene
dependence. Therefore, the development of underwater imag-
ing systems with a widely environmental adaptation is one of
the future research directions.

4) Alongside with the improvement of hardware configura-
tion, the underwater image enhancement algorithm also needs
to be improved. In the future, underwater imaging technol-
ogy based on signal light enhancement and image enhance-
ment can be combined to achieve high-resolution real-time
imaging of underwater long-range targets, which will expand
its application scope.
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