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ABSTRACT The current deep learning models detecting relevant web pages show low accuracy because of
the poor quality of the training data. In this paper, we propose a novel algorithm to automatically generate
high-quality training data based on the frequency of the document including the entity of interest. Our
experimental results withmovies and cellphones data sets show that the averageF1-score of the deep learning
models (FNN, CNN, Bi-LSTM, and SeqGAN) trained with our proposed algorithm shows up to 0.9992 in
F1-score.

INDEX TERMS Text classification, deep learning, automatic labelling.

I. INTRODUCTION
With the advent of the fourth industrial revolution, Artificial
Intelligence (AI)–based data mining algorithms play a key
role in extracting unknown but informative knowledge from
big data to improve enterprise productivity and bring out
technological innovation. To apply the AI-based data mining
algorithms, a lot of relevant data on the Internet should be
automatically collected, categorized, and labelled. The results
are stored as in a knowledge base of the entity without human
intervention, and used in the data mining algorithms. The
classification algorithm to detect the relevance web pages
plays an important role in the latter process. However, all
accuracy values of the existing classification models are
poor [1] because all discriminative features should be directly
exploited by domain experts who may leave out key features
bymistake. Additionally, it is known that suchmethods do not
work well to address the non–linear classification problem
according to data complexity.

To improve the accuracy of the models, various AI–based
models (e.g., Feed–forward Neural Network (FNN), Con-
volutional Neural Network (CNN), and Recurrent Neural
Network (RNN)) have been considered in recent time. In
the AI–based models, there are two different approaches
to avoid the overfitting problem that degrades the accu-
racy of the deep learning models including FNN, CNN, and
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RNN [2]. The first approach is to reduce the complexity of
the deep learning models. The other is to use high–quality
training data. In the former approach, deep learning models
themselves have high complexity with a number of hidden
units, weights, and bias parameters. The accuracy would
be decreased if we reduced the complexity of the models.
On the other hand, our work focuses mainly on the latter
approach. As a good example, the accuracy of Google trans-
lation service has recently improved significantly because
a sequence–to–sequence model, one of RNN–based deep
learning models, is well trained with a huge number of
high–quality training data including one billion pairs of Chi-
nese sentences that match English sentences. Back to our
problem, it is non–trivial to obtain high–quality training data
in which each web page has its class label indicating that it
is relevant or not with a target entity. Even though we col-
lect many web pages automatically, human evaluators should
manually check each web page to determine whether it is
actually relevant or not. In this way, collecting high–quality
training data by human judgement is fairly limited.

In this article, given a target entity and a set of web pages,
we propose a novel automatic algorithm for High-quality
Training data Generation (HiTGen), thereby considerably
improving the accuracy of the existing deep learning models.
We also show that the pseudo–generated training data almost
match the training data made by human. Throughout this
article, our proposed algorithm depicted in Figure 1 is called
HiTGen which is working based on the principle that web
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pages with high frequency are relatively relevant with a target
entity rather than ones with low frequency.

In the proposed method, given a pre-defined entity e =
{a1, a2, . . . , an}, where ai is one of the attributes, we create
all possible queries using the attribute values of e. For each
query, top-k web pages are retrieved through a certain search
engine. If a web page w is retrieved by many queries, we con-
sider it to have high frequency. According to our hypothesis,
if w has high frequency, it is considered to be relevant with
e. This is, the class label of w is relevant. We also extract
top-l words that have high TFIDF values and frequently
appear in web pages with high frequency and then assign
them to the feature set. With the class label and the feature
set, we automatically make the high-quality training set for
deep learning based web page classification models. We will
discuss the details in Section 3.

The contributions of our work are as follows:
• To boost the existing deep learning models, we pro-
pose a novel algorithm of automatically generating
high–quality training data called HiTGen. The accu-
racy of the existing deep learning models such as FNN,
CNN, and RNN trained with HiTGen can be largely
improved without reducing the complexity of the deep
learning models. To the best of our knowledge, this
is the first study to automatically collect high–quality
training data based on the frequency information of web
pages for the deep learning models in the web page
classification problem.

• To evaluate the proposed method, we experimented
13 methods – (i) conventional classification models
such as Support Vector Machines (SVM) [3], Random
Forest (RF) [4], and AdaBoost (AB) [5]; (ii) existing
deep learning models such as FNN [6], CNN [7], Bidi-
rectional Long Short-Term Memory (Bi–LSTM) [8],
and Sequential Generative Adversarial Networks (Seq-
GAN) [9]; and (iii) all models using HiTGen. Our
experimental results show that all models using HiTGen
outperform all existing learning models.

• We also experimented two different data sets – movies
and cellphones. Our experimental results show that the
deep learning models using HiTGen outperform other
existing learning models across different data sets. This
implies that any deep learning model using HiTGen
works well across the domains in which each entity is
represented by its attributes.

The remainder of this article is organized as follows: First,
we introduce existing methods related to this work. In partic-
ular, we discuss the novelty of our method and the main dif-
ference between previous studies and our work. In Section III,
we formally define the research problem. Then, we describe
the details of the proposed algorithm to boost the existing
deep learning models in Section IV. We explain the experi-
mental set–up in Section V and then discuss the experimental
results in Section VI. We also discuss the findings and their
implications in Section VII. Finally, we summarize our work
followed by the future research direction in Section VIII.

II. RELATED WORK
Our research is related to information retrieval [10], [11],
pseudo-relevance feedback [12], [13], diversified search [14],
knowledge graph [15], and entity search [16]. We focus more
on web page classification using a deep learning model in
this paper. Therefore, we introduce the existing studies of web
page classification in section II-A and the research trends of
text classification using deep learning in section II-B.

A. WEB PAGE CLASSIFICATION
Focusing on the subject of a web page, it can be divided
into a classification problem of which category the web page
belongs to and a detection problem of which event/action
the web page belongs to. In the classification problem, genre
classification [17], controversy classification [18], and emo-
tion classification [19] have been proposed. Rumor detec-
tion [20], phishing detection [21], fraud detection [22], and
fake detection [23] have been proposed in the detection prob-
lem. Our research is a classification problem as to whether the
web page is related to the entity of interest. In the web page
classification, labeling a given web page by summarizing
its content is an important research issue [24]. presented
Multi-Label Random Forest (MLRF) that can quickly gen-
erate several labels such as ‘dominos’, ‘dominos pizze’, and
‘domino pizza online’ when a web page relevant with ‘domi-
nos pizza’ is given as input. To improve the accuracy of web
page classification, [25] proposed an approach that incor-
porates web site-dependent priors appearing in web pages
centered around a certain topic like sports and the topical
structure of the web (e.g., Hyperlink graph). [26] presented
LearningQuality Soft Clustering (LQSC) and LearningQual-
ity Hard Clustering (LQHC) that extract quality and quantity
features from training data. Text length, illumination, and
video quality are some of such features. Then, SVM classifier
was trained with the features for web page classification.
The authors reported that their proposed method is slightly
better than SVM classifier without the features. Among the
above methods to classify a collection of web pages, [26] is a
little close to our method. However, unlike [26], our proposed
method does not need the content-based features because the
deep learning model is working without features selected by
the help of domain experts.

B. DEEP LEARNING FOR TEXT CLASSIFICATION
Many methods such as graphical model [27], hierarchical
structure [28], feature engineering [29], [30] have been pro-
posed for text classification. In terms of model architec-
ture, CNN [31] and LSTM [32] have been used. Recent
studies have trained huge corpus on language models with
extremely high complexity, increasing the performance of the
Natural Language Processing (NLP) field through transfer
learning. Many applications require large amounts of labeled
data for fine-tuning, but this is challenging in terms of time
and cost. Extreme Multi-label Text Classification (XMTC),
which tags specific text with multiple highly relevant labels
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from labeled bulk data, has emerged as an important issue.
To address this, [33] captures the most relevant text portion
of each label with an attention mechanism in raw text with
richer semantic context information and utilizes a shallow
and wide Probabilistic Label Tree (PLT) to handle millions
of labels. [34] proposes self-training based on uncertainty
estimates of neural networks using large unlabeled data. [34]
is semi-supervised learning, assumptions about the initial
model must be sufficient, and high-quality labeled data is
required. On the other hand, our method is unsupervised
learning, which automatically generates training data for both
relevance and irrelevance to the entity of interest from unla-
beled data.

III. PROBLEM STATEMENT
In this section, before we define our train set auto-generation
problem, we first define an entity and deep learning based
web page classification problem as follows:

Definition of entities: An entity ei is a real-world
object and its examples are a person, a citation,
a MP3 file, a company, etc. The entity has two
main properties – (1) Identifier (ID) and (2) Con-
tent. ID is the description of the entity (mainly
the entity name) and Content is a set of attributes
describing ei. This is, ei = {a1, a2, . . . , an}.
As an example of entities, ei=(ID:‘‘John Smith’’,
Content:{‘‘Stanford U.’’, ‘‘650-721-1444’’, ‘‘Data
Mining’’}), where the three attributes stand for
workplace (a1), phone number (a2), andmajor (a3).

Based on the entity definition above, we formally define
the web page classification problem as follows:

Definition of web page classification: Given an
entity (ei) of interest, where ei ∈ Domain D =
{e1, e2, . . . , en}, collect top-k important web pages
(W = {w1,w2, . . . ,wk}) that include ei. In this
work, how the top-k web pages are determined
is out of scope but one of plausible algorithms is
a list of web pages order of Google’s PageRank.
For wi ∈ W , automatically determine whether
wi is really relevant with ei or not.1 In this work,
we focus merely on deep learning-based models
(i.e., SVM, RB, and AdaBoost) that outperform
traditional classification models (FNN, CNN, and
Bi-LSTM) as shown in Table 5.

This problem is significantly challenging because of sev-
eral reasons. Firstly, many entities are ambiguous. An entity
like ‘troy’ may indicate one of a history event, a city, a movie,
and a university. Secondly, the number of web pages con-
taining a target entity is at most hundreds. Even such web
pages are relevant to several other entities (a history event,

1It is possible that a web page is relevant to multiple entities. For example,
Harry Potter may represent both movie and novel. In this case, we assume
that the movie (e1) and novel (e2) of Harry Potter are different entities. Most
web pages are likely to be relevant with either of them. If a web page w
mainly explains an entity e1 more than the other entity e2, we will consider
that w is relevant with e1.

a city, and a university) rather than the entity (a movie).
In other words, the web pages are grouped to the four
clusters. One cluster is a set of web pages relevant with
a history event, Another is a cluster of web pages rele-
vant with a city, and so on. In addition, the numbers of
the web pages belonging to those entities are unbalanced.
These points are likely to significantly degrade the quality
of training data to address the deep learning based web page
classification problem. As a result, the deep learning models
are likely to cause the overfitting problem or to show low
accuracy.

Finally, in order to improve the accuracy of the deep learn-
ing models, we clearly define the following problem.

Definition of automatic train set auto-generation:
Given a pre-defined entity ei = {a1, . . . , an}, auto-
matically generate a high-quality training set for
existing deep learning models, where the training
set contains a few feature vectors. A feature vector
corresponds to a web pagew. In each feature vector
v, v[0] is class label (relevance or irrelevance) and
v[i] is a weight (importance) of the most discrimi-
native word in w.

IV. MAIN PROPOSAL
To address the problem, we propose a novel training data
pseudo–generation algorithm, using which the accuracy
of deep learning–based web page classification models is
improved largely. It is no doubt that any other deep learning
model shows high accuracy if it is learned with high–quality
training data. In the following subsections, we will discuss
the proposed method in detail.

A. A HIGH–QUALITY TRAINING DATA GENERATION
METHOD FOR DEEP LEARNING MODELS
In the problem, given an entity e = {a1, a2, . . . , am}, where
ai stands for the i–th attribute that describes e, top-k web
pages are retrieved by one of general–purpose search engines
such as Google. In the top–k web pages, some pages will be
relevant with e but other pages will not. In even some cases,
it is difficult to determine if a web page is really relevant
with e. In this set–up, the real problem is how machine on
behalf of human can correctly determine the relevance of a
number of web pages retrieved by the search engine because
our final goal of this research is to construct a high–quality
training data.

Recent outstanding achievements based on deep learn-
ing in the fields of image processing and machine transla-
tion are based on (1) high–performance computer resource
such as GPGPU and (2) big data accumulation for training
deep learning–based statistical models (DLM). The more
high–quality training data is, the better the accuracy of
DLM is. However, unfortunately, it is non–trivial to collect
a high–quality training data in real–world. The training data
is a set of pairs, each of which consists of (class, vector).
For example, in our context, the class is either relevant or
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FIGURE 1. Overview of our proposed method.

irrelevant with the target entity, and the vector is composed of
l word features, where l is the number of vocabularies (unique
words) in a collection of web pages. Given a web page as
input, it is transformed to a vector. So far, in existing models,
the class of the vector is manually determined as either rele-
vant or irrelevant. If the i–th (0 ≤ i ≤ l) vocabulary appears
in the web page, the i–th entry is 1 and 0, otherwise. This
vector is often called one–hot vector. In many cases, the entry
is filled with the frequency or weight (importance) of the
vocabulary. To determine the class per pair, domain experts
should label vectors manually so this task is labor–intensive
and time–consuming, thereby collecting a large number of

training data is extremely limited in industrial sites. As a
result, the lack of high–quality training data that are pairs
of (class, vector) will reduce the accuracy of DLM in real
applications.

To automatically generate high-quality training data,
we propose a novel pseudo–labelling algorithm for deep
learning–based models. Table 1 shows the notation terms for
explaining our proposed algorithm. For instance, an entity e
and its attributes {a1, a2, a3} are considered as e (ID)=‘‘John
Smith’’, a1 (Workplace)=‘‘Stanford University’’, a2 (Phone
number)=‘‘650-721-1444’’, and a3 (Major)=‘‘Data Min-
ing’’. Given this entity as input, we create all possible search
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TABLE 1. Notation terms for describing HiTGen.

queries by function fq() that generates combinations of e’s
attributes. For example, fq(e = {a1, a2, a3}) → {q1 =<
a1 >, q2 =< a2 >, q3 =< a3 >, q4 =< a1, a2 >,

q5 =< a1, a3 >, q6 =< a2, a3 >, q7 =< a1, a2, a3 >}.
For each query qi ∈ Q = {q1, . . . , q7}, through a search
engine (e.g., Google) fs(), top–k web pages are retrieved. This
is, fs(qi)→ {w1,w2, . . . ,wk}, wherew1 is ranked higher than
w2 and rankedmuch higher thanwk in the output of the search
engine.

Interestingly, through our intensive experiments, we
observed that web pages with high frequency are usually
more relevant than ones with low frequency. If a web page
w1 is retrieved by both q1 and q5, then the frequency of w1
is 2 (i.e., ff (w1) = 2). Based on this pattern, we define
the correlation between frequency of a given web page and
relevance with e as the following hypothesis.
• ff (wi) = m implies that the frequency value of the web
page wi is m.

• If ff (wi) > ff (wj), then the web page wi is more relevant
with e than the web page wj.

Our proposed pseudo–labelling algorithm is based on the
above hypothesis. The reason why web pages with high fre-
quency are highly relevant with e compared with ones with
low frequency is: If each query describes an entity e in part,
then a relatively large number of queries will explain e better.
Technically, assuming that each query corresponds to an axis
in the multi–dimensional coordinate system, let us back to
the above example of e = {a1, a2, a3}. If a web page w1 is
retrieved by all queries, then such axes indicate that the extent
of w relevant with e is 7

7 = 1, while that of another web
page w2 is 2

7 = 0.29 if w2 is retrieved by only two queries
q1 and q4.

Figure 2(a) and (b) show the frequency value of the web
pages per entity. In the figure, the x-axis means web page
identifiers of an entity in the descending order, while the
y-axis means the web pages’ frequencies. The figures clearly
show that the top-10 web pages are likely to have the highest
frequency values. The figures show power law distribution in
which a few web pages in the left side have high frequency,
while most web pages in the right side have low frequency.
According to the results of the manual investigation, it turns
out that almost all web pages are irrelevant with the target
entity except a few web pages with high frequency. To show

that our hypothesis is statistically significant, we will discuss
in detail in Section IV-C.

As W is denoted by the set of web pages retrieved by
fs(q1), . . . , fs(q(2|# of attributes|−1)), |W | ≤ k(2n − 1), where |W |
is the number of web pages in W . The weight (importance)
value of a word t in a web page wi ∈ W is computed
by function ft (t) =

ft,wi
6t′∈wi

ft′,wi
log |W |
|{w∈W |t∈w}| , where ft,wi is

the number of occurrences of t in wi. In other words, ft (t)
computes the Term Frequency / Inverse Document Frequency
(TF/IDF) of t .
To generate the pair (class, vector) to a web page w ∈ W ,

which is an individual data in the training set that is necessary
to learn deep learning models, we need to select l main
vocabularies from W that are used as the feature of vectors.
In our approach, we quantitatively compute the weight values
of all words in W and then select top–l main words with the
highest weight values. To estimate the weight value of each
word based on our proposed hypothesis, we propose Eq. (1)
in whichwe formally define a new equation fw() of computing
the weight value of a word t in addition to ft ().

fw(t) = αft (t)+ (1− α)
ff (w|t ∈ w)∑
w′∈W ff (w′)

(1)

Using fw(t), we can quantify both how important t is inW
and how relevant t is with e through ff (w) subject to t ∈ w.
Especially, in the above equation, the first term is measuring
the TF/IDF of t . In the second term, if t appears inwwith high
frequency, t is weighted more than any other word in web
pages with low frequency. The ratio (importance) of the first
and second terms can be changed by using α value (α = 0.7
in our experiment). After fw(∀t ∈ W )s are computed, top–l
words with the highest fw() values are chosen as features,
using which vectors to web pages ∈ W are generated.
Now we have top–l word features and call them ‘‘fea-

ture set (F)’’ here. The words in the feature set are rear-
ranged in the descending order by fw(t). In the next step,
top–k web pages with the highest frequency values are
selected and these web pages are automatically marked
as relevant web pages – {wH1 ,w

H
2 , . . . ,w

H
k }. For exam-

ple, ‘‘Relevant web page set (R)’’= {(Relevance,wH1 ),
(Relevance,wH2 ), . . . , (Relevance,w

H
k )}. Similarly, top–k web

pages with the lowest frequency values are chosen and
these web pages are automatically marked as irrelevant web
pages – {wL1 ,w

L
2 , . . . ,w

L
k }. For example, ‘‘Irrelevant web

page set (I )’’= {(Irrelevance,wL1 ), (Irrelevance,wL2 ), . . . ,
(Irrelevance,wLk )}.

For a web page wHi ∈ R, wHi is represented as a vec-
tor vwHi with features F . For example, suppose that F =
{t1, t3, tl} and wHi = {t1, t2, t3, t4}, where t1, t2, t3, and
t4 are the words in wHi , v

H
wi =< Class = Relevance, t1 =

fw(t1), t3 = fw(t3), tl = 0 >. In the same way, for a web
page wLi ∈ I , w

L
i is represented as a vector vwLi with features

F . For example, suppose that F = {t1, t3, tl} and wLi =
{t5, t7, tl, t100}, where t5, t7, tl , and t100 are the words in wLi ,
vLwi =< Class = Irrelevance, t1 = 0, t3 = 0, tl = fw(tl) >.

85244 VOLUME 9, 2021



J.-J. Kim et al.: High-Quality Train Data Generation for Deep Learning-Based Web Page Classification Models

Deep learning–based models are trained with these vectors
like vHwi and v

L
wi .

Algorithm 1 HiTGen: Automatic High–quality Training
Data Generation for Deep Learning Models

Q = fq(e = {a1, . . . , an});
W = φ;
for q ∈ Q do
W = W ∪ fs(q);

for w ∈ W do
// m: Frequency value of a web page w
m = ff (w);
R = top–k web pages with the highest m;
for w ∈ R do
for t ∈ w do

// sR: Weight value of a word t in R
sR = fw(t) in Eq. (1) ;

I = top–k web pages with the lowest m;
for w ∈ I do
for t ∈ w do

// sI : Weight value of a word t in I
sI = fw(t) in Eq. (1) ;

FR = {ttop-1, ttop-2, . . . , ttop-l}: top–l words with the
highest sR;
FI = {ttop-l, ttop-(l-1) . . . , ttop-1}: top–l words with the
highest sI ;
F = FR ∪ FI ;
for w ∈ R do
w→ vector vHw =< Class=Relevance >;
for t ∈ w do

if t ∈ F then
vHw = vHw∪ < F(t) = fw(t) >;

Add vHw to the training set for deep learning models;
for w ∈ I do
w→ vector vLw =< Class=Irrelevance >;
for t ∈ w do

if t ∈ F then
vLw = vLw∪ < F(t) = fw(t) >;

Add vLw to the training set for deep learning models;

The advantage of the proposed method in Algorithm 1 is
that we can automatically generate high–quality training data
for deep learning models. The usage of these training sets
will greatly improve the accuracy of existing deep learning
models. In this work, to address the web classification prob-
lem, together with training data generated by Algorithm 1,
we use various deep learning models including FNN, CNN,
Bi–LSTM (as the best among RNNmodels), and SeqGAN to
see how much such models are improved.

B. TIME COMPLEXITY OF ALGORITHM
Algorithm 1 shows the pseudo code of our proposed method
called HiTGen. In line 1, 2n − 1 queries to an entity e
are created by the function fq(), where n is the number of
attributes per entity. In our context, because n is less than 10,

FIGURE 2. The frequency of ten entities chosen at random in two data
sets.

the time complexity is considered as O(1). In line 2, the set
W is initialized so that it takes O(1). In line 3 ∼ 4, the time
complexity is O(|Q|), where |Q| stands for the number of
queries (|Q| = 2n − 1), because top-10 web pages are
retrieved by a query q and are added to W . In line 5 ∼ 13,
the time complexity is O(|W |), where |W |means the number
of web pages retrieved by all queries, because the frequency
values of all web pages in W are computed. In line 14 ∼ 17,
the weight value of each term in all web pages in W is
computed by Eq. 1. Thus, the time complexity is O(|T ||W |),
where |T | indicates the number of terms per web page. In line
18 ∼ 20, because the sets F , R, and I are initialized, the time
complexity isO(3). In line 21∼ 26, if each term w in the web
pages with the highest frequency values belongs to the set F ,
add w to a vector as a feature. Therefore, the time complexity
isO(|K ||T |), where |K |means the number of web pages in the
set R. The pseudo code between line 27 ∼ 32 is the same as
that between line 21∼ 26. As a result, the final time complex-
ity of Algorithm 1 isO(2|K ||T |+|T ||W |+|W |+|Q|+O(5)).
Even though the input size→ ∞, |Q|, |T |, and |K | are not
almost changed and can be considered to be constant values,
whereas |W | approaches ∞. Thus, we can summarize the
time complexity of Algorithm 1 as O(|W |) = O(N ).

C. STATISTICAL VERIFICATION OF OUR HYPOTHESIS
To test if our hypothesis is statistically significant, we first
assume two propositions:

• Proposition P1: A web page w has high frequency; and
• Proposition P2: w is relevant with a target entity.

To investigate that P1 is strongly correlated with P2,
we selected ten entities chosen at random in the movie data

VOLUME 9, 2021 85245



J.-J. Kim et al.: High-Quality Train Data Generation for Deep Learning-Based Web Page Classification Models

TABLE 2. Result of t–test.

TABLE 3. Data characteristics.

TABLE 4. Experimental set–up of the used models (SVM: Optimal
trade–off value between training error and margin, RF : # of trees and
max depth of the tree, AB : # of trees, max depth of the tree, and learning
rate).

set. For each entity, we collected top–10 relevant web pages
(T ) and top–10 irrelevant web pages (B) retrieved by ff (wi).
Then, four human evaluators manually labelled with the same
criteria whether each web page is relevant or not. The crite-
rion for determining relevance is whether the main subject
of each web page is the target entity, even though the main
content is part of the web page [35]. As a result of the
inter–rater reliability test, the average of the Fleiss’ Kappa
values was 0.96, and the evaluators’ labelling is observed as
‘‘almost perfect agreement’’.

Preparing a variable R = 0, each human evaluator added
1 to R if he/she decided that each web page in T is relevant,
and added 0 to R, otherwise. Now, we used hypothesis testing
on the mean values of two groups. Group 1 (G1) indicates
that all top–10 web pages per entity in the population are
always relevant (i.e., n×10n ), where n stands for # of entities
in the population. On the other hand, Group 2 (G2) indicates
that # of actually relevant web pages in T per entity in the
population (i.e.,

6n
i=1Ri
n ). Since the variance of the population

is unknown, we used t–test with the two groups. Test I is
the t–test of T in the movies data set. When we first tested
Levene’s test using IBM–SPSS Statistics 21, it resulted in
σ 2
1 = σ

2
2 because of p–value = 0.078 > α = 0.05.

Test I: t–test under homoscedasticity of variance. The
means of Group 1 and Group 2 are µ1 and µ2, respectively.
• H0 : µ1 − µ2 = 0,H1 : µ1 − µ2 6= 0
(significance level α = 0.05)

• Sample means Ḡ1 = 10, Ḡ2 = 9.975

• Sample deviations S21 = 0, S22 = 0.006, S2p = 0.003

• t-Score T = Ḡ1−Ḡ2

Sp
√

1
n1
+

1
n2

=
10−9.975

0.054
√

1
30+

1
30

= 1.795 <

α58,0.025 = 2.002 (p-value = 0.078 > α = 0.05)
• Therefore, H0 is not rejected because the mean value of
G1 is statistically equal from that of G2.

The above t–test result shows that Group 1 is not statisti-
cally different from Group 2. In addition, using power.t.test()
function in R programming language, we computed the
power value of the t–test. Our experimental result shows that
the power value is 1, indicating that the t–test is free from
Type2 error.

In the table, Test II is the t–test of B in the movie data
set, and Test III and Test III are the t–tests of T and B in
the cellphone data set. All three of these experiments showed
similar results in Test I. Because of space limitation, we leave
out the details of the other tests.

V. EXPERIMENTAL SET–UP
In the previous section, we described the details of the
proposed algorithm for getting high–quality training data
required in various deep learning models. From now on,
we will introduce the process of evaluating main deep learn-
ing models based on the proposed method, comparing to
both conventional classification models and deep learning
models as the baseline method with two different data sets –
(1) Movies [36] and (2) Cellphones [35]. Such data sets are
well–known as benchmark data. Table 3 shows the brief char-
acteristics of the data sets in which all words were replaced
by lower–case letters after images, moving pictures, and
advertising texts were filtered. Then, stop words2 in the all
web pages were removed and derived words were converted
to root forms through a stemming software.3 To select the
discriminative features of input vectors of conventional clas-
sification methods, we first computed TF/IDF values of all
words in each data set, and then used top–k words with the
highest TF/IDF value as the feature set. Through intensive
experiments, we decided that the number of the words in
the feature set in the movie data set was 40 as the optimal
number. Similarly, the number of the words in the feature
set in the cellphone data set was 40. Finally, after making
input vectors based on the feature set in each data set, we con-
verted the input vectors to theword embedding vectors, which
is the input of the models used in our experiments, using
Word2Vec.4

2https://en.wikipedia.org/wiki/Stop_words
3https://tartarus.org/martin/PorterStemmer/

index.html
4https://deeplearning4j.org/docs/latest/

deeplearning4j-nlp-word2vec

85246 VOLUME 9, 2021

https://en.wikipedia.org/wiki/Stop_words
https://tartarus.org/martin/PorterStemmer/index.html
https://tartarus.org/martin/PorterStemmer/index.html
https://deeplearning4j.org/docs/latest/deeplearning4j-nlp-word2vec
https://deeplearning4j.org/docs/latest/deeplearning4j-nlp-word2vec


J.-J. Kim et al.: High-Quality Train Data Generation for Deep Learning-Based Web Page Classification Models

We implemented the proposed algorithm in addition to
FNN, CNN, Bi–LSTM, and SeqGAN models in Python and
TensorFlow.5 The experimental set–up of all methods used
in our experiment is summarized in Table 4. Through our
intensive experiments, we found the optimal values of the
hyper parameters that are suitable for our problem. For the
initial values of weight parameters, we used the truncated
normal method [37]. As an activation function, ReLU was
used in the entire layers except the output layer in which the
activation function was SoftMax function. We also made use
of cross entropy as loss function. To improve the accuracy of
the models, we used dropout and regularization techniques
in addition to Adam optimizer for carrying out backward
propagation of errors. After completing the implementation
of the deep learning models, we attempted to find the best
dropout and learning rates.

To validate the effectiveness of the proposed algorithm,
we compared the learning models boosted by HiTGen to the
existing FNN, CNN, Bi–LSTM, SeqGAN, SVM,6 RF and
AB.7 Through four cross–validation in the training step, all
web pages collected for each entity were divided into four
run sets. Each model had been first trained with the three
run sets and then classified each web page in the rest set to
either relevant or irrelevant class. Changing the order of the
run sets, we performed the train and test steps four times, and
measured the average precision, recall, and F1–score of each
model.

All models were in standalone executed in a high-
performance workstation server with Intel Xeon 3.6GHz
CPUwith eight cores, 24GBRAM, 2TBHDD, and TITAN-X
GPUwith 3,072 CUDA cores, 12GBRAM, and 7Gbps mem-
ory clock.

For the evaluation metric, we used precision, recall,
F1–score measures that have been widely used in IR commu-
nity. The reason is that measuring the accuracy of each model
is not informative if class distribution is imbalanced [38].
Here is just a gentle reminder that in our problem, we should
handle complex data that usually show unbalancing distribu-
tions in Section 3. To measure the precision and recall values
of a classification method, we first consider a confusion
matrix of classesMi,j, where each row of the confusionmatrix
represents predicted class, while each column represents
actual class. n is the number of classes. True positive, False
positive, and False negative in each class are represented
as Eq. (2).

Truepositiviei = Mi,i

Falsepositiviei =
∑n

k=1
Mi,k |k 6= i

Falsenegativei =
∑n

k=1
Mk,i|k 6= i (2)

Based on Eq. (2), the precision, recall, and F1–score
(Harmonic mean between the precision and the recall) are

5https://www.tensorflow.org
6http://www.cs.cornell.edu/people/tj/svm_light/

index.html
7https://scikit-learn.org

defined as:

Precision =
∑n

k=1

True positiviei
True positiviei + False positiviei

Recall =
∑n

k=1

True positiviei
True positiviei + False negativei

F1−score =
2× Precision× Recall
{Precision+ Recall}

(3)

ROUGE-1 metric refers to normalizing the number of
the overlapping words between the system and reference
summaries. The reference summary is a set of words made
by a domain expert, while the system summary is a set of
words generated by a given model. The precision, recall,
and F1–score metrics based on ROUGE-1 are defined as
Eq. (4). In the text summarization problem, ROUGE–1∼N
metrics are widely used, but we just use the ROUGE–1metric
rather than the other ROUGE metrics because it measures
the intersection of the words between system and refer-
ence summaries. However, ROUGE–2∼N metrics consider
the intersection of the sentences between both summaries.
In practice, it is time–consuming and subjective for human
experts to manually summarize the content of many web
pages. Therefore, in our context, because it is much easier
to just consider the intersection of words in both summaries,
we used the ROUGE–1 metric to validate the effectiveness of
the proposed method.

Precision(ROUGE−1)

=
# of overlapping words

Total # of the ords in reference summary
Recall(ROUGE−1)

=
# of overlapping words

Total # of the words in the system summary
F1−score(ROUGE−1)

=
2× PrecisionROUGE−1 × RecallROUGE−1
{PrecisionROUGE−1 + RecallROUGE−1}

(4)

VI. EXPERIMENTAL RESULTS
A. RESULTS OF MOVIE AND CELLPHONE DATA SETS
In this section, to validate the effectiveness of the proposed
algorithm that improves the existing deep learning models,
we evaluate 12 classification methods with/without HiTGen
in the movie data set. There are 30 movie entities, each of
which has eight attributes i.e., D = {e1, e2, . . . , e30}, where
ei(∈ D) = {a1, a2, . . . , a8}. Attributes a1 ∼ a8 are Movie
name, Director, Actor, Nationality, Genre, Rating level, Run-
ning time, and Year, respectively. For example, a1 = ‘‘Iron
Man 3’’, a2 = ‘‘Shane Black’’, a3 = ‘‘Robert Downey Jr.’’,
a4 = ‘‘US’’, a5 = ‘‘Action’’, a6 = ‘‘12 years old’’, a7 =
‘‘129 minutes’’, and a8 = ‘‘2013’’. Because every entity
has eight attributes, the total number of queries created by
combination of the attributes is 28 − 1 = 255. For every
query qi ∈ {q1, . . . , q255}, top–10 web pages are retrieved
throughGoogle search engine. The reasonwhywe select only
top–10 web pages that are highly ranked by the PageRank
algorithm of Google is because of the previous study in which
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TABLE 5. Average precision, recall, and F1–score of movie and cellphone
data sets. Due to space limitation, we just show the average precision,
recall, and F1–score of all entities per model. Please see Appendix to see
the result of each entity in detail.

a majority of people only look at the first returned page (i.e.,
10 links) of Google [39]. When we manually investigated
all web pages in Table 3, the ratio of relevant web pages to
irrelevant ones is 43% to 57%. In general, movie names are
ambiguous. A movie ‘‘Chinatown’’ indicates different mean-
ings – e.g., a recently released film, local restaurants, and
foreign districts in big cities. Furthermore, each movie entity
shows a large number of clusters and the unbalancing dis-
tribution of cluster sizes. To make matters worse, classifying
web pages to either relevant or irrelevant suffers from various
reasons such as ad and comparison with other entities in a
web page. Interestingly, movie names are more ambiguous
because they are often named using common words which
may be even short to let people remember for a long time.

Table 5 summarizes the average F1–scores of 30 movie
entities. The average F1–scores of all AI–based classification
methods usingHiTGen aremuch better than those of the other
classification methods. For example, without HiTGen, RF is
the best in the conventional learning models and Bi–LSTM
is the best in the deep learning models. The F1–scores of
RF and Bi–LSTM are 0.6929 and 0.7751, respectively, while
that of Bi–LSTM using HiTGen is 0.9972. Overall, the recall
values are relatively higher than the precision values. The
recall value is the fraction of relevant web pages that have
been retrieved in the entire solution set. On the other hand,
the precision value is the fraction of relevant web pages pre-
dicted by a given method. Therefore, in our context, the pre-
cision value is more important than the recall value. If the
precision value is low, it indicates that the performance of the
given method is poor. Please note that the precision values
of the conventional and AI–based classification methods are
considerably low. However, the proposed algorithm improves
the precision values of all methods considerably. For instance,

FNN using HiTGen improves about 54%more than the exist-
ing FNN. CNN using HiTGen also improves about 29%more
than the existing CNN. Bi–LSTM using HiTGen improves
about 32%more than the existing Bi–LSTM. The reason why
HiTGen improves the existing deep learning models is that it
is likely to generate the most discriminative feature vectors.
Please recall that HiTGen identifies a set of main words rele-
vant with a target entity e. This word set is used as features to
make a input vector per web page. Through the experimental
results, we observed that relevant and irrelevant input vectors
are disjoint in most cases. Meanwhile, the recall values across
all methods are consistent. Apparently, the precision values
of all methods are consistent as well. However, AB without
HiTGen is the worst among all classification methods and
its F1–score is 0.3825. In general, it is known that AB is
used in combination with several weak learners and the final
learner classifies using the weighted average output of the
other learners. AB as one of ensemble methods shows high
performance in most cases, but it does not work effectively in
complex data including many outliers and noises. It is also
relatively vulnerable, compared to the other classification
methods, in the overfitting problem. Our experimental results
indirectly explain that both Movie and Cellphone data sets
are so complex that it is difficult to classify correctly when
AB is used. Since such complex data can be represented as a
non–linear classification problem, the AI–based methods are
much better than the conventional classification methods.

The reason why the deep learning models using the pro-
posed method are better than the existing deep learning mod-
els is that the proposed method can generate input vectors
with the most discriminative word features. In particular,
according to our careful investigation, in the proposed word
features (Line 20 in Algorithm 1), the back sequence is rel-
atively less relevant to the entity than the previous sequence.
It turns out that the order of the word features (Line 18 and
19 in Algorithm 1) can increase the F1–score of the existing
Bi–LSTM. In addition, max–pooling layers for the input
vectors with relevance labels and min–pooling layers for
the input vectors with irrelevance labels can improve the
F1–score of the existing CNN models.

We further apply HiTGen to even the traditional classi-
fication models such as SVM, RF, and AB. Like the out-
come of existing deep learning–based methods using HiT-
Gen, the conventional methods with SVM, RF, and AB using
HiTGen show good results as well. For instance, SVM using
HiTGen improves about 35% more than the existing SVM.
RF using HiTGen improves about 30%more than the existing
RF. AB using HiTGen improves about 106% more than the
existing AB. These results are promising because the pro-
posed HiTGen method can improve both conventional and
AI–based models.

Similarly, Table 5 also summarizes the average
F1–scores of 12 models with eight cellphone entities, each of
which has eight attributes like Model name(a1), Maker(a2),
Year(a3), RAM(a4), OS(a5), Weight(a6), Screen size(a7),
and Battery(a8), respectively. An example of the cellphone

85248 VOLUME 9, 2021



J.-J. Kim et al.: High-Quality Train Data Generation for Deep Learning-Based Web Page Classification Models

TABLE 6. Results of ROUGE-1.

entities is a1 = ‘‘iPhone6’’, a2 = ‘‘Apple Inc.’’, a3 =
‘‘January 2014’’, a4 = ‘‘1GB’’, a5 = ‘‘iOS8’’, a6 = ‘‘112g’’,
a7 = ‘‘11.9cm’’, and a8 = ‘‘2915mAh’’. The results are
fairly close to those of the movie data set except that the
overall F1–scores are slightly lower than those of the movie
data set. This is because the duration of cellphones is very
short and there are a number of web pages dealing with
various models with the same name (e.g., Galaxy S5 and
Galaxy S6). These characteristics make the classification
process more difficult in the cellphone data set than in the
moive data set. Unlike the movie data set, the precision values
of both AB and RF using HiTGen are slightly higher than
Bi–LSTM using HiTGen. It seems that recursive partition-
ing and pruning of the decision tree–based methods work
effectively because Algorithm 1 (Line 21 to 32) generates
good sparse vectors based on relevant top words and irrele-
vant top words. These experimental results demonstrate that
HiTGen definitely improves all conventional and AI–based
models.

B. VALIDATION OF HiTGen
We first calculated all precision, recall, and F1–scores of the
movie entities to finally obtain the average values. Similarly,
we conducted the same process in the cellphone entities.
Table 6 shows the ROUGE-1 results. Regardless of movies
or cellphones, all F1–scores are consistent. The results of
HiTGen are more close to those of reference summaries
(word sets from the movies’ story and the cellphones’ story).
This indicates that the proposed algorithm is likely to generate
more discriminative word features than TF/IDF. Even though
HiTGen is better than TF/IDF, its values are not high (e.g.,
theF1–scores of HiTGen are 0.2616 and 0.2585 in themovies
and cellphones data sets.). The reason is that the number
of words in s3 is much larger than the number of words in
s1 and s2. Note that s1 and s2 contain only top-20 words.
As a result, the experimental result clarifies that we can
automatically acquire a number of high quality training data
using Eq. (1).

To automatically collect high–quality training data,
we propose HiTGen in Section IV-A. The core of the algo-
rithm is Eq. (1). To see how effective the equation is, we com-
pare it with TF/IDF metric that is widely used in Information
Retrieval. Technically, for each movie entity, we select top–
20 relevant words retrieved by HiTGen and insert to a set s1.
In the same way, we also choose top–20 words with the
highest TF/IDF value and insert to a set s2. Finally, we collect
all unique words from the movie’s story on the web and
insert to a set s3. Then, we compute the precision, recall, and

TABLE 7. Results of the five movie data.

F1–score between two sets based on ROUGE–1 metric. For
example, the precision value between s1 and s3 is computed
by the number of overlapping words divided by the number
of total words in s1. The recall value between s1 and s3 is
computed by the number of overlapping words divided by
the number of total words in s3. We can also compute both
precision and recall values between s2 and s3. If precision(s1,
s3) > precision(s2, s3), the top–20 words chosen by HiTGen
are more similar to the words from the movie’s stroy and vice
versa. For example, in a movie ‘‘Conjuring’’ the following
top–20 words extracted by HiTGen are as follows:
• Relevant top–20 words: year, children, warren, hus-
band, wife, amityville horror, thaw, patrick, wilson,
farmiga, amity, lorraine, conjuring, rating, actor, also,
demon, horror movie, insidious

• Irrelevant top–20 words: hyun bin, calvin, klein, han
ji–min, annabelle, mirror, collection, warren, prima,
netizen, webtoon, taissa, sulli, ha jung–woo, hide, wallis,
farmiga, tiger, dance, motion

Please note the irrelevant word list in which most words are
the actor names of another movies, another horror movie
(Annabelle), and the majority of terms not related to the
movie.

Recently, in order to improve the accuracy of deep learning
models, GenerativeAdversarial Networks (GAN) is proposed
as the state–of–the–art method for generating high–quality
training data. In the case of natural languages, SeqGAN [9],
a variant of GAN, has been used in various domains because
the order of words in a sentence is important. Since our pro-
posed method and SeqGAN have similar goals, we first apply
SeqGAN to our problem to generate high–quality training
data for deep learning models and then compare the results
of the proposed method with those of SeqGAN. Five movies
(‘‘Conjouring,’’ ‘‘Frozen,’’ ‘‘Gravity,’’ ‘‘Iron Man III,’’ and
‘‘Turbo’’) are randomly selected from a total of 30 movies,
and training data are generated using SeqGAN and HiTGen
for each movie data. Both methods show similar results for
five movies in Table 7. It seems that Bi–LSTM using HiTGen
is much better than Bi–LSTM using SeqGAN. In general,
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TABLE 8. Results of conventional classification in movies data set.

TABLE 9. Results of conventional classification using the proposed algorithm in movies data set.

an ambiguous entity is related to various web pages. For
example, an entity ‘‘Troy’’ is a set of web pages about a
movie, a city, and a university. This data set has a large
number of clusters such as the movie cluster, the city cluster,
and the university cluster. The number of web pages in each
cluster is unbalanced. In addition, in case that the number of

web pages is small, the size of training data generated by
SeqGAN is small. These reasons tend to prevent SeqGAN
from generating high–quality training data. On the other
hand, the F1–score of the proposed method is high because
it uses discriminative word features for generating vectors in
the training data, where each word comes from high frequent
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TABLE 10. Results of AI-based classification in movies data set.

TABLE 11. Results of AI-based classification using the proposed algorithm in movies data set.

web pages that are considered as web pages relevant with an
entity of interest.

VII. DISCUSSION
To classify web pages as relevant or irrelevant with a target
entity, based on the proposed method called HiTGen, both

traditional classification models (i.e., SVM, RF, and AB) and
existing deep learning models (i.e., FNN, CNN, and RNN)
improve F1-scores largely. Moreover, the two experimental
data sets (i.e., movies and cellphones) show the same results,
which show consistent results regardless of the character-
istics of the data set. Through HiTGen, the high-quality
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TABLE 12. Results of conventional classification in cellphones data set.

TABLE 13. Results of conventional classification using the proposed algorithm in cellphones data set.

TABLE 14. Results of AI-based classification in cellphones data set.

TABLE 15. Results of AI-based classification using the proposed algorithm in cellphones data set.

training data for the classification models is generated
automatically.

In our work, we pay attention to the working hypothesis
that a few web pages with high frequency are relatively
relevant with a target entity rather than most web pages
with low frequency. In our framework, given a pre-defined
entity e = {a1, a2, . . . , an}, where ai is one of the attributes,
we create all possible queries using the attribute values of
e. For each query, top-k web pages are retrieved through a

certain search engine. If a web page w is retrieved by many
queries, we consider it to have high frequency. According to
our hypothesis, if w has high frequency, it is considered to
be relevant with e. This is, the class label of w is relevant.
After extracting top-l words that are important and frequently
appear in web pages with high frequency, we assign such
words to the feature set. With the class label and the feature
set, we automatically construct the high-quality training set
for the classification models.
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In general, many entities are ambiguous and the number of
web pages containing a target entity is at most hundreds. Even
such web pages are relevant to several other entities rather
than the target entity. Furthermore, the numbers of the web
pages belonging to those entities are unbalanced. For these
reasons, the accuracy of the machine learning-based web
page classification models is not high. Unlike the traditional
classification models and the existing deep learning models,
we attempt to improve the accuracy by improving the quality
of the train set. In particular, our proposedmethod contributes
to how high-quality it is while the train set is automatically
generated.

VIII. CONCLUDING REMARK AND FUTURE WORK
In this article, we address automatic identification of rele-
vant web pages. While the existing excellent models show
poor results (i.e., up to 0.7 in F1–score in our experiments),
to the best of our knowledge, in the web page classification
problem, considering the high frequency of the retrieved web
pages, it is the first study to propose an automatic algo-
rithm of generating high–quality training data to considerably
improve the accuracy of the existing deep learning models.
Our experimental results show that plain deep learning mod-
els based on the proposed method outperform the best web
page classification models.

In the future work, we plan to apply the proposed model
to various domains and we will further develop a web–based
prototype system for proof–of–concept.

APPENDIX A
THE DETAILED EXPERIMENTAL RESULTS
See Tables 8–15.
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