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ABSTRACT Genome assemblies sequenced by a Whole Genome Shotgun (WGS) project predict an
organism’s function and history. Sequence alignment is the foundation of bioinformatics by a computational
search through large genome sequence databases, which generally requires enormous amounts of memory
and takes a long execution time. In this paper, an Optimized Smith-Waterman algorithm based on the Gotoh
algorithm with an affine gap for accuracy alignment, the divide and conquer technique, and the MapReduce
framework implemented to establish a parallel process. This model was implemented on Virtex 7 field-
programmable gate arrays (FPGAs). These techniques provide a better performance, reduce the hardware
requirements, improve the accuracy, increase the computational throughput, and accelerate the alignment
process for big data available in a complete Y chromosome. The hardware proposed system can achieve
high performance, low time consumption 1.699 ns, and decrease FPGA utilization for big data alignments

Y chromosome is used as an example.

INDEX TERMS MapReduce, PHSW-DC, Gotoh, smith-waterman, Y chromosome.

I. INTRODUCTION

Bioinformatics is an emerging field focusing on developing
computational methods (hardware and software) to collect,
handle, and analyze biological data for DNA sequence map-
ping. Genome sequencing is used to determine the order of
DNA nucleotides adenine (A), cytosine(C), guanine (G), and
thymine (T), which form the genetic code for storing biolog-
ical information [1]. The human genome (reference genome)
comprises more than 3 billion of these nucleotides [2].
Human DNA samples are slashed into billions of small frag-
ments, called reads, and a sequencer decides each read’s
nucleotide order.

An entire genome is sequenced by next-generation
sequencing (NGS) machines that determine the nucleotide
sequence of short DNA fragments (short reads), which low-
ers the cost and increases the throughput of DNA sequenc-
ing, helping scientists find genes much more easily and
quickly [1].

Figure (1) shows the mapping process that makes up
each strand to obtain an individual organism’s genetic code.
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FIGURE 1. Mapping process after NGS.

The mapping process is challenging because of the large size
of a given genome [1] and short DNA fragments from NGS
by determines the location in the reference sequence to each
read maps best.

There are two problems associated with such map-
ping; first, the mapping speed is low because of the big
data. Second, the algorithm’s accuracy for successfully
mapping [3].

Scientists use two methods to solve the mapping problem-:
heuristic methods and exact methods. Heuristic methods
solve the mapping problem more rapidly than accurate
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methods do. However, such methods, BLAST [4] and
FASTA [5], suffer from accuracy. Therefore, bioinformat-
ics researchers use dynamic programming, which is more
efficient; the Smith-Waterman algorithm is a well-known
sequence alignment algorithm for finding relationships
between two sequences of all possible lengths.

Several methods have been utilized to accelerate the map-
ping process. Some of these methods approach this prob-
lem via software by using efficient algorithms. In contrast,
the other uses special hardware or a hybrid approach, which
combines both software and hardware approaches [1].

Software methods such as Maq [6], BFAST [7], Bowtie [8],
and BWA [9] require days or weeks to map a whole genome.
One major problem in software applications is low memory
access. In CPUs incorporating hardware methods, the data
paths are fixed, and the cache memory does not help much
when the amount of data is immense. Thus, various com-
puting architectures, such as GPUs and FPGAs, are used
to exploit the traditional type of parallelism of each of
these architectures [10]. CPU implementation is the slowest
of these approaches because CPUs have limited pipelining
and consecutive execution capabilities. GPU performance
has increased with advancing chip technology, reflected in
the much higher performance achieved with much lower
power. In direct comparison with GPU implementation,
FPGA implementation shows a much better GCUPS per
Watt ratio.

Past endeavors incorporating short-read mapping utilizing
FPGAs have yielded performance levels different from soft-
ware tools [3].

SWPS3 [11] accelerates the Smith-Waterman algorithm
through multi-threading and SIMD vector instructions in
Intel’s x86 or IBM’s Cell architecture. CUDASW-++ [12]
is a CUDA implementation of the algorithm, and Altera
provides an FPGA- implementation for its XD1000 plat-
form [13]. Milik and Pulka reduced the processing time by
optimizing the hardware architecture and benefitting FPGAs’
properties [14].

Because physical constraints prevent the frequency scaling
of CPUs and power consumption is becoming a critical prob-
lem, parallel processing has turned into the prevailing world-
view for extensive scale figuring applications; thus, FPGAs
have been widely explored for various high-performance
computing applications in recent years. Compared with other
computing platforms in parallel, such as GPGPUs and multi-
cores clusters, the FPGA has advantages as follows: i) FPGAs
are reconfigurable, and it is easy to change functionalities
without changing the platform; ii) logic elements in FPGA
work in an ordinarily fine-grained parallel manner with
high flexibility similar to those in software approaches; and
iii) FPGAs represents the best hardware devices that can
follow Moore’s law persistently [15].

The MapReduce model has been investigated in most par-
allel computing platforms in the past few years. For exam-
ple, in its clusters, Google introduced the first MapReduce
system [16].
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There are numerous tools based on Burrows-Wheeler that
use Hadoop MapReduce to boost BWA efficiency [17]. In the
meantime, the high power consumption of multi-core chips
represents a wall for the massive usage of such chips. For the
general use of GPU platforms, the MapReduce framework
has also been explored [18].

A parallel process was applied to align DNA sequences
reducing computational time with a custom architecture
implemented on the FPGA to provide a more robust solution
to take advantage of the algorithms in complete parallel while
retaining a comparatively low power profile [19].

However, a MapReduce framework was implemented on
Cell clusters. Yeung et al. [20] adopted both an FPGA and
GPU to implement a MapReduce framework.

This paper focuses on a scalable MapReduce framework
based on FPGA to reduce the need for development cycles
of FPGA-based computing for big data analysis. In this
framework, multi-level parallelism is utilized, ranging from
the bit-level to the task level. Demonstrating the proposed
framework’s practicability, we implement the enhanced
“Smith-Waterman (SW) algorithm” using Gotoh with an
affine gap and a parallel platform by the divide and conquer
technique [15] implemented on FPGA-based architecture to
accelerate the mapping process. The study’s significance lies
in improving performance and optimizing the amount of
power used with reasonable accuracy.

Il. MATERIALS AND METHODS

Mapping accuracy is a bioinformatics problem solved in this
paper by optimizing the Smith-Waterman algorithm using
the Gotoh affine gap with parallel hardware implementa-
tion. Big data is another problem that is solved by three
different techniques divide and conquer, MapReduce model,
and FPGA implementation. These methods are used for the
human Y chromosome, the sex-determining chromosome in
many species; males have one Y chromosome and one X
chromosome, while females have two X chromosomes.

The human Y chromosome is specially presented to high
mutation rates due to the environment in which it is housed.
It is gone solely through sperm, which undergoes multiple
cell divisions during gametogenesis. Each cellular division
gives a further chance to aggregate base-pair mutations.
Additionally, sperm are secured in the uncommonly oxidative
condition of the testis, which empowers further transforma-
tion. However, her extraordinary reference gets this number
for the relative change rates in male and female germlines for
human genealogy.

A significant strata forming mechanism is an inversion of
the Y chromosome, which suppresses X - Y recombination in
males in the inversion zone. The non-recombining regions on
the X and Y chromosomes develop and diverge independently
after each inversion. Also, in the absence of male recombi-
nation, non-recombining regions accumulate DNA elements,
such as transposable or repetitive elements, and sequences
with GC content shifts [21]
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The Y chromosome genes count estimation according
to NCBI are (73) Protein-coding genes & (122) Non-
coding RNA genes and (400) Pseudogenes (NCBI Reference
Sequence: NC_000024.10) with a length of (57,227,415 bps).
According to The human reference genome GRCh38, which
was released from the Genome Reference Consortium, all
these techniques will be described.

A. OPTIMIZATION OF SMITH-WATERMAN ALGORITHM
BY GOTOH ALGORITHM

The Smith-Waterman algorithm is used widely due to its
capability to ensure high accuracy [22]. On the other hand,
the Gotoh algorithm is considered the more restricted case of
affine gap costs. Therefore, the Gotoh and Smith-Waterman
algorithms are combined into one approach to computes the
local affine alignment of two sequences using affine gap
scoring.

Gotoh’s algorithm’s significant advantage is finding the
minimum cost in O(MN) steps to align two sequences.
Gotoh’s algorithm attempts to discover just a single (rather
than all) of the ideal alignments. However, Taylor described
a modification of Gotoh’s algorithm that consistently finds
at least one optimal alignment [23]. The Gotoh and Smith-
Waterman algorithms are combined as follows:

« Initialize matri

« Make a calculation matrix and a high score.

o Traceback alignment (TB process).

The first step, M+1 by N+1 matrix, is generated by a
dynamic programming approach, where M is the length of
the reference sequence complete Y chromosome, and N is
the length of the query sequence. The first column and row
are filled with zeros according to equation (1); the matrix
cells score calculated and loaded using the local alignment
score D(i,j) beginning from the top-left corner where S(i,j)
denotes the substitution score value obtained by aligning
character Reference Ri against character Query Qj according
to equation (2) and E, F represents the gap penalty cost g and
B (the cost of aligning a character to space, also known as gap
insertion, deletions, or replacement) to give more flexibility
and accuracy in alignment; these factors can be calculated by
equations (3,4) for the rows and columns to get the final result
as indicated by equation (5).

Dg.0) = D) =0 )]
5 ; = b; tch
S (@i, b)) = = o mare 0
—4 a; # b; mismatch
D._ .
E;; = max i-1j 18 3)
Ei1;+8
D;;_
F;j = max ij-1+8 @)
Fij 1+8
Di_1j-1+S(a,b)
E. .
D;;j = max W (@)

83404

(b)

- » » & (2]
[o]o|ole|alalo]
colo|lo|o|o|wnlo

(a)

FIGURE 2. (a) Smith-waterman matrix fill, and (b) cell calculation
procedure.

After matrix calculation, backtracing is performed from the
highest score; several paths lead back to the original point,
as shown in Figure (2).

The Smith-Waterman algorithm optimized by the Gotoh
algorithm [24] has a running time of O(N2) and a memory
requirement of O(N), where O refers to complexity, and N is
the sequence size. Given the large size of genomic datasets,
the computation time can be significantly decreased.

This paper’s remainder is organized as follows; Section II
describes the materials and methods used, including the
Smith-Waterman algorithm optimized by the Gotoh algo-
rithm, parallel hardware Smith-Waterman algorithm with
the divide and conquer technique, the MapReduce pat-
tern for big data problem, hardware Implementation on
FPGAs, Section III describes the results of the paper. Finally,
section IV provides a discussion of the findings.

B. DIVIDE AND CONQUER TECHNIQUE

Divide and conquer is a robust algorithm for solving con-
ceptually complex problems: all the technique requires is to
divide an issue into sub-issues, which decreases the size of
the case to be solved.

The proposed algorithm uses D&C to divide the com-
plete Y chromosome’s length into (N* the size of the query
sequence) and conquer each alignment process’s results to get
the final result. This division reduces the complexity of the
main structure and reduces the amount of memory used.

Each subsequence will align with the Query in many pro-
cesses at the same time. Then, the other subsequences are
pipelined to the alignment in the same manner, as shown
in figure (3).

The D&C technique is naturally adapted for execution
in multi-processor Frameworks, especially shared-memory
systems. The communication of data between processors
should be arranged ahead of time, as certain sub-issues can
be executed on the various process. Furthermore, the D&C
technique naturally tends to make efficient use of memory
caches. The reason is that once a sub-issue is sufficiently
small, it can be illuminated inside the reserve without being
susceptible to slower principle memory access.
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Algorithm 1 Optimized Smith-Waterman Algorithm by
Gotoh
##Inputs
RSequence 3> Reference sequence of length m to be
aligned
QSequence > Query sequence of length n to be aligned
Gap plenty = 10
Match = 5 and mismatch = -4
load data sequence and generate the intial aligment
Matrix
fori <m+1
for j < n+1
IF RSequence(i)= QSequence(j)
cell(i,j) = cell(i-1,j-1) + match
End
IF RSequence (i)/= QSequence(j)
cell(i,j) = cell(i-1,j-1) + Mismatch
End
for K1 < i-1
loop for rolls over the row to get maximum value
in the row begin from
k_row := cell(above) —(GapPenalty + (GapExt * k1))
value
end
for K2 < j-1
loop for rolls over the column to get maximum
value in the column begin from
k_col := Row_vector(left) — (GapPenalty -+
(GapExt x k2)) value
end
end
end
fori <m+1
for j < n+1
get the high Score of Matrix its position and
End
End
for i < position_row of highScore
for j < position_column of highScore
get the alignment sequence by trace back processing
End
End
outputs
RSequence_output align reference sequence
QSequence_output align query sequence

C. MAPREDUCE PATTERN FOR BIG DATA PROBLEM

The proposed model gives two natives, map and reduce.
The input data to a computing task are part of many <add,
value> pairs and a map function processes them to create
a set of intermediate <add, value> pairs. Intermediate pairs
with similar intermediate keys are grouped and passed to the
reduce function. Then the MapReduce runtime framework
addresses parallel execution by issuing multiple maps and
reducing tasks to computation nodes.
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Algorithm 2 Parallel Pseudo-code

Step 1: Divide reference sequence to p Query sub-
sequences

Step 2: Compute matrix and conduct alignment for p
processes

Process (1)

Optimized smith waterman algorithm by Gotoh

Process (2)

Optimized smith waterman algorithm by Gotoh

Process (p)

Optimized smith waterman algorithm by Gotoh
Step 3:

Combine the result from each process

OptA _alignment A = Opt A1 & Opt A2 & Opt A3
Opt B_alignment = Opt B1 & Opt B2 & Opt B3

Reference Sequence Process 1

N1 M
e — Q N2
N2 N3
Divide process s N3 Np
. | — Process 2
. Np+1
. = — Results
. Q Np+2 .
Np+3
Nn N2p
Process N
N(n-1)p+1
Q N(n-1)p+2
N(n-1)p+3
Nnp

FIGURE 3. The proposed hardware, divide, and conquer technique with
the parallel process for alignment where n is the number of subsequence
reference, and p is the number of processes.

Proposed FPGA MapReduce (FPMR) Framework:
we present five different forms of the MapReduce frame-
work. Furthermore, dedicated processors are designed for
various applications under the FPMR framework for FPGA.
Five MapReduce Design Patterns
Input-Map-Reduce-Outpu
Input-Map-Output
Input-Multiple Maps-Reduce-Outpu
Input-Map-Combiner-Reduce-Output
5. Input-Multiple Maps-Multiple Reductions Output

bl s

The proposed model use Pattern (5) to take input from many
files with different schema, different processes are carried out
in the reducers, and the output is then combined in the end
stage, which we use in our system as shown in Figure (4).

Proposed MapReduce Data Flow

The MapReduce data flow can be simplified as follows:

In the initial < add, the local memory in FPGA prepares
value > pairs. Then the mappers and reducers perform oper-
ations on the FPGA.
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Reducing

Input Mapping

FIGURE 4. The five patterns of MapReduce.

The mappers process the initial input < add,value > pairs
and create intermediate < add, value > pairs. The reducers
then join the intermediate pairs to acquire the last results.
In bioinformatics applications, reducers’ outputs should be
further processed to obtain a single result to resolve this issue
using the D&C technique.

The data controller is responsible for communicating with
the FPGA, transmitting data to the mappers, and receiving the
reducers’ data.

The basic workflow and scheduling policy are as follows:

1. Produce < add, value > pairs on the FPGA local
memory.

2. Write the FPGA registry configuration parameters.

3. The processor scheduler assigns each mapper.

4. Mappers process the assigned < add, value > pairs and
store the generated intermediate <add, value> pairs in
the local memory controlled by a data controller.

5. When all the tasks are completed, the results are
returned to the data controller’s primary host memory.

Processor

There are two types of processors on a chip designed,
mappers and reducers. Mappers and reducers are specifically
designed according to the target chromosome Y. The pro-
cessing times of mappers vary depending on the number of
mappers, data size, and reducers assigned according to genes
separated. Then the data are exchanged between mappers and
reducers.

Storage Hierarchy and Data Controller

There are two levels of storage in our framework. The
first level is the local memory divided into two parts; one
stores the initial <add, value> pairs. The second part stores
the intermediate <add, value> pairs and serves as the shared
memory for mappers and reducer; the second level is the
processor’s registry file designed for temporary variables,
configuration parameters, and results.

Local memory

Local memory is implemented in on-chip RAMs. The
intermediate results acquire from a mapper are stored in the
local memory, and the reducer will obtain the intermedi-
ate data from the local memory. Thus, multiple RAMs are
implemented, and They can be reached through mappers and
reducers simultaneously.
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Register file

The register file stores the temporary variables. The frame-
work’s parameters and the results during processor operation.

Data controller

The data controller is responsible for the following three
functions: 1) dispatching of requested data to mapper;

2) communicate data between mapper and reducer, and
3) store the output data from reducers.

D. HARDWARE IMPLEMENTATION ON FPGA

The proposed system is simulated on Virtex-7, which involves
a TSMC 28 nm HPL process, a 40 nm V6, 6.8 billion transis-
tors, 2 million logic cells. Technology Integrated 12-bit ADCs
in 17 channels at 1 MSPS, low-power mode: 0.9 V.

The proposed solution assigns 2 bits for each DNA char-
acter for faster alignment. The design was synthesized from
VHDL using Xilinx software tools. ISE 14.7 is used to write
and simulate the VHDL code.

The symbols are coded as follows (A = 00, C = 01,
G = 10, and T = 11). Therefore, the input for sequences
N or M was implemented in the simulation based on a size
of 2-bits; for example, for M = A T C G, the system can
implement M = 00, 11, 01,10, Similarly, for N =T C G A,
for example, the system can implement N = 11, 01, 10, 00.

In this experimental local memory of FPGA is divided
into two parts. Every part of local memory has two mappers,
and each one goes to four reducers used for calculation
processing.

The proposed algorithm comprises three main hard-
ware components: memories, a processing unit, and a
comparator—the allocated local memories store reference
sequences and query sequences involving less utilization and
higher speed than other systems. The memory size bottleneck
is a significant problem when the forward process is imple-
mented on an FPGA.

The processing unit computes the array value for each
character by an optimized smith waterman algorithm. Values
are computed for every combination of deletions, insertions,
and matches. Affine gap penalties make the alignments more
biologically relevant, as the matrix fill stage takes most of the
overall processing time.

Finally, the comparator performs the traceback step to
compare the query and reference sequences and obtains the
alignment results. The design does depend on a clock, thus
making it a synchronized system.

At the beginning of the optimized S-W flow chart, the ref-
erence sequence A(i) and query sequence B(j) are loaded
and then compared to determine whether they match, and the
gap penalty (gap constant) is subtracted. Figure (5) displays
the HPSW-DC algorithm design, which is implemented on
an FPGA. The figure shows how two sequences are aligned
where pjj, Ni is an input on the comparator, and the result
goes to the first adder and is then added to the value of a
diagonal cell. The first adder output is input to a maximum
value selection step with the left cell’s value added to the
gap. Next, the maximum value output is input to another
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Gap Constant

H,50)

»f Select Max Value

Select Max Value

Select Max Value

FIGURE 5. Flow chart of the optimized S-W algorithm.

maximum value selection step with the value of the upper
cell, which is added to the gap. Finally, the second maximum
value selection step’s output is input to a final maximum value
selection step with zero to obtain the final result H; j.

Ill. RESULTS

In this experiment, we select chromosome Y, the most
mutated chromosome in the human genome, which is very
useful for bioinformatics research; to increase the accuracy
for alignment, we optimize the smith waterman algorithm
by Gotoh affine gap, which increases the accuracy for the
mapping process. Furthermore, adding the divide and con-
quer technique with parallel processing decreases the bio
O notation from N2 to PN. Then the last Stage to solve
the big data problem chromosome Y this experiment using
MapReduce pattern (four reducers for each mapper) to handle
this data on FPGA and transferring all this information to
VHDL code implemented on Virtex 7. We are achieving by
the end 1.69 ns for chromosome Y (57 Mbps).

The schematic diagrams of the complete proposed system
shown in figure (6) show Local memories that store chro-
mosome files and the counter that shares the address and
Smith-Waterman block for processing, and figure (7) demon-
strate the UART block that obtains output from the Smith-
Waterman block and outputs the result to the PC second
stage. First, the Y chromosome is converted to a FASTA
file with O or 1 bit (.coe) files to FPGA memory. Each file
has 571000 lines with 48bits per line; a Python program
performs this transformation from the original file. Next, this
file is loaded into two different memories (the size of each is
3.5MB) on the FPGA as a part of the mapping process using
a counter to assign different addresses for every line in these
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FIGURE 6. The MapReduce used pattern.

files with the value stored in the memory; the data are then
transferred to the output of this memory to the two reduc-
ers (SW_Gquery6_gene24) which execute an optimization
algorithm to calculate the final alignment via four parallel
processes. Finally, the divided results are then transferred to
obtain the Y chromosome’s final alignment using the counter
to map the previous process’s address and values.

Table 1 shows an up to date comparison between this
paper, and other implementations CloudSW has outstand-
ing performance as a cloud software (0.1224 sec.) and
achieves up to 621 times speedup over SparkSW(1 min.
11sec.) with an Execution time taken by SPARK-MSNA for
datasets with different similarity. Datasets were of equal size
(3.75MB) [30].

OpenCL-based FPGA predicts performance and track
optimizations on different platforms used in GCUPS as

83407



IEEE Access

A. G. Seliem et al.: MapReduce Model Using FPGA Acceleration for Chromosome Y Sequence Mapping

Memaory1

Toad>>

counter
- Memory2

FIGURE 7. First stage.

mapping URAT Tx
" P25 420 byte
= D
Buadrate9600 EI ‘ =
- i—| —
1 |
I
URAT Tx
load> P2s_420_byte
— . T2
mapping N
X Cwn ==t e
GauerG gene24 [E“m

FIGURE 8. Second Stage.

FIGURE 9. Simulation results were obtained for the alignment of
chromosome Y by four parallel processes.

a performance indicator, which is not accurate as a separate
one because the size of reference and Query is the most
critical factor for comparison.

In the last column, an innovative reconfigurable supercom-
puting platform — XD1000 is developed by Xtreme Data Inc.
to exploit FPGA technology’s rapid progress and the high-
performance of Hyper-Transport. The protocols used in this
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TABLE 1. compares PHSW-DC and the other methods for sequence
alignment with time, size, frequency, and types of kit.

Time Chromosome Frequency Kit
consume size Mbp (MHz)
1.699 ns 57,227,415 bps 582 MHz Virtex 7
621 times el
cluster in
speedup over the
CloudSW ISl 16384 million Alibaba
[26] (1 h NA li
min.11sec.) char Aligem
i : Cloud
OpenCL-
based 1.72x Query Ref
design speedup over 256 Imillion .
SDAccel FPGA char  char NA Kintex
127]
Intel FPGAs theoretical (BittWare
using performance Ref 7 A10PL4)
OpenCL of214 Y 00000  PTIP gintel
GCUPS pairwise A10 REF
XD1000 is
developed
by Xtreme 0.1808 sec 65536 BP 66.7 MHz FPGA

paper are more accurate with big data sequences and fast
alignment.

IV. CONCLUSION
Smith-Waterman is one of the most important and accurate
algorithms for inference of DNA sequencing to predict an
organism’s function and history, but it requires intensive com-
putation. Furthermore, the time to complete the alignment,
to achieve short execution time, researchers need to have
access to expensive high-performance computing clusters,
which are usually not available; faster and more efficient
sequencing hardware will continue making DNA sequencing
cheaper and amenable for use in forensics, medical diagnosis,
and even biological computing. Moreover, FPGA exemplifies
one of the best attempts to handle large-scale bioinformatics
problems by parallel computing systems. However, various
types of parallelism characterize it. This paper solved this
problem by significantly reducing the computing time using
the divide and concur technique for algorithm processes in
parallel sequence alignment that is implemented as well as
data-level parallelism MapReduce framework for big data
(Y chromosome) without losing the inference accuracy the
design uses Smith-Waterman algorithm optimized by the
Gotoh algorithm to obtain higher efficiency and high accu-
racy. Virtex XC7VX485T-3ffg1157 is used to implement
the optimized algorithm for chromosome Y’s alignment to
demonstrate the effect of the MapReduce model in achiev-
ing low time consumption of 1.699 ns, decreasing FPGA
utilization.

The design uses advanced parallel computing illustrated
by FPGA exhibit not only new possibilities to accelerate
bioinformatics algorithms.
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