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ABSTRACT Substitution boxes (S-boxes) are essential components of many cryptographic primitives. The
Dijkstra algorithm, SAT solvers, and heuristic methods have been used to find bitsliced implementations of
S-boxes. However, it is difficult to apply these methods for 8-bit S-boxes because of their size. Therefore,
to implement these S-boxes so that the countermeasure of side-channel attack can be applied efficiently,
using structures such as Feistel, Lai-Massey, and MISTY that can be bitsliced implemented with a small
number of nonlinear operations has been widely used. Since S-boxes constructed with structures consist of
small S-boxes and have specific designs, there are limitations to their cryptographic security and efficiency.
In this paper, we propose a new method for generating S-boxes by stacking bitwise operations from the
identity function, an approach that is different from existing methods. This method can be expressed in
Markov decision process, and reinforcement learning is a suitable solver for Markov decision process. Our
goal is to train this method to an agent through reinforcement learning to generate S-boxes to which the
masking scheme, which is a countermeasure of side-channel attack, can be efficiently applied. In particular,
our method provided various S-boxes superior or comparable to existing S-boxes.We produced 8-bit S-boxes
with differential uniformity 16 (resp. 32) and linearity 128 (resp. 128), generated with nine (resp. eight)
nonlinear operations, for the first time. To our best knowledge, this is the first study to construct cryptographic
S-Box by incorporating reinforcement learning.

INDEX TERMS S-box, masking efficiency, reinforcement learning, bitsliced implementation, linearity,
differential uniformity.

I. INTRODUCTION
To apply security applications to mobile and embedded
platforms, lightweight and efficient cryptographic primitives
are required. Substitution boxes (S-boxes) are representative
nonlinear functions, giving cryptographic primitives Shan-
non’s confusion property [1]. Therefore, finding S-boxes with
sufficient security and efficiency is an important issue for the
designers of cryptographic algorithms.

Side-channel attacks, first published byKocher in 1996 [2],
can draw secret information of cryptographic algo-
rithms from side-channel leakages such as electromag-
netic emissions and power consumption. Since mathematical
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cryptanalysis alone cannot guarantee the security of cryp-
tographic primitives against side-channel attacks, various
counter measures have been proposed. Techniques to ran-
domize the intermediate values of ciphers are widely used,
and among them, a higher-order Boolean masking technique
is the most popular approach.

The method of implementing an S-box as Table Look
Up (TLU) requires table storage space, and especially when
applying the masking scheme, even more flip-flops are
required. For this reason, in resource-constrained environ-
ments, it is common to implement the logic to build the S-box.
When applying a higher-order Boolean masking scheme to
an S-box, the number of nonlinear operations required for its
implementation greatly affects the efficiency of the scheme.
This is because, when implementing a higher-order Boolean
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masking scheme, nonlinear operations have quadratic com-
plexity, O(d2), whereas linear operations have linear
complexity, O(d), where d is the number of operations used.
Since most of the nonlinear operations required to imple-
ment ciphers are used in S-box implementations [3]–[6], it is
important to find S-boxes that have sufficient cryptographic
security and can be implemented with a small number of non-
linear operations. There are limitations to the cryptographic
security provided by S-boxes depending on the number of
their nonlinear operations [7]–[9]. For this reason, studies on
secure S-boxes that can be implemented with few nonlinear
operations have been conducted [10]–[12]. We generalized
this problem to generating S-box by stacking operations, and
formulated this as Markov Decision Process (MDP). Deep
reinforcement learning can be a good solution as a solver for
MDP with high complexity and non-linearity. In this work,
we focus on methods of generating cryptographic S-boxes
with efficient side-channel masking implementations using
reinforcement learning.

A. RELATED WORK
Exhaustive search, algebraic construction, and heuristic
generation have been three popular methods of generating
S-boxes. Since an exhaustive search requires the analysis
of (2n)! S-boxes for n-bit S-boxes, it is very difficult
to find large-sized cryptographic S-boxes. Algebraic con-
struction is a widely used approach to constructing cryp-
tographically secure S-boxes [4], [13]–[18]. In particular,
there are studies to create a secure and bijective S-box
through Cubic Polynomial Mapping and Cubic Fractional
Transformation [19], [20].

Heuristic generation methods include gradient descent,
genetic algorithms, and hill-climbing [21]–[23], and the
application of these algorithms to neural networks [24].

In recent years, security has become ever more important,
even in a lightweight environment in which it is burdensome
to store S-boxes. Therefore, in the S-box design process,
the efficiency of S-box implementation must be considered.

Bitslicing is an implementation technique that can par-
allelize bitwise operations in processors. It can work with
registers larger than one bit and has proven to be very efficient
for many S-boxes [25]–[27]. In the case of bijective 4-bit
S-boxes, several studies that provide cryptanalytic results of
all 16! of them through exhaustive search [28], [29]. Using
tools such as Lighter [30], [31], one can find an efficient
bitsliced implementation for a specific 4-bit S-box. Several
lightweight block ciphers provide bitsliced implementations
with minimal use of nonlinear operations [3], [27], [32].
However, no method has been proposed to find efficient
bitsliced implementations for S-boxes with a size of more
than 5-bit [33]. Stoffelen proposed a method to obtain an
efficient S-box implementation using the SAT solver meeting
various criteria, such as the number of nonlinear operations
and the size of the gate, but is difficult to apply to large-sized
S-boxes such as 8-bit S-boxes [34].

Even if an 8-bit S-box with a desired cryptographic secu-
rity is selected, finding its efficient bitsliced implementa-
tion is challenging. Although many studies have investigated
the efficient implementations of the Advanced Encryption
Standard (AES), still more than 35 nonlinear operations are
required to implement an 8-bit S-box of AES [25], [35], [36].
Lightweight ciphers to which higher-order Boolean masking
is efficiently applied generally adopt 8-bit S-boxes that use
less than 13 nonlinear operations [5], [12]. These S-boxes
are often generated using S-box construction with structures
such as the Lai-Massey and MISTY, which use 3-, 4-, or 5-bit
S-boxes inside, for which an efficient bitsliced implementa-
tion of the generated S-box can be found.

However, the 8-bit S-box construction with structures has
limitations with respect to security and efficiency, because the
properties of the constructed 8-bit S-box are largely based
on its employed construction structures and small S-boxes.
It has been proven that the differential uniformity and lin-
earity of many of 8-bit S-boxes generated using structures
can not be optimal. For instance, the differential uniformity
and linearity of the 8-bit S-box constructed with the MISTY
structure should be 16 and 32 or more, respectively [37].
In particular, the constructionwith structures does not provide
optimal differential uniformity or linearity for given number
of nonlinear operations.

Reinforcement learning is often used in the problem of
finding a new architecture by stacking operations or layers.
Zoph et al. succeeded in searching for an efficient architec-
ture by using reinforcement learning for neural architecture
and neural optimizer search [38], [39]. Azalia et al. used
reinforcement learning for chip placement and found unique
architectures that were never discovered before [40]. These
studies are similar to our studies to generate a secure S-box
by stacking bitwised operations, and to reduce the number of
nonlinear operations in the process.

B. CONTRIBUTIONS
In this paper, we propose a new method for generating
S-boxes by stacking bitwise operations from the identity
functionwith reinforcement learning, which is the opposite of
the methods generally used to find bitsliced implementations
of specific S-boxes.

Our S-box generation method repeats an action that stacks
bitwise operations to the bitsliced implementation of the
current S-box, deriving the bitsliced implementation of next
S-box (Section II-B). Since this generation method can be
expressed as a Markov model, it can be solved using rein-
forcement learning (RL). We trained this S-box generating
procedure to the RL agents. With this approach, an S-box
and its bitsliced implementation are generated simultane-
ously. Our methodology could easily generate 4-bit S-boxes
corresponding to the state of the art. In the case of 8-bit
S-boxes, our method generates an S-box with differential
uniformity 16, but implemented with only 9 nonlinear opera-
tions, which can not be constructed in the existing structures;
for differential uniformity 16, Feistel, unbalanced MISTY
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FIGURE 1. S-box generation workflow using reinforcement learning.

(and unbalanced Bridge [41]) and Lai-Massey (and MISTY,
Bridge [41]) requires at least 10, 11 and 12 nonlinear oper-
ations, respectively. We could also generate S-boxes with
differential uniformity 32, implemented with only 8 nonlin-
ear operations. The SKINNY S-box, which is one of the
most lightweight 8-bit S-boxes proposed, is also implemented
using 8 nonlinear operations, but its differential uniformity is
64. Furthermore, 12 nonlinear operations were used to gen-
erate S-boxes having the same security properties as existing
S-boxes such as Robin [12] and LITTLUN [5].

Our contributions are as follows:

1) We introduce a new S-box generation methodology
using reinforcement learning.

2) We show that our methodology is valid by generating
S-boxes superior or comparable to the state-of-the-art
S-boxes.

3) We generate S-boxes with differential uniformity 16,
implemented with 9 nonlinear operations, which is
beyond the limit of S-box construction with structures.

4) We improve the differential uniformity over the
SKINNY S-box implemented with the same number of
nonlinear operations and the same linearity.

Fig. 1 illustrates the workflow of our S-box generation
methodology.

II. REINFORCEMENT LEARNING FOR GENERATING
S-BOXES AND THEIR BITSLICED IMPLEMENTATIONS
Reinforcement learning (RL) is a set of algorithms that solve
problems expressed in the MDP. If a current state is prob-
abilistically derived from a previous state, and the previous
state was also derived in the same manner, this stochastic
process is called a Markov chain. Such a model, in which the
current state is expressed as a result generated by an action
on the previous state, can be solved using RL.

Our S-box generation method repeatedly takes an action
that adds bitwise operations, starting from the initial
state (IS). It does not generate the bitsliced implementation

of a specific given S-box, but finds a secure S-box using
less than or equal to a set number of operations. We found
that this S-box generation method can be expressed in MDP,
and by applying RL, S-boxes with desired conditions can
be generated. We aimed to generate S-boxes that can be
implemented with minimum of nonlinear operations, while
having certain security for differential and linear cryptanaly-
sis. The main purpose of our RL agents is to generate a secure
S-box, while reducing the number of nonlinear operations.
In this section, we describe our detailed environment, reward
functions, actions and state representations for the RL agents.

A. CONSTRUCTION OF THE ENVIRONMENT
S-boxes can be expressed in Algebraic Normal Form (ANF),
so all S-boxes can be (bitsliced) implemented using only
AND, XOR, NOT, and TEMP (MOV) operations.1

Among these operations, the NOT operation has the fol-
lowing properties.

(∼ b) ∧ c = (b ∧ c)⊕ b,

(∼ b) ∧ (∼ c) = ∼ ((b ∧ c)⊕ b⊕ c).

With these properties, the NOT operation can be moved
to the outermost I/O without changing the number of non-
linear operations. Even if the outermost NOT operation is
removed, affine equivalence2 is maintained. The NOT oper-
ation does not affect the differential uniformity and linearity.
Thus, we could exclude NOT operations in our environment.
However, if NOT operation is not used, input 0 becomes
output 0, and as a result, at least one fixed point occurs with
a probability of 1. Therefore, if necessary, in order to remove
the fixed point, a NOT operation should be added on the
bitsliced implementation of the generated S-box.

1All other operations are also expressed as logical gates of AND,
XOR, and NOT. For example, OR can be created with AND and XOR
(A ∨ B =(A ∧ B) ⊕ A ⊕ B).

2The differential uniformity and linearity of an S-box do not change in
the same affine equivalence class [28], [42]. In this paper, we consider
differential uniformity and linearity as the security properties of an S-box.
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FIGURE 2. S-box generation process using RL.

We devised an environment in which an agent can stack
AND and XOR operations to generate bijective S-boxes.
Modern block ciphers proposed after DES [43] do not often
use non-bijective S-boxes, because of the decrease in entropy
and the existence of zero output difference even for a non-zero
input difference of S-boxes. We induced RL to generate
bijective S-boxes by limiting the actions that can occur in the
environment.

There are several cases in which non-bijective S-boxes
are generated. If the last operation of an S-box implemen-
tation is AND, only a non-bijective S-box can be generated.
A non-bijective S-box can be also generated whenANDoper-
ations are used consecutively, or when TEMPmemory is used
in the implementation. In our experiments, as the number
of ANDs or TEMP memories used in the implementation
increased, it became more difficult to generate a bijective
S-box. Therefore, to make all S-boxes generated using RL
bijective, we devised an environment that uses only XOR and
AND-XOR operations. The definition of XOR operation and
AND-XOR operation used in this environment are as follows.

XOR(a, b) := X [a]← X [a]⊕ X [b] a 6= b, a, b ∈ Zn
AND− XOR(a, b, c) := X [a]← X [a]⊕ (X [b] ∧ X [c])

|{a, b, c}| = 3, a, b, c ∈ Zn
X [i] : ithposition of bit tn the n-bit S-box

The RL agents can stack the AND-XOR operation or the
XOR operation as an action of every step. We represent the
state of applying the ith step to IS as Stacki. The IS is Stack0,
and the last state, Stackend , becomes an S-box when the
episode is terminated.

B. PROBLEM STATEMENT
In the environment defined in Section II-A, the RL agents
updates and generates an S-box by stacking AND-XOR or
XOR operations onto IS. When the RL agents are using
AND-XOR operations, the environment checks the cryp-
tographic properties of the S-box, and provides rewards
to the RL agents according to the reward setting of the
environment (Fig. 2).
RL problems can be formulated as MDPs, consisting

of four key elements: states, actions, state transitions,

and rewards. The meaning of each element and the explana-
tion of our case are as follows.

1) STATES
a: THE SET OF POSSIBLE OBSERVATION STATES OF THE
ENVIRONMENT
We tried cryptographically meaningful deterministic or
stochastic data as an observation state, such as the S-box
differential distribution tables (DDTs) and linear approxima-
tion tables (LATs), the target cryptographic properties of an
S-box, and the current cryptographic properties of the S-box,
but most of the combinations produced similar performance.
Therefore, we used only the S-box table as the observation
state, as it was the most effective in terms of training speed
and memory. With this observation state, the next state is
deterministically chosen by the RL agents.

2) ACTIONS
a: THE SET OF ACTIONS THAT CAN BE TAKEN BY THE
AGENTS
In our environment, the RL agents select AND-XOR or XOR,
and select the bit positions to apply. The number of cases
where 3 bits are selected to apply AND-XOR to n bits is
n×(n−1)×(n−2). Although the bits to apply AND-XOR can
be swapped, the results are same. Thus, the number of cases
has to be divided by two. The number of cases where 2 bits
are selected to apply XOR to n bits is n × (n − 1). For this
reason, the RL agents choose one of (n× (n− 1)× (n− 2))/
2 + n× (n− 1) actions at each step.

3) STATE TRANSITION PROBABILITY
a: THE PROBABILITY OF BEING UPDATED TO NEXT STATE
WHEN AN ACTION IS APPLIED TO THE CURRENT STATE
Since the state of our environment is deterministically gen-
erated, probability of transition from the current state to the
next state is 1.

4) REWARDS
a: EXPECTED REWARD FOR AN ACTION IN THE CURRENT
STATE
The environment gives a reward to the RL agents based on
the differential uniformity or linearity of the updated state,
or the number of operations used. Differential uniformity
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and linearity can be derived from the DDT and the LAT,
respectively, in the process of generating the S-box.

The DDT of n-bit S-box S (DDTS ) is defined as below, for
1a, 1b ∈ Zn2,

DDTS (1a,1b) = |{x ∈ Zn2|S(x)⊕ S(x ⊕1a) = 1b}|.

The differential uniformity S is the largest value among the
entries of DDTS , excluding the value of DDTS (0, 0).
The LAT of n-bit S-box S (LATS ) is defined as below;

for 3a, 3b ∈ Zn2,

LATS (3a,3b) = |{x ∈ Zn2|x ·3a = S(x) ·3b}|.

The largest value among the terms of LATS excluding the
entry (0, 0) is defined as linearity.

We experimented with various reward shapings to satisfy
the cryptographic properties and minimize the number of
nonlinear operations. We and selected three types of condi-
tions with which to train the RL agents. All reward shaping
was experimentally selected in consideration of the reward
decay 0.99 to minimize the number of AND-XORs. The three
types of rewards are as follows:

The first reward shaping below induces an increase in
cryptographic security within an episode.

reward1 =


α When using AND-XOR and

α is a positive number or zero
α − 1 When using AND-XOR and

α is a negative number
termination condition1: N steps (We set N = 500.)

Here, α= (previous differential uniformity - current differ-
ential uniformity) + (previous linearity - current linearity).
In this reward shaping, when the RL agents use the

AND-XOR operation as an action, a reward is given. The
RL agents will receive a penalty whenever cryptographic
security is decreased, i.e., α is negative. This penalty prevents
the RL agents from repeating the same action. As the termi-
nation condition in this reward, we set N = 500, which is a
moderately large number experimentally selected.

The second reward shaping induces a reduction of the
number of nonlinear operations while satisfying the specified
cryptographic properties of the S-box.

reward2 =


−0.001 When using XOR
−1.001 When using AND-XOR
−250 When reach maximum step

termination condition2: if satisfying some specific

cryptographic properties, or N steps (we set N = 250.)

In this reward shaping, RL agents can receive a reward in
various cases. The episode is terminated when some spec-
ified cryptographic properties (which will be explained in
Section III) are satisfied, or the maximum length of the
episode is reached. If the episode ends and the S-box does
not satisfy the cryptographic properties, the RL agents get a
large penalty. One of the methods used to achieve the goal

and quickly terminate the episode is to give a small penalty
for each step.When AND-XOR is used, an additional penalty
is given. With these settings, the RL agents will try to end
the episode quickly, using as few AND-XOR operations as
possible.

Our RL process using reward 1 or 2 is implemented
based on the OpenAI gym style interface as shown in the
algorithm 1 [44].

Algorithm 1 Detailed Process of reward1 or 2
Environment

1: agent← Reinforcement learning algorithm
2: ENV← S-box generation environment
3: ENV.reward_function← rewardn
4: IS← n bit identity function
5: mem=[]
6: while Evaluation do
7: ENV.reset()

/* Stack0 ← IS */
8: done← False
9: i← 0
10: while Not done do
11: act← agent.select_action(Stacki)

/* act is derived from policy */
12: Stacki+1, reward, done← Step(act)
13: mem.append(Stacki, Stacki+1, reward, done, act)
14: i+=1
15: end while
16: agent.train(mem, network, hyperparameters)
17: mem.clear()
18: sbox← generates(agent)
19: result←Measure security and efficiency (sbox)
20: if Does the result meet the criteria? then
21: break
22: end if
23: end while

The last reward shaping induces the RL agents to learn to
improve the cryptographic properties within N AND-XORs.

reward3 =



+1 When using AND-XOR
improves security

0 When using AND-XOR
maintains security

−1.1 When using AND-XOR
weakens security

−100 When reach maximum step
termination condition3:N steps or usingM AND-XORs

(In our settings, N = 100 and M ≤ 4.)

In this reward shaping, the episode is terminated when
maximum length of the episode is reached, or the maxi-
mum available AND-XORs are all used. The environment
measures the cryptographic properties of the S-box when
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AND-XOR is used, and gives a reward of +1 if the security
was improved, or a penalty of −1.1 if its security was wors-
ened. This reward shaping is intended to force the RL agents
to explore more. A detailed explanation of reward3 will be
covered in Section III-B.

C. SELECTED ALGORITHMS FOR RL
In general, for sample-efficient methods, offline learning is
effective, and for other methods, online learning is suitable.
Even if all the efficient samples that can be implemented
with a small number of nonlinear operations among S-boxes
announced so far are used, sufficient learning cannot be
achieved. In addition, while our S-box generation method is a
general methodology, most of the efficient samples published
so far are not suitable for learning because almost all of
them are biased data generated through the structure. So,
we have chosen online algorithms such as Asynchronous
PPO, Impala without replay buffer. The best results we found
is when we used Proximal Policy Optimization (PPO), Asyn-
chronous Proximal Policy Optimization (APPO), and IMPor-
tance weighted Actor-Learner Architecture (IMPALA) [45],
[46]. These three algorithms are all designed for learning in
a discrete action space.

PPO is a Policy-Based algorithm derived from Trust region
policy optimization (TRPO) [47]. It is an algorithm that takes
only the merits of TRPO and excludes the disadvantages.
Unlike TRPO, which approximates the objective function
using second-order approximation, only first-order approxi-
mation is used in PPO. Importance-Sampling, Ratio Clipping,
and KL Penalty terms are used to perform stable weight
updates, and have high convergence, but due to the nature
of the Policy-Based algorithm, it is easy to fall into local
minima.

APPO is the asynchronous version of PPO. It has advan-
tages similar to those of A3C [48] which are obtained through
an asynchronous update, and more stable and faster weight
updates are possible by reducing the Time Related Correla-
tion between samples. However, the algorithm has a disad-
vantage because it is not efficient, and it is still easy for it to
fall into local minima.

IMPALA is an algorithm that can be used off-policy
by using importance sampling in a representative form of
policy-basedRL. It is sample efficient, because ReplayBuffer
is used, and its training is also fast, because Multi-Actor and
Multi-Learner are used. Due to the parallel structure, the gra-
dient is not shared like A3C, and experiences are shared like
APE-X, so the delay for weight update is also small. Stable
update is also possible through the V-Trace formula.

III. EXPERIMENT AND RESULTS
Our experiments were conducted using the PPO, APPO, and
IMPALA learning algorithms. We used Ray [49] as a univer-
sal API for building distributed applications, and RLlib [50]
which is an open-source library for reinforcement learn-
ing, to ensure the accuracy of learning algorithms. We used
a PC with an AMD Ryzen Threadripper CPU 2990WX

Processor@ 3.00GHz, 128 GB RAM, NVIDIA GTX 1080Ti
for our experiments, and it took about one month for each
deep reinforcement learning agent to be trained. We used
a basic architecture that returns policy and value after the
fully connected layer for our RL agents’s policy and value
network (Fig. 3).

FIGURE 3. Policy and value network architecture (FC represents Fully
Connected Layer.

A. 4-BIT S-BOXES
1) reward1 EXPERIMENTS
We checked whether the task of generating the S-boxes
having optimal3 differential uniformity and linearity could
be learned by RL agents. We conducted the experiment by
setting IS as the identity function and the reward function as
reward1. It was possible to generate 4-bit S-boxes with opti-
mal differential uniformity 4 and linearity 8, even when the
actions were randomly selected. In order to clarify whether
the training was producing the desired results, we calculated
the average cryptographic properties for each episode. In this
paper, we used 64 workers per global network. A lowered
average value indicates that the proportion of S-boxes with
optimal differential uniformity and linearity among the gen-
erated S-boxes increases, and also indicates that learning is
continuously progressing. Fig. 4 shows moving average lines
of the learning results.

FIGURE 4. Results of learning with reward1.

2) reward2 EXPERIMENTS
Based on Section III-A1), we checked whether the task
of optimizing the number of AND operations to generate
S-boxes with an optimal security could be learned by RL
agents or not. We conducted the experiment by setting IS
as the identity function and the reward function as reward2.

3One of the equivalence classes named optimal was established by Lean-
der and Poschmann [42].
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Fig. 5 shows moving average lines of the number of opera-
tions for each learning episode. According to [51], the min-
imum number of nonlinear operations to implement 4-bit
S-box with optimal security is 4. Our RL agents that were
trained by PPO, APPO, or IMPALA generated S-boxes hav-
ing optimal security, implemented with 4 ANDs. Fig. 6 is one
of the S-boxes that the RL agents generated with reward2;
its C implementation is given in Appendix . The results of
these experiments demonstrate that it is possible to train the
agents to generate S-boxes by considering their cryptographic
properties and using a bitsliced implementation of S-box
via RL.

FIGURE 5. Results of learning with reward2.

FIGURE 6. S-box logic circuit implemented with 4 ANDs generated by
RL agents using reward2 (differential uniformity 4, linearity 8).

B. 8-BIT S-BOXES
1) reward1 EXPERIMENTS
Unlike 4-bit S-boxes, no efficient tool has been proposed
to produce a bitsliced implementation of 8-bit S-boxes. The
tools to find bitsliced implementation using Dijkstra’s algo-
rithm or the SAT solvers, are efficient for 4-bit S-boxes,
but they cannot be used for 8-bit S-boxes because of the
large number of possible cases. Therefore, S-box construc-
tion structures such as Feistel, Lai-Massey and MISTY are
usually used to generate 8-bit S-boxes to bitsliced implement
them [5], [37].We investigated various S-boxes with bitsliced
implementations, and we set as our goal the generation of
S-boxes with a differential uniformity 64 and a linearity
128 using 8 ANDs,4 or with a differential uniformity 16 and
a linearity 64 using 12 ANDs.5

Since 8-bit S-boxes are not easily generated if actions are
taken randomly, we checked whether the task of generating
the S-boxes with differential uniformity 16 and linearity 64 is
possible for the RL agents. We conducted the experiment by
setting IS as the identity function and the reward function

4Properties of S-box used in SKINNY [52].
5Properties of S-box used in Robin and FLY [5], [12].

as reward1. All of the agents could generate secure S-boxes
with differential uniformity 16 and linearity 64 within a short
time.

2) reward2 EXPERIMENTS
We confirmed that our RL improved the cryptographic prop-
erties of S-boxes using reward1. We then used reward2 to
reduce the number of AND-XOR operations to implement
an S-box at the same time. We conducted this experiment by
setting IS as the identity function and reward2 as the reward
function. Fig. 7 shows the moving average lines of the usage
of XORs (left) and AND-XORs (right) at the end of episode.

FIGURE 7. Results of learning with reward2.

We can observe that the RL agents keep its cryptographic
properties, but use XOR more, while reducing the use of
AND-XOR. If the S-box is generated using only linear oper-
ations, only cryptographically weak S-boxes will be gener-
ated. Therefore, it is necessary to use nonlinear operations to
achieve cryptographic security of the S-box, and the linear
operations serve an auxiliary role in maximizing the effect of
the nonlinear operation. The RL agents initially used many
ANDs, but it was trained to maximize the effect of the nonlin-
ear operations by increasing the number of XORs, and setting
them in an appropriate position. This result was obtained
because the penalty for increasing the number of nonlinear
operations was relatively large compared to the penalty for
increasing the number of linear operations. After continuous
learning, the RL agents generated S-boxes with differential
uniformity 16 and linearity 64, implemented with 12 ANDs.
Fig. 8 represents one of these S-boxes; its C implementation
is given in Appendix

However, the number of AND-XORs was not fur-
ther reduced, even with additional learning. Therefore,
we changed the environment, taking this issue into account.
We created a new environment with reward2 that is designed
to consider only one of the cryptographic properties at a
time; differential uniformity, or linearity, not both. As a result,
the RL agents generated S-boxes with a differential unifor-
mity 16, implemented with 11 ANDs. However, the linearity

83098 VOLUME 9, 2021



G. Kim et al.: Generating Cryptographic S-Boxes Using RL

FIGURE 8. S-box logic circuit implemented with 12 ANDs generated by RL agents using reward2 (differential uniformity of 16, linearity 64).

of the S-boxes generated by the RL agents still had a limit
of 64, implemented with 12 ANDs, and 80 implemented with
11 ANDs. To further improve these results, we progressed
the learning by tuning the hyper-parameters in various ways.
However, the RL agents did not encounter any new cases dur-
ing its exploration, and thus the entropy continued to decline;
entropy generally rises when the RL agents encounters a
new case. Based on these results, we determined that tuning
of the hyperparameters alone does not allow the RL agents
to explore sufficiently. To solve this exploration problem,
we designed and applied a new environment with reward3,
as presented in Section III-B3.

3) reward3 EXPERIMENTS
In order to increase the exploration carried out by the agents,
we changed the IS of the environment from the identity
function to a variable, and defined the reward function as
reward3. This aims to improve security with M AND-XOR
operations from its current state. The RL agents is rewarded
for improving security and penalized if not.

When using reward3, the value ofM needs to be adjusted
appropriately. IfM is small, the RL agents can never improve
the security of the S-box, depending on the size of the S-box.
However, ifM is set too high, the RL agents should consider
a sparse reward. Therefore, we devised a method of changing
the IS, to address this consideration.

The environment pushes the S-box generated byworkers in
each episode into the queue. When the environment is reset,
it sets the IS to an S-box randomly popped from the queue.
These environments have multiple start points, allowing for
better exploration and leading to positive rewards even ifM is
small. Algorithm 2 shows the details of the learning process.

After sufficient training of the RL agents, S-boxes with dif-
ferential uniformity 32 and linearity 128, implemented with
8ANDswere generated.We could also generate S-boxes with
differential uniformity 16 and linearity 128, implemented
with 9 ANDs. Fig. 9 shows one of the S-boxes that the
RL agents generated with reward3; its C implementation is
given in Appendix .

Algorithm 2 Detailed Process of reward3 Environment
1: agent← Reinforcement learning algorithm
2: ENV← S-box generation environment
3: ENV.reward_function← reward3
4: N ← 100; M ← 2
5: In← n bit identity function
6: Q0← {In}
7: mem = []
8: for i ∈ 1, . . . , n do

Qi← Empty_Queue
9: end for
10: while Evaluation do
11: Qk

$
← {Q0,Q1, . . . ,Qn}

12: if Qk == Empty_Queue then
13: continue
14: end if
15: Stack0

$
← Qk ; i← 0

16: done← False
17: while Not done do
18: act← agent.select_action(Stacki)

/* act is derived from policy */
19: Stacki+1, reward, done← Step(act)
20: mem.append(Stacki, Stacki+1, reward, done, act)
21: end while
22: Qk+M .append(Stackend )
23: agent.train(mem, network, hyperparameters)
24: mem.clear()
25: sbox← generates(agent)
26: result←Measure security and efficiency (sbox)
27: if Does the result meet the criteria? then
28: break
29: end if
30: end while

However, in the case of linearity, there was still no signif-
icant improvement in performance, and it was still 64 when
implemented with 12 ANDs.
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FIGURE 9. S-box logic circuits generated by RL agents implemented with 8 ANDs using reward3 (differential uniformity 32, linearity 128,
above) and implemented with 9 ANDs using reward3 (differential uniformity 16, linearity 128, below).

a: LIMITATIONS OF THE EXISTING STRUCTURE-BASED 8-BIT
S-BOX CONSTRUCTION WITH 9 ANDs
Feistel, Lai-Massey and MISTY structures require three
small S-boxes, at least two of which are active. Accord-
ing to [37], when two S-boxes are active in each structure,
the infimum of the products of the differential uniformity
of each S-box becomes the differential uniformity of the
generated S-box. 9 ANDs can be distributed as a combination
of (3,3,3), (4,3,2), or (4,4,1) for the three small 4-bit S-
boxes. A bijective 4-bit S-box can have differential unifor-
mity 4 when 4 ANDs are used, and differential uniformity
8 when 3 ANDs are used [51]. Furthermore, based on our
exhaustive search, a bijective 4-bit S-box can have differ-
ential uniformity 8 when 2 ANDs are used, and differential
uniformity 16 when 1 AND is used. Thus, the infimum of
differential uniformity for each combination is 64. In the case
of Feistel, a non-bijective S-box can be partially used. In this
case, the infimum is 32.

If the structure used is unbalanced, one 3-bit S-box and two
5-bit S-boxes are required. In the case of the 5-bit S-boxes,
its infimum differential uniformity is 4 when 5 ANDs and is
2 when 7 ANDs are used [53]. The 3-bit S-box can be almost
perfect nonlinear (APN6), when 3 ANDs are used. Then it
is impossible to construct an 8-bit S-box with differential
uniformity 16 using 9 ANDs, if the 8-bit S-box is constructed
using one 3-bit S-box and two 5-bit S-boxes. The reason is as
follows.

i) When the 3-bit S-box is constructed with 3 ANDs,
remaining 6 ANDs can be divided into (6,0), (5,1),
(4,2), (3,3) for two 5-bit S-boxes.

ii) When the 3-bit S-box is constructed with 2 ANDs,
the remaining 7 ANDs can be divided into (7,0), (6,1),
(5,2), (4,3) for two 5-bit S-boxes.

6The differential uniformity of APN function is 2.

iii) When the 3-bit S-box is constructed with 1 AND,
the remaining 8 ANDs can be divided into (8,0), (7,1),
(6,2), (5,3), (4,4) for two 5-bit S-boxes.

iv) Andwhen the 3-bit S-box is constructedwith noANDs,
the remaining 9 ANDs can be divided into (9,0), (8,1),
(7,2), (6,3), (5,4) for two 5-bit S-boxes.

In all of these combinations, the products of differential
uniformity of two 5-bit S-boxes are each greater than 16.
In addition, even if two 5-bit S-boxes have differential uni-
formity 4 when using 5 ANDs each, differential uniformity
of constructed S-box cannot be 16 because 3-bit S-box will
have differential uniformity 8. Therefore, to construct an
8-bit S-box with differential uniformity 16 in an unbalanced
structure, at least 11 ANDs are required (3 for 3-bit S-box and
4 for 5-bit S-boxes) [11], [12].

Our S-box generation method overcomes the above lim-
itations, as we have proposed an S-box with differential
uniformity 16 that can be implemented with only 9 ANDs.

IV. CONCLUSION AND FUTURE WORK
In this paper, we proposed a new S-box generation method by
stacking bitwise operations from the identity function, which
is a different approach from existing methods. Since our
method can be expressed as aMarkovmodel, we could utilize
reinforcement learning (RL). We trained RL agents to stack
XORs and AND-XORs, to generate secure and efficient S-
boxes. The RL agents created secure S-boxes with fewer and
fewer ANDs, as training proceeded. Finally, we succeeded
in training the RL agents to generate meaningful 4-bit and
8-bit S-boxes. Our RL agents achieved 4-bit S-boxes with
optimal security, implemented with 4 ANDs, which is proven
to be the minimum number. They also achieved 8-bit S-boxes
with differential uniformity 16 and linearity 64, implemented
with 12 ANDs. Furthermore, our RL agents generated 8-bit
S-boxes with differential uniformity 16, implemented with
only 9 ANDs, and they generated 8-bit S-boxes with the same
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linearity 128 and the same number of nonlinear operations
8 as SKINNY, while providing differentail uniformity 32 bet-
ter than that of SKINNY. Table 1 presents a comparison of
various S-boxes.

TABLE 1. Comparison of 4- and 8-bit S-boxes.

In the papers proposing SKINNY and Midori, they ensure
security against differential cryptanalysis (DC) and linear
cryptanalysis (LC) by providing the minimum number of
active S-boxes for each round. Since those figures are cal-
culated based on the linear layer and structure of each block
cipher, the figures do not change even if the S-box is replaced.
More precisely, replaced S-boxes to SKINNYmake the resis-
tance of DC and LC higher than or equal to that of the original
cipher, while requiring more nonlinear operations. As for the
Midori cipher, they also provide higher or equal resistance
of DC and LC as well as they reduce the number of required
nonlinear operations. If the S-boxes in Listings 2, 3, and 4 are
applied to SKINNY and Midori, the security against DC,
LC and the number of nonlinear operations to implement the
block cipher are as in Table 2.

TABLE 2. Changes in DC, LC security and number of nonlinear operations
when replacing SKINNY and Midori’s S-box.

In Fig. 7, we can see that the number of AND-XOR opera-
tions decreases, but the number of XOR operations increases
according to the reward shaping of the 8-bit S-box. Reducing
the number of ANDs is a very important task for efficient
side-channel countermeasures, but the increased number of
XORs increases the implementation cost in environments in

LISTING 1. 4-bit S-box (Differential uniformity 4, Linearity 8).

LISTING 2. 8-bit S-box with 9 nonlinear operations (Differential
uniformity 16, Linearity 128).

which side-channel attacks are infeasible. Therefore, it is
necessary to study reward shaping that decreases the number
of linear operations, as well as the number of nonlinear
operations. We also experimented the optimization of AND-
depth [41] (data not shown). In this environment, we gave
different rewards according to the cryptographic properties
and AND-depth at the end of the episode. We could generate
4-bit S-boxes with optimal cryptographic properties and an
AND-depth of 2, which is the best AND-depth. For 8-bit
S-boxes, we could generate S-boxes with an AND-depth of 5,
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LISTING 3. 8-bit S-box with 8 nonlinear operations (Differential
uniformity 32, Linearity 128).

differential uniformity 16 and linearity 64, while the best
AND-depth of the 8-bit S-boxes was 2 [41].

We believe that there are still various methods which could
be used to optimize our RL environment to generate better
S-boxes. We also believe that S-box generation using
RL agents can be used for the generation of S-boxes under
different conditions. In future work, the following would be
interesting research topics:

1) We used a basic network architecture. Which is the best
network model for S-box generation through reinforce-
ment learning?

2) How can we upgrade our S-box generation method to
generate bijective S-boxes while using temp memory?

3) Can RL be used to generate super S-boxes such as
16- and 32-bit S-boxes?

4) We only used a model-free algorithm. What would be
the results if a model-based algorithm is used?

LISTING 4. 8-bit S-box with 12 nonlinear operations (Differential
uniformity 16, Linearity 64).
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APPENDIX. BITSLICED IMPLEMENTATION CODES OF
NEW S-BOXES
S-boxes generated by Listings 1,2,3 and 4 all have multiple
fixed points. By adding the following operations to the end
of Listing, one can reduce the number of fixed points while
maintaining the DC and LC security.

1) Listing 1: X [0]∧ = NOT (FP:1)
2) Listing 2: X [1]∧ = NOT (FPs:0)
3) Listing 3: X [0]∧ = NOT (FPs:0)
4) Listing 4: X [3]∧ = NOT (FPs:0)

These operations of eliminating fixed points can also be
defined in a linear layer rather than a nonlinear layer.
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