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ABSTRACT The problem of gender and age identification has been addressed bymany researchers, however,
the attention given to it compared to the other related problems of face recognition in particular is far
less. The success achieved in this domain has not seen much improvement compared to the other face
recognition problems. Any language in the world has a separate set of words and grammatical rules when
addressing people of different ages. The decision associated with its usage, relies on our ability to demarcate
these individual characteristics like gender and age from the facial appearances at one glance. With the
rapid usage of Artificial Intelligence (AI) based systems in different fields, we expect that such decision
making capability of these systems match as much as to the human capability. To this end, in this work,
we have designed a deep learning based model, called GRA_Net (Gated Residual Attention Network),
for the prediction of age and gender from the facial images. This is a modified and improved version
of Residual Attention Network where we have included the concept of Gate in the architecture. Gender
identification is a binary classification problem whereas prediction of age is a regression problem. We have
decomposed this regression problem into a combination of classification and regression problems for
achieving better accuracy. Experiments have been done on five publicly available standard datasets namely
FG-Net, Wikipedia, AFAD, UTKFAce and AdienceDB. Obtained results have proven its effectiveness for
both age and gender classification, thus making it a proper candidate for the same against any other state-
of-the-art methods.

INDEX TERMS Age identification, gender classification, gated residual attention network, facial image,
MAE, regression.

I. INTRODUCTION
Age identification and gender classification play a pivotal
role in our social lives. Every language in the world reserves
different salutations for men and women, and very often
different vocabularies are used when addressing elders com-
pared to young people. These customs are largely depen-
dent on one’s ability to estimate these individual traits of
a person: age and gender, which are obtained from the
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facial appearances. A vast number of application develop-
ers, iespecially after the growth in social media and social
networks, are indulging themselves with automatic age
identification. Age and gender are the most fundamental
facial qualities in social interaction. Human’s face contains
features that determine identity, age, gender, emotions, and
the ethnicity of people. Among these features, age and gender
identification can be especially helpful in several real-world
applications including visual surveillance, medical diag-
nosis (premature facial aging), human-computer interac-
tion system, access control or soft biometrics, demographic

85672 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0001-6225-3343
https://orcid.org/0000-0002-7378-0920
https://orcid.org/0000-0002-9598-7981
https://orcid.org/0000-0002-0106-7050
https://orcid.org/0000-0001-8614-8281
https://orcid.org/0000-0001-8813-4086


A. Garain et al.: GRA_Net: Deep Learning Model for Classification of Age and Gender From Facial Images

information collection, law enforcement, marketing intelli-
gence, etc. it is necessary to identify the age and the gender
from the facial images of the human beings. However, several
problems in age and gender identification are still considered
as open challenges to the researchers. Despite the progress,
the computer vision community keeps making continuous
improvement by introducing the new techniques that advance
the state-of-the-art, age and gender predictions from the unfil-
tered real-life facial images are yet to meet the need of the
commercial and real-world applications. Thus a robust and
accurate method for the age and the gender identification
tasks becomes an absolute necessity.

In the past few years, in order to intensify the ability
to identify these attributes from facial images, many meth-
ods have been put forward. Previous researchers approached
the task of estimating age or classifying gender from face
images using individually designed feature vectors with sta-
tistical models ([6]) and machine learning based models
([3], [19]). However, even though a lot of these models have
been designed, the individually designed features behave
inadequately on the benchmark datasets having uncon-
strained images. Hence, in the more recent years, researchers
have been started exploring the domain of convolutional
neural network (CNN) based deep learning architectures
for the task of age and gender prediction ([1], [8], [17], [22],
[36]–[38], [49]), which help in automatic feature extraction
from the input images. To improve such feature extraction
ability, use of the long short-term memory (LSTM) units
inserted between Residual Networks (ResNets) has also been
found ([50]). In this paper, we have proposed an architecture
which harnesses the capabilities of both classification and
regression to solve the tasks of age estimation and gender
prediction from the facial images. It is having a backbone
support of Residual Attention Network modified with the
addition of a new parameter called ’Gate’ similar to the
concept of gates in Gated Residual Units (GRUs), the only
difference being the use of the ’Gate’ on the higher level
of components rather than applying it on individual units
of the architecture. Impressive results obtained on various
standard datasets confirm the credibility and precision of the
architecture.

The rest of the paper is organized as follows. Some of the
previous works have been described in Section II. Section IV
defines the data collection and preparation processes that are
used here. The working principle of the proposed method
has been described in detail in Section V. This is followed
by detailed analysis of results in Section VI. The concluding
remarks are given in Section VII.

II. LITERATURE SURVEY
In the past few years, there have been several attempts to
estimate the individual traits: age and gender from the facial
images. A variety of features consisting both of facial shape
and textures have been used by the researchers for the estima-
tion of age and gender from facial images. Some of those fea-
tures are: mean pixel values of channels, energy and entropy

of filtered images, Histogram of Oriented Gradients (HOG)
etc. Simple features such as density of edges obtained from
an image using an edge detector have also been applied.

Reference [19] has proposed a 5-stage method which
calculates distances among the global features and some
hybrid ratios. Classification is performed using thresholds
for the two genders from the ratios. For the FGNET dataset,
the method achieves an accuracy of 95% for the gender
recognition task and an accuracy of 79.31% for class wise
prediction of ages i.e., groups of 1 to 12 years, 13 to 40 years
and 41 to 80 years. Reference [3] has proposed a supervised
appearance model (sAM) that improves on active appearance
model (AAM) by replacing PCA with partial least-squares
regression. The sAM model is used as a feature extractor for
age and gender estimation from the facial images. Reference
[34] have presented a study investigating the effects of image
preprocessing, model initialization and architecture choice
on identification of age and gender from facial images. The
study has also visualized model’s prediction strategies in
given preprocessing conditions using the Layer-wise Rele-
vance Propagation (LRP) algorithm. An accuracy of 92.6% is
achieved for the gender classification task and 62.8% for the
age estimation task on the Adience dataset. Reference [43]
has proposed an architecture that makes a gradual refining
of the feature through three feature constraint stages. Every
stage of the algorithm involves continuous update of the fea-
ture center of its corresponding age range, and minimization
of the distance between each age feature and feature center of
the corresponding age range by means of feature constraint.

However, the accuracies yield by these models are much
lower. As a viable alternative, thus, researchers have started
applying various deep learning models for the said tasks.
In the recent years, deep learning based models have shown
reassuring performance in the field of age and gender iden-
tification, especially on unfiltered face images. Recently,
methods such as simple CNN, MobileNet CNN, LSTM of
recurrent neural network (RNN) architectures have been used
by various researchers to estimate age and gender from facial
images. Reference [23] has proposed a simple CNN based
architecture that could be used for limited amount of learning
data. The network consists of only three convolutional layers
and two fully-connected layers with a very less number of
neurons. The proposed method achieves highest accuracy
of 86.8% for gender estimation task and highest accuracy
of 50.7% for exact age estimation task on Adience dataset.

Reference [49] has presented a novel CNN based method
for age group and gender estimation leveraging Resid-
ual networks of Residual networks (RoR). The two-system
RoR-34 + IMDBWIKI ( [32]) achieves an age estima-
tion accuracy of 67.34% and a gender recognition accu-
racy of 93.24%. In the same year, [38] has predicted age,
gender and fine-grained ethnicity of an individual by pro-
viding baseline results using a CNN. Results of two CNN
architectures are given, showing potential design consider-
ations that promotes region based feature extraction thus
optimizing the network. Age and gender accuracies of
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38% and 88% respectively are achieved by the method on
Wild East Asian Face Dataset (WEAFD). The WEAFD is a
new and unique dataset consisting mainly of labeled facial
images of individuals from East Asian countries.

In the method proposed by [37], Transfer learning is
explored by making use of VGG19 and VGGFace models
with pre-trained weights and doing ablation study to increase
the efficiency. A hierarchy of deep CNNs is tested, which
classifies subjects on the basis of gender. A gender recog-
nition accuracy of 98.7% and an MAE of 4.1 years are
achieved by the proposed method on MORPH-II dataset.
A CNN based architecture for joint age-gender identification
method is proposed by [17]. For the CNN network, Gabor
filter responses are used as inputs. back-propagation for an
end-to-end architecture have been used in order to learn the
weighting of Gabor-filter responses. The proposed method
achieves age and gender estimation accuracies of 61% and
88% respectively. Reference [22] in the same year have
presented an efficient CNN called light weight multi-task
CNN (LMTCNN) for simultaneous age and gender identi-
fication. The LMTCNN uses depth-wise separable convolu-
tion to reduce the model size and save the inference time.
The method achieves age and gender recognition accuracies
of 44% and 85% respectively on Adience dataset.

Reference [36] has proposed a two-stage approach, where
at first, the CNN predicts age and gender and also extracts
facial representations suitable for face identification by using
a modified MobileNet. At the second stage, the extracted
facial representations are grouped using hierarchical agglom-
erative clustering technique. The proposed method achieves
94.1% gender recognition accuracy, and 5.44 MAE on UTK-
Face dataset. In the same year, [8] have proposed aMulti-Task
CNN (MTCNN) with joint dynamic loss weight adjustment
towards classification of age and gender from the facial
images. The mean classification accuracy of the gender clas-
sification task for UTKFace dataset is 98.23%, and for BEFA
challenge dataset it is 93.72%. The accuracy of the age classi-
fication task for UTKFace dataset is 70.1% and for the BEFA
challenge dataset is 71.83%.

Reference [50], have proposed a novel method based
on attention long short-term memory (AL) network for
fine-grained age estimation. The method combines LSTM
units with RoR models or ResNet thus building AL-ResNets
or AL-RoR networks. Local features of age-sensitive regions
are extracted using the networks. For the age group classifi-
cation task, 67.83% accuracy is achieved on Adience dataset
and an MAE of 3.357 is achieved on the 15LAP dataset. Ref-
erence [1] have introduced a novel end-to-end CNN approach
in 2020, to identify age and gender from unfiltered faces.
A two-level CNN architecture is used. 96.2% gender recogni-
tion accuracy and 83.1% age prediction accuracy are achieved
by the proposed method on OIU-Adience dataset.

III. DISCUSSION ON THE PAST RESEARCHES
Comparative study of some age and gender prediction meth-
ods proposed in last few years is shown in Table 1. We have

TABLE 1. Comparative study of some Gender and Age classification
methods proposed in past few years.
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tried to find out the strengths and weaknesses of past works
done in this domain over the years, and harnessing the
newer resources and algorithms available to us, proposed our
architecture.

A. MOTIVATION AND CONTRIBUTIONS
From the above discussion and Table 1, it is clear that the pre-
vious methods have a common shortcoming of higher MAE
and lower accuracy mainly for the task of age estimation.
The accuracy of the gender classification of the methods is
also not as high as expected to bridge the gap between the
human level and the machine level errors. Minor changes in
alignment of the face in the images degrade the performance
for some of the methods like the work proposed by [37].
However, the method worked quite well in classifying the
gender from the images.

Some methods work well on higher resolution images
([49]) while some other methods have more reliably used the
information of relative order between ages for the purpose of
correct age identification ([4]). Some of the works are compu-
tationally efficient enough to be employed on mobile devices
with limited computational resources ([22]). This makes the
method very useful in practical scenarios. However, the most
important requirement of such method is the precision level
which can match to the human’s ability.

Keeping in mind the strengths and weaknesses of the pre-
vious works, we have made the following contributions in our
present work:

1) An architecture harnessing the capabilities of classifi-
cation and regression for Age identification purposes.

2) Same architecture capable of performing the separate
task of gender classification thus ensuring the model’s
versatility.

3) Introduction of the new concept of Gates for Residual
Attention Network used as a backbone of the architec-
ture.

4) Handling the poor performance caused by minor
changes in facial orientation by applying attention
masks through various channels covering asmany com-
binations as possible.

5) Evaluated on 5 datasets having images of people
belonging to different ethnic groups and various back-
ground.

6) Achieved lower MAE and higher identification accu-
racy for age and impressive performance in gender
classification.

The overall workflow of our architecture is shown in Figure 1.

IV. DATASETS USED IN THE PRESENT WORK
A. FG-NET AGING DATASET
The FG-NET Aging dataset was developed as part of
the project FG-NET (Face and Gesture Recognition
Network) ([7]). The dataset consists of 1002 images of
82 different subjects with their ages varying from newborns

FIGURE 1. Schematic diagram depicting the flowchart of the proposed
model.

to 69 years old. However, there is class imbalance resulting
from over population of images belonging to ages between
zero to 40 years in the database. The images with individuals
at their more recent ages were the ones for which digital
images were available. In most of the cases, the images
were collected by scanning photographs of subjects found
in personal collections.

Some challenging issues related to this dataset are mainly
the quality of images depends on the photographic skills
of the photographer and the quality of the imaging equip-
ment that the photographer has used. Also, the quality of
photographic paper and printing along with the condition of
photographs also have a great impact on the dataset. Thus,
the face images in the dataset display considerable variability
in quality, illumination, resolution, viewpoint and expression.
Another challenge to work upon the dataset is the presence of
occlusion in the form of spectacles, facial hair and hats in a
number of images. In particular, information about the age,
gender, expression, pose, image quality and occlusions like
moustaches, beards, hats or spectacles was recorded. Some
sample images ([20]) are shown in Figure 2.

B. AFAD DATASET
The Asian Face Age Dataset (AFAD) ([29]) was developed
for evaluating the performance of various age estimation
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FIGURE 2. Sample facial images taken from FG-NET dataset ( [7]).

FIGURE 3. Distribution of images in AFAD dataset across age and gender
labels ( [28]).

models and architectures. It contains more than 160K facial
images along with their corresponding age labels. This
dataset has been designed for estimation of age on Asian
faces, so all the facial images are of Asian people. It is to be
noted that the AFAD is the largest dataset for age estimation
till date. It is a perfect and well suited benchmark dataset to
evaluate how deep learning methods can be adopted for age
estimation. There are 164,432 labeled photos in the AFAD
dataset with the ages varying from 15 to 40.

The AFAD dataset was built by collecting photos of users
from a particular social network called RenRen Social Net-
work (RSN). The RSN is a social media platform in China
which is widely used by Asian students belonging to all levels
of education be it middle school, high school, undergraduate,
or graduate students. Even after leaving from school,most of
the people still access the platform in order to connect and
keep in touch with their old classmates. So, the age of the
RSN users belongs to a wide range varying from 15-years
to more than 40-years old. The distribution of images across
various age groups and gender is shown in Figure 3 and
sample images are shown in Figure 4.

C. WIKIPEDIA AGE DATASET
Public availability of the datasets comprising of face images
are a challenging issue. If available, it is often of small to
medium size and rarely exceeds tens of thousands of images.
Moreover, collection of age information for them is quite a
challenging task. So, a large dataset ([33]) of faces of various
celebrities was collected for this purpose. The most popular
100,000 actors as listed on the IMDb website were taken and
variousmetadata related to that person like date of birth, name
and gender were (automatically) crawled from their profiles.
This metadata was used to crawl all profile images from the

FIGURE 4. Sample facial images present in AFAD dataset ( [29]).

FIGURE 5. Sample facial images in Wikipedia Age dataset ( [33]).

pages of people from Wikipedia. The images which were
not timestamped (the date when the photo was taken) were
removed as they will not have any age information in them.
It was assumed that the images with single faces were likely
to show the actors and that the timestamp and date of birth
are correct, thus enabling proper assignment of the biologi-
cal (real) age to each such image. In total, 62,328 face images
from 20,284 celebrities were obtained from Wikipedia.

D. UTKFace DATASET
The UTKFace dataset ([52]) is a large scale dataset which
consists of face images with a very long age span ranging
from 0 to 116 years old subjects. The dataset consists of
more than 20K face images with metadata annotations of
age, gender, and ethnicity. The images cover large variation
in illumination, occlusion, pose, facial expression, resolution,
etc. The dataset finds its use in a variety of tasks ranging from
face detection, age estimation to age progression/regression
and landmark localization, etc. Some sample images are
shown in Figure 6.

E. AdienceDB DATASET
The images present in AdienceDB dataset ([9]) were crawled
from Flickr.com albums, obtained by automatic upload from
smartphones. After downloading the photos from the Flickr
site, they were processed by first running the Viola and
Jones face detector ([40]) on them. Thereafter, facial feature
points were detected using a modified version of the code
provided by the authors of ([53]). Many faces in the albums
appeared at different roll angles and to avoid missing such
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FIGURE 6. Sample facial images found in UTKFace Dataset ( [52]).

faces, the process of detecting faces was applied to each and
every image, rotated 360◦ degrees in steps of 5◦ increments.
Finally, the images were manually labeled for gender, age and
identity using both the images themselves and any available
contextual meta information like image tags and associated
text or additional photos in the same album etc.

The data distribution is shown in Table 2. Some sample
images of the dataset are shown in Figure 7.

TABLE 2. Distribution of facial images considered from AdienceDB
dataset ( [9]).

FIGURE 7. Sample images in AdienceDB Dataset ( [9]).

V. METHODOLOGY
A. GATED RESIDUAL ATTENTION NETWORK
The Residual Attention Network ([41]) used here has been
constructed by combining and stacking multiple Attention
blocks. Every block is further subdivided into two branches
namely the Mask branch and the Trunk branch. The function
of the Trunk branch is to perform feature processing, and it
can easily be incorporated into any state-of-the-art network
architectures.

In this architecture, we have used pre-activation Residual
Unit ([16]) and ResNeXt ([44]) with gated activation as our
Gated Residual Attention Network’s basic unit to construct
Attention block. For a given Trunk branch’s output P(X )
with input X, the Mask branch makes use of a bottom-up
top-down approach ([2], [26], [30]) for learning the same
size maskK(X ) that softly adds weights to the output features
P(X ). The bottom-up top-down approach tries to mimic the
fast feed-forward (top-down) and feedback attention (bottom-
up) mechanisms. The output mask serves as the control gate
for neurons of the Trunk branch similar to that of Highway
Network ([39]). The output of Attention O is given as shown
in Eq. 1.

Oi,c(X ) = Ki,c(X ) ∗ Pi,c(X ) (1)

where, i ranges over all spatial positions and c ∈ {1, . . . ,C}
is the index of the channel.

The attention mask that is present in the Attention blocks,
not only serves in the feature selection procedure during
forward inference, but also plays a vital role as a gradi-
ent update filter during back propagation. In the soft mask
branch, the gradient of mask for the input feature is shown in
Eq. 2.

∂K(X , θ)
∂φ

P(X , φ) = K(X , θ)
∂P(X , φ)
∂φ

(2)

where, θ are the mask branch parameters and φ are the trunk
branch parameters.

This property makes Attention blocks robust to noisy
labels. Mask branches have the property to prevent wrong
gradients (from noisy labels) and to update Trunk parameters.
Instead of stacking Attention blocks to model the architec-
ture, a simpler approach is to make use of a single network
branch in order to generate a soft weight mask which is
similar to spatial transformer layer ([18]). In our model,
features from different layers need to be modeled automat-
ically by the different attention masks to capture the most
effective features for age and estimation. Use of a single mask
branch requires an exponential number of channels in order
to capture all combinations of the different factors. A single
Attention block only modifies the features once. If such
scenarios arise where the modification fails on some parts of
the image, the subsequent network modules are not able to
get a second chance. The Gated Residual Attention Network
alleviates the aforementioned problems. In Attention block,
every Trunk branch has its ownmask branch with the purpose
to learn attention that is specialized for its features. Besides,
for complex images, the incremental nature of stacked net-
work configuration can gradually refine attention.

B. GATED RESIDUAL ATTENTION LEARNING
Just stacking up of Attention blocks in a naive manner which
may lead to the performance drop. This mainly occurs due to
two major reasons. Firstly, the dot product with mask range
in between zero to one repeatedly results in degradation of
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the value of features in the deeper layers. Secondly, the soft
mask can potentially break the good property of Trunk branch
like the identical mapping of Residual Unit. We have used
gated residual attention learning to ease the aforementioned
problems. Similar to ideas in residual learning, if a soft mask
unit can be designed so as to serve as identical mapping,
the performances may be no worse than its counterpart with-
out attention. Thus, we use a modified version of outputO of
Attention block as given in Eq. 3.

Oi,c(X ) = (γ + (1− γ ) ∗Ki,c(X )) ∗ Fi,c(X ) (3)

where, K(X ) is in the range of [0,1], with K(X ) approxi-
mating 0, O(X ) will approximate original features F(X ). The
values γ and (1− γ ) signify the Gates of range [0,1] and are
trainable parameters, controlling the effects of Mask branch
and features generated by Deep Convolutional Networks on
output Oi,c(X ).
We call this method as Gated Residual Attention learning

which is different from residual learning and the architecture
therefore is termed as Gated Residual Attention Network
(GRA_Net). Figure 8 shows the schematic working of a
Gated Attention block.

FIGURE 8. Schematic diagram representing Gated Attention block.

The effect of Gates on the output of Attention block can be
inferred from the Table 3.

TABLE 3. Effect of Gates at extreme values on the output of Gated
Attention Network.

In the original ResNet, residual learning is formulated as
Oi,c(X ) = X+Fi,c(X ), where Fi,c(X ) approximates the resid-
ual function. In our formulation, Fi,c(X ) represents the fea-
tures generated by Deep Convolutional Networks. The mask
branches, K(X ), play the role of feature selector which pri-
marily aim to keep the good features and suppress any kind
of noises from the Trunk features.

Additionally, stacking up Attention blocks plays the role
of backing up Gated Residual Attention learning by its incre-
mental nature. This learning has the ability to keep good prop-
erties of original features, but also provides them the ability
to bypass soft mask branch and forward to the top layers in
order to weaken the mask branch’s feature selection ability.
Stacked Attention blocks can lead to gradual refinement of
the feature maps.

As shown in Figure 9, the features become more and more
useful with increasing depths. By using the Gated Resid-
ual Attention learning, increasing depth of the network can
improve performance consistently.

C. SOFT MASK BRANCH
By making use of the previous attention mechanism concept
as present in Deep Belief Network (DBN) like Restricted
BoltzmannMachines(RBM) ([21]), themask branch contains
fast feed-forward sweep and top-down feedback steps. The
feed-forward operation manages to quickly collect the global
information available in the whole image, while the latter one
tries to combine the same with the original feature maps.

In the CNN, the two steps unfold into bottom-up and
top-down fully convolutional architectures. From the input,
repetitive applications of max pooling is done in order to
increase the receptive field with a rapid rate after a small
number of Gated Residual Units. As soon as the lowest
resolution is reached, the global information is then expanded
by a symmetrical top-down architecture in order to guide the
input features in each pixel position.

Linear interpolation tries to up sample the output after
some Residual Units as seen in Figure 10. The number of
bi-linear interpolation applied is the same in number as max
pooling to make sure that the output size is the same as the
input feature map. Then after two consecutive 1 X1 convo-
lution layers, a sigmoid layer normalizes the output range to
[0, 1].
Skip connections have also been added between the

top-down and bottom-up components with the motive of
capturing information from different scales without any loss
of useful information from the knowledge of previous layers.
The complete module is illustrated in Figure 10. The main
aim of the mask branch is to improve the Trunk branch
features in place of solving a complex problem directly.

D. SPATIAL AND CHANNEL ATTENTION
In this work, attention provided by the mask branch changes
continuously by adapting with the features of the Trunk
branch. However, attention in the mask branch can be
restricted by making changes in the normalization step of
the activation function before soft mask output. We have
made use of 3 types of activation functions corresponding
to Channel attention, Mixed attention and Spatial attention.
The Mixed attention f1 (refer Eq. 4) without any additional
constraints makes use of a sigmoid function for each channel
and each spatial position. Channel attention f2 (refer Eq. 5)
applies L2 normalization within all channels for each and
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FIGURE 9. Overall architecture used in the present work for classification
of age and gender from facial images.

FIGURE 10. Illustration of Soft Mask Branch.

every spatial position in order to reduce spatial information.
Spatial attention f3 (refer Eq. 6) executes normalization
within the feature map from each channel and then sigmoid
activation in order to retrieve a soft mask related to spatial
information only.

f1(Xi,c) =
1

1+ exp(−Xi,c)
(4)

f2(Xi,c) =
Xi,c
||Xi||

(5)

f3(Xi,c) =
1

1+ exp(−(Xi,c − meanc)/stdc)
(6)

where, i ranges over all spatial positions and c ranges over
all channels. meanc and stdc denote the average and standard
deviation of feature map from cth channel respectively. Xi
denotes the feature vector at the ith spatial position.

E. REGRESSION
Only difference in this model is the output layer which is a
Dense Layer consisting of a single node with linear activation
and the labels being fed for training are the digits from 0 to 9.
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F. LABEL DIVISION
The division of age label into various sub-labels is shown
in Figure 11.

FIGURE 11. Decomposition of orignal age label into labels for different
models.

VI. ANALYSIS OF RESULTS
A. PRE-PROCESSING AND PARAMETER SETTINGS
1) GENDER IDENTIFICATION
Facial images are first scaled and resized to 32 × 32 keep-
ing the RGB channels intact. These images are then passed
dynamically by an ImageDataGenerator object to the model
for training purposes. The output layer consists of a softmax
layer with two units depicting ‘‘Male’’ and ‘‘Female’’ classes.
As this is a binary classification problem, so loss function
used here is binary cross entropy. Optimization is done using
Nadam (Adam with Nesterov momentum) optimizer with a
learning rate of 0.001. The final model consisted of 33million
trainable parameters.

2) AGE IDENTIFICATION
Similar to the process of gender identification, the images
are first scaled and resized to 32 × 32 keeping the RGB
channels intact. Thereafter, these images are passed by an
ImageDataGenerator object but to two different models, one
for classifying the age category, and another one for classify-
ing the regression value of exact age for the subject. As the
classification model is used here a multi-class classification
problem, so loss function used is categorical cross entropy
and optimizer used is same as that used in gender identi-
fication. This model also consists of 33 million trainable
parameters.

B. EVALUATION METRICS
For age estimation problem, in order to guarantee the accu-
racy of our algorithm and provide fair comparison with
available state-of-the-art models, MAE ([35]) is taken as
the evaluation metric, which minimizes the error between the
estimated age and the ground truth label. MAE(J (X ) is given
by Eq. 7.

J (X ) =
1
M

M∑
i=1

|Ỹi − Yi| (7)

where, Ỹi = True Age and Yi = Predicted Age for ith data
point.

Apart from MAE, the test accuracy for some datasets has
also been measured for comparison purposes.

For gender classification, we have measured the test accu-
racy for the datasets which have labels for the same. As gen-
der classification is basically a binary classification problem,
so the evaluation metric ‘‘accuracy’’ is defined as shown in
Eq. 8.

Accuracy =
(tp+ tn)

(tp+ tn+ fp+ fn)
(8)

where, tp = True positive; fp = False positive; tn = True
negative; fn = False negative.

C. EXPERIMENTAL RESULTS
1) AGE IDENTIFICATION
The MAEs attained by the proposed GRA_Net model for
age identification over five benchmark datasets are shown
in Table 4. The graphs representing the change in the MAE
with the increase in the number of epochs for Wikipedia,
AFAD, UTKFace, FG-Net and AdienceDB datasets are also
illustrated in Figure 12 to Figure 16 respectively. In all the
graphs, it can be clearly visualized that with the increase in
number of epochs of the model, the MAE value decreases for
each of the training and validation processes. This shows that
the model has been properly trained and validated. However,
there are no signs of saturation or steadiness in the MAE
values for any of the training process graphs, which indicate
that there is no case of overfitting. Also, the fact that the
training MAE never gets lower than the validation MAE for
every epoch further validates the absence of overfitting.

TABLE 4. MAEs achieved by the proposed GRA_Net model for age
classification over five standard benchmark datasets.

From the graph present in Figure 12 for the Wikipedia
dataset, there are a few fluctuations seen in the graph which
indicate that there is an uniform distribution of facial images
per age group with a few noises present in it. The graph for
the AFAD dataset (shown in Figure 13) shows a uniform
exponential graph, thereby indicating the fact that there is a
uniform distribution of facial images per age group. Whereas
the graph for the UTKFace dataset presented in Figure 14
shows numerous fluctuations, thus, indicating a presence of
high noise and non-uniform distribution of images per age
group. The graphs for FG-Net and AdienceDB datasets show
a uniform distribution of facial images per age group with a
less noisy graph.
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FIGURE 12. Graph showing the decrease of MAE per epoch for Wikipedia
dataset.

FIGURE 13. Graph showing the decrease of MAE per epoch for AFAD
dataset.

FIGURE 14. Graph depicting the decrease of MAE per epoch for UTKFace
dataset.

Some correct identification results with almost 100% pre-
cision are shown from Figs. 17-21.

All the facial images shown in Figure 17 are clear and do
not show any signs of blurring in them. Except the 1st, 6th and
7th images, all of the facial images in Figure 17 have wrinkles
present in them which could be a reason for the classifier to
predict correctly. The presence of hair loss, facial hair could
further validates the perfection of predicted ages for the 2nd,

FIGURE 15. Graph illustrating the decrease of MAE per epoch for FG-NET
dataset.

FIGURE 16. Graph illustrating the decrease of MAE per epoch for
AdienceDB dataset.

FIGURE 17. Some sample images(along with their predicted ages given
below) taken from FG-NET dataset where our model identifies age
correctly.

3rd, 4th and 8th images. The greying of hair present in the
3rd and 8th images could ensure higher ages for these facial
images. Whereas the absence of all these facial features in
the other images could be a reason for the classifier to predict
them as of lesser ages. The features representing those of a
kid present in the 6th image validates the correct prediction.

In Figure 18, the last three facial images show presence of
wrinkles and hair loss in them which is a prominent sign of
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FIGURE 18. Some sample images (along with their predicted ages given
below) taken from AFAD dataset where our model identifies age correctly.

FIGURE 19. Some sample facial images (along with their predicted ages
given below) taken from Wikipedia Age dataset where our model
identifies age correctly.

FIGURE 20. Some sample facial images (along with their predicted age
groups given below) taken from AdienceDB dataset where our model
identifies age correctly.

aging. The presence of a spectacle along with wrinkles could
also help the classifier to predict a higher age for the last two
images. Whereas the first image does not show any of the
mentioned attributes thus facilitating the classifier to predict
a lesser age for it.

The first image in Figure 19 shows signs of hair loss thus
facilitating the classifier to predict a higher age. The presence
of large amount of wrinkles and greying of hair could be a
major factor for the classifier to predict a very high age for the
2nd and last images.Whereas the absence of all these features
helps in correct prediction of a lower age for the 3rd image.

In Figure 20, the first facial image shows presence of
hair loss and greying of hair which could help the classifier
in predicting a higher age. Whereas no such attributes are
present in the other two images, thus facilitating the classifier
in predicting a lower age for them.

The presence of wrinkles in all of the images except
the 2nd and 4th in Figure 21 could be a major factor
for the correct prediction of a higher age in those images.
Also the presence of greying of hair along with hair loss in
the last three images could be the reasons for the correct
prediction of an even higher age. The presence of the features
a baby has in the 2nd image could be a reason for the correct
prediction.

FIGURE 21. Some sample images (along with their predicted ages given
below) taken from UTKFace dataset where our model identifies age
correctly.

FIGURE 22. Some sample images (along with their predicted gender
given below) taken from UTKFace dataset where our model identifies
their gender correctly.

FIGURE 23. Some sample images (along with their predicted gender
given below) taken from AdienceDB dataset where our model identifies
their gender correctly.

2) GENDER CLASSIFICATION
The classification accuracies achieved by the proposed
GRA_Net model for UTKFace and AdienceDB datasets are
found to be 99.2% and 82% respectively. Some facial images
showing correct gender identification for the UTKFace and
Adience DB datasets are shown in Figure22 and Figure 23
respectively (m =Male, f = Female).
The presence of feminine features such as long hair, bigger

eyelashes in the last two images could be the reason for cor-
rect prediction of female gender prediction for these images.
Whereas the absence of these features in the other two images
helps the model to predict them as male gender. The presence
of a longer hair being a major feminine feature could be
seen in the 1st, 2nd, 5th and 6th images, thereby helping
the classifier to correctly predict their genders. Whereas the
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FIGURE 24. Some sample images(along with their predicted ages given
below) taken from FG-NET dataset where our model identifies age
incorrectly.

presence of a shorter hair in the other images ensures the
facial images to be of male gender. Also the presence of facial
hair further validates male gender for the last image.

D. ERROR ANALYSIS
1) AGE IDENTIFICATION
Here, we havemade a detailed analysis of the error cases done
by our model on age identification for all the datasets.

In Figure 24, the correct ages for the people in the
images are 21, 27, 15 and 16 respectively. The first image is
wrinkle-free and devoid of some important features depicting
higher ages like moustache and beards. This has resulted in
misclassification of the age category, thus predicting 11(1 ×
10 + 1) instead of 21(2 × 10 + 1). The second image has
comparatively lesser hair and hair fall is in important aspect
of aging. This might have led to the corresponding misclassi-
fication. The third and fourth pictures are a bit blurry. The
mixing of hair with the background for the fourth image
deferred the performance of the classifier too.

In Figure 25, the correct ages for the people in the images
are 63, 19, 57 and 56 respectively. The first image has a
side-view orientation which might have affected the perfor-
mance of our model. The presence of wrinkles made it possi-
ble to predict an age which is very precise and close enough
to the actual value (label value). The second one is a low
quality image, thus resulting in blurriness and loss of features
which might have been mistaken as presence of age marks,
and leading to higher age value than the actual age. We can
see that in the third and fourth figures, the spectacles are there
but clarity of its presence is minimal. Also there are presence
of wrinkles in the third image but that becomes absent due
to softening filter applied to the image while capturing of the
portrait. This has led to the estimation of higher age value for
the third image compared to the fourth image.We can see that

FIGURE 25. Some sample images (along with their predicted ages given
below) of AFAD dataset where our model identifies age incorrectly.

FIGURE 26. Some sample images (along with their predicted ages given
below) considered from Wikipedia Age dataset where our model fails to
identify the ages correctly.

the hair color blends with the background which might have
created a problem to the model, and accurate prediction is not
possible.

In Figure 26, the correct ages for the people in the images
are 26, 71, 95 and 33 respectively. People belonging to coun-
tries like Korea, China, Japan etc. look younger compared to
people of other countries belonging to the same age group.
It can be seen that our model tends to learn this feature
too thus giving wrong prediction as seen in the first image.
Presence of longer hairs and loss of features pertaining to the
image being grayscale, aided to the mis-classification of age
for the second image by making the model develop a percep-
tion of younger age. Though the third image is not grayscale
but blurriness has led to covering up of some wrinkles and
presence of lot of hair might have led to the identified wrong
age. Athletes being more fit than any average individual
because of their excessive physical activities tend to look
younger and live longer. These characteristics led to smaller
age prediction resulting in wrong prediction.

In Figure 27, the correct age groups for the people in
the images are 38-43, 60-100 and 15-20 respectively. For
this dataset, we have calculated the MAE by taking the
average class age values for different age groups(continuous
data groups). The side-view orientation, the presence of a
hat as well as presence of lesser facial features resulting
from smaller foreground to background ratio compared to
the training images, might have led to wrong prediction
for the first image sample. The age estimation like the one
for the second image is the sole reason for producing highest
MAE among all the datasets. It can be considered as a corner
case, where our model fails as it is a random error which
cannot be explained by any of the aforementioned reasons.

FIGURE 27. Some sample images (along with their predicted age groups
given below) taken from AdienceDB dataset where our model identifies
age incorrectly.
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FIGURE 28. Some sample images (along with their predicted ages given
below) of UTKFace dataset where our model identifies age incorrectly.

Themis-classification for the third image is explainable in the
sense that it consists of two faces which it has not been trained
upon, thus the prediction is quite a random one, though
such random predictions have added up to the MAE, but the
absence of such images might have given more exceptional
results than the somewhat better results obtained.

In Figure 28, the correct ages for the people in the images
are 11, 58, 53 and 18 respectively. In the first image the child
looks very young. The characteristic features of a baby are
present in the image, which might have resulted in wrong
prediction of the classifiermodel though the regressionmodel
gives accurate result. The model might have learnt that the
presence of spectacles and white hair together represents
higher age values, the result of which can be seen in the
wrong age prediction for the second image. The third image
has wrinkles and almost zero visibility of hair, resulting in
wrong prediction of age (higher value here). The fourth image
consists of the same features as described for first image, and
both the images are a bit side aligned lessening the prediction
performance of our model.

2) GENDER CLASSIFICATION
Here, we have made a detailed analysis of the error cases
done by our model on gender prediction for the UTKFace and
AdienceDB datasets. The accuracies attained by the proposed
GRA_Net model for gender classification over two bench-
mark datasets are shown in Table 5.

Classifying gender of small children is a very challenging
task even for humans, thus leading to higher Bayesian errors
for this class of images. The reason is that the masculine and
feminine features start to become distinguishable only after
reaching the age of puberty. As seen in Figure 30, in both
the images an important feature which is hair is absent, but
this helps in distinguishing gender of a child. Thus the model
faces difficulty in classifying the gender properly and hence,
gives wrong results.

As seen in Figure 32, the image is that of a child with
some drawings made by markers on her cheeks. As explained

TABLE 5. Accuracies achieved by the proposed GRA_Net model for
gender classification over two standard benchmark datasets.

FIGURE 29. Confusion matrix produced by the proposed model for
gender classification on UTKFace dataset.

FIGURE 30. Some sample images (along with their predicted genders
given below) of UTKFace dataset where our model identifies gender
incorrectly.

FIGURE 31. Confusion matrix generated by the proposed model for
gender classification on AdienceDB dataset.

above, firstly the image is of a child thus increasing the diffi-
culty of classification for the model. Secondly, the most accu-
rate reasoning for mis-classification that can be explained
with strong ground, is the idea of beard learnt by the model
as an important feature for identifying males. In this image,
our the model has mistaken the drawing as an actual feature
of beards thus giving a wrong prediction.

E. COMPARISON OF THE PROPOSED GRA_Net MODEL
WITH SOME PREVIOUS METHODS
Tables 6- 9 show the performance comparison of our pro-
posed GRA_Net model with some state-of-the art mod-
els for FG-Net, AFAD, UTKFace and AdienceDB datasets
respectively.

85684 VOLUME 9, 2021



A. Garain et al.: GRA_Net: Deep Learning Model for Classification of Age and Gender From Facial Images

FIGURE 32. A sample facial image (along with the predicted gender given
below) showing incorrect gender classification for AdienceDB dataset.

TABLE 6. Comparison of age identification results (measured in terms of
MAE) with other methods for FG-NET dataset.

It can be seen fromTables 6 - 9, that our model outperforms
almost all previous models considered here for comparison
in terms of MAE for age identification as well as accuracy in
terms of gender classification. This proves the effectiveness
of ourmodel compared to the state-of-the-art models. Though
works likeMSFCL andMSFCL-LR ([43]) have better results
owing to their higher complexity in terms of parameters as
well as custom loss function. The inclusion of custom loss
function in our architecture can be considered as part of our
future work.

TABLE 7. Comparison of age estimation results (in terms of MAE) with
some past methods for AFAD dataset.

TABLE 8. Comparison of both age and gender classification results with
some past methods measured in terms of accuracy for UTKFace dataset.

TABLE 9. Comparison of both age and gender classification results with
some past methods for AdienceDB dataset.

It is to be noted that no such previous work exists for the
Wikipedia Age dataset which could be used for comparison
purposes, so we have not included any comparison for it.

VII. CONCLUSION
Identifying the age and gender of the individuals we come
across in our daily lives has an important role in our social
lives too. For example, languages used to salute for men
and women are very often different, and the words used to
address the elders and the young are different too. We human
beings are able to evaluate the individual’s age and gender
just from their facial appearances. Nowadays, many smart
applications that include visual surveillance, medical diagno-
sis, and marketing intelligence, need to evaluate the same for
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individuals using their facial images. Here lies the importance
of a robust and efficient methodology for gender and age
estimation through the computing devices. To this end, in this
paper, we have proposed a deep learning based model, named
GRA_Net, for the purpose of age (regression problem) and
gender (a binary classification problem) prediction from the
facial images.We have considered the age prediction problem
as a combination of classification and regression problems.
Our proposed model has been evaluated on five publicly
available standard datasets. Obtained results for both the tasks
have been able to outperform many state-of-the-art methods.

There are still some rooms for improvement of the pro-
posed model which can be done in the near future. For
example, we have to do more work while identifying the
gender of kids as in the tender age both the male and female
individuals have many commonalities in the facial features.
Also, our model needs to be more intelligent in estimating the
age and genderwhen images are obstructive, partially viewed,
bearing hat/glass/wig, and wearing some unusual make-up
etc. Even facial images of different provinces of the world
have different characteristics. Hence, we will have to make
our model more adept towards this.

ANNEX
Keras implementation of Residual and Gated Attention
Blocks.
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