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ABSTRACT The paper discusses adaptive filtering using Least Mean Square (LMS) and Recursive Least
Square (RLS) algorithms. An algorithm for adjusting the coefficients of an adaptive digital filter in the
Residue Number System and a procedure of developed algorithm applying depending on filter length and
signal length are proposed. Mathematical modeling of the considered algorithms is performed. Examples are
presented to demonstrate how the proposed technique can help the designer in the adjustment of the filter
coefficients without the need for extensive trial-and-error procedures. The analysis of the denoising quality
and computational complexity is made. Synthetic and real data (earthquake recording) were used while
testing. The proposed algorithm surpasses the existing ones like LMS and RLS, and their modifications in
a number of parameters: adaptation (denoising) quality, ease of implementation, execution time. The main
difference between the developed algorithm is the sequential adaptation of each coefficient with zero error.
In the known algorithms, the entire vector of coefficients is iteratively adapted, with some specified accuracy.
The iterations (steps) number is determined by the input signal length for all algorithms.

INDEX TERMS Adaptive digital filter, residue number system, least mean square algorithm, recursive least
square algorithm, denoising quality, computational complexity.

I. INTRODUCTION

Using adaptive digital signal processing (DSP) techniques
in modern communication systems, the enhancement of the
primary quality functioning indicators [1], [2] is achieved.

This is especially evident with the digital filtering of
processed signals. The primary objective of filtering is to
decompose the complex structure of the input signal into
components to remove an unnecessary element that does not
carry useful information.

In many applications that use modern methods and algo-
rithms for digital signal processing, adaptive digital fil-
ters (ADF) are widely used [3], [4], including a digital filter
and an adaptation system.
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The most widely used in ADFs are digital filters with a
finite impulse response (FIR) [5]. Adaptive filtering is used
in acoustic systems [6], image processing [7], equalizers
designed to level the characteristics of communication chan-
nels [8], systems, using adaptive antenna arrays [9].

The efficiency of the ADF is largely determined by the
algorithm, which allows adaptation of the coefficients of the
FIR-filter to obtain the reference signal. At the same time,
the algorithm for adjusting the coefficients vector of the
FIR filter must, at a given step, implement the adjustment
procedure with minimal software and hardware costs [5].

In order to increase the speed of signal processing in dif-
ferent applications, the use of residue number system (RNS)
is justified [10]. The use of the RNS enables the enhance-
ment of digital signal processing systems (including digital
filters) performance and reducing hardware costs [11] due
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to the parallel and independent processing of small bit-width
residues when performing arithmetic operations like addition,
subtraction, and multiplication [12], [13]. The disadvantage
of the RNS is the high computational complexity when
performing non-modular operations, which include division,
sign detection and numbers comparison [14], [15]. These lim-
itations exist because the RNS is a non-positional number sys-
tem, and numbers magnitude comparison in the RNS form is
impossible, so the division operation consists of a magnitude
comparison operation that is also a problematic operation.
Attempts to solve this problem are still being undertaken by
various scientists in different directions [16]—[18], but there
is still no universal solution suitable for any tasks. As a result,
there are currently no coefficients adjustment algorithms for
ADF that are implemented in the RNS.

Therefore, the development of a new adaptation algorithm
(filter coefficients adjustment) using the RNS and providing
specified requirements to adaptation quality and rapidity indi-
cators is a critical task in digital signal processing.

It is known that most coefficient adjustment algorithms of
ADF use the optimal Wiener filtering theory. In [19], an algo-
rithm is presented that is based on the search for the minimum
of the target function based on the application of the steepest
descent method. In this case, the squared error of the ADF
output signal is used as the target function. Therefore, for
the ADF, it is necessary to find such coefficients values that
would make it possible to obtain the value of the output
signal with a given accuracy. In other words, the selected
filter coefficients should contribute to the maximum approx-
imation of the digital filter output signal to the reference
signal.

When applying the Least Mean Square (LMS) algorithm,
the adaptive digital filter coefficients are updated recursively.
The main advantage of the LMS algorithm is its extreme
computational simplicity. To adjust the coefficients at each
step, N + 1 pairs of addition-multiplication operations are
needed to be performed (N is the filter order). The price for
simplicity is the slow convergence and high error variance in
the steady state [19]-[21].

The Recursive Least Square (RLS) adaptation algorithm
allows to eliminate these shortcomings. The basis of this
adaptative algorithm is a generalized least square method.
In this case, digital filtering is a deterministic analogue of
Wiener filtering. The RLS adaptation algorithm implemen-
tation is performed in [20], [21]. To adjust the coefficients at
each step, 3N + 4N pairs of addition-multiplication opera-
tions are needed to be performed (N is the filter order). The
advantage is fast convergence.

Given the advantages and disadvantages of the consid-
ered adaptation algorithms, we can conclude that RNS is
suitable to improve performance when adjusting the coeffi-
cients and reduce the computational complexity of the tun-
ing procedure [22]. These results can be used for building
effective parallel computational systems [13] based on com-
puters with parallel structure like FPGA [17], [18] and
GPU [23], [24].
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The disadvantage of the ADF operating in the RNS is
the need to perform the conversion from the RNS to the
traditional binary number system (BNS) at each iteration.
This is due to the fact that in order to perform the comparison
operation it is necessary to go to the BNS. When processing
in a large range, it is also necessary to scale the calculations
intermediate results in a modular digital filter in order to
exclude going beyond the dynamic range [10], [25].

First attempts to provide the ADF operating in the RNS
were presented in [26], [27] but their attention was mainly
paid to the efficient conversions BNS to RNS and vice versa,
as well as the efficient hardware implementation of this
conversion.

A sequential algorithm for adjusting the filter coefficients
operating in the RNS is presented in this paper. To adjust each
coefficient, it is necessary to perform one subtraction opera-
tion, one multiplication operation and one addition operation
modulo the RNS, i.e., recalculation time is proportional to
the filter order. A fundamentally new technique (Fig. 1) is
provided that surpasses the existing ones like LMS and RLS
and their modifications in a number of parameters: adapta-
tion (denoising) quality, ease of implementation, execution
time etc. The idea of the algorithm firstly appeared in [28] but
it was a minor part of the work. Since that time, the algorithm
has been corrected, updated and extended to the complete
technique and is presented in this work.

The rest of the paper is organized as follows. Section II
provides a detailed description of the developed algorithm.
Section III presents an algorithm operation example and
some comments. Section IV provides proposed algorithm
simulation and adaptation algorithms comparison in terms of
denoising quality and execution time. Discussion is presented
in Section V. The conclusion of the paper is reported in
Section VI.

Il. DEVELOPING THE ADAPTATION ALGORITHM
The paper presents an adaptation algorithm using RNS with-
out a reverse conversion. This algorithm (Fig. 1) is based
on an iterative algorithm for sequentially calculating filter
coefficients. This algorithm contains N + 1 steps, whose
number coincides with the length of the digital filter L.
Let the RNS moduli set be {m, my, ..., m;, ... my}.
Then the response of the FIR-filter operating in the mod-
ular code when processing n-th sample of the input signal is
determined by:

N
yin) = (Z wis)xi(n — s)) mod ;. M
s=0
Here x = [x(0), x(1),...,x(N)] is the input signal,

w = [w(0), w(l),...,w(N)] are the filter coefficients,
yi(n) = y(n) mod m;, xi(n — s) = x(n — s) mod m; and
wi(s)=w(s)ymod m;; i =1,2,...,k.

The digital filter response will differ from the reference
signal d(n) by the error value. In this case, the filter response
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FIGURE 1. Algorithm flowchart.

error will be:
ei(n) = (di(n) — yi(n)) mod m;.

Here di(n) =d(n) mod m;;i = 1,2, ... k.
The following sections provide an outline of the steps
involved.

@

The first step n = 0.
In this case, the digital filter response will be determined

from:

N
Yi0) = ( Y wis)xi(0 — 5) | mod m;. 3)

s=0
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Then the adaptive digital filter response error is

expressed as:

N
(di(0) = > wi(s)xi(0 — 5)) mod m;;
s=0

ei(0)

1...k; 4)

| —

where w (0) represents ADF random zero coefficient.

To adapt the ADF coefficients, the convergence accuracy
of the output signal y(n) and the reference signal d(n) is
set. This operation is quite easily implemented in the BNS.
For modular codes, it is necessary to perform a non-modular
operation, for example, to convert numbers from the RNS
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into a BNS and compare the calculated error of the digital
filter response with a specified limit. However, this requires
significant hardware and software costs.

To eliminate this drawback, it is proposed to use an approx-
imate algorithm for comparing numbers represented in the
RNS [29], [30]. An approximate method for comparing mod-

ular numbers is based on the use of relative values ]% of the
k
analyzed numbers A to the full dynamic range M = [] m; of
i=1
the RNS. Then the relative value % is defined as:

A k ‘Ml._l) k
| =Xk )
1= M = M
w7
k; = ——=— the RNS constants.

Compariﬁg two numbers A and B according to (6) in this
case is performed as follows:
Reverse conversion

RNS — BNSA = (a1, @2, ..., 0) = 4
Reverse conversion
RNS — BNS B = (1, B2, ..., Br) = =

ison 428
Comparison 37747

Note that the expression value does not exceed 1, since
the number A represented in the RNS cannot be greater than
the range M. Moreover, the integer part of the expression

k ’M,fl
> T"”'ai is the rank of the number A. The rank of the
ln_ulmber A is a non-positional characteristic, showing how
many times the dynamic range M has been covered during
the reverse conversion («1, o, ..., @) from the RNS to its
binary representation.

From the RN'S moduli sets we choose the lower moduli set,
which product will determine a dynamic range of the RNS:

z
Myce = Hmi' (6)
i=1

Then the remaining k — z moduli sets will relate to the
RNS control moduli sets [19], [20]. If the adaptive digital
filter response error value, presented in the RNS e(n) =
(e1(n), ea(n), ..., ei(n),...,ex(n)),isless than the specified
accuracy, that is e(n) < Mg, it can be said that this code
belongs to the accuracy range M,... This situation means
that the calculated ADF response error can be considered
acceptable.

Otherwise, when e(n) > M, the calculated digital filter
response error has not reached the required accuracy. There-
fore, it is necessary to fine-tune coefficients. To perform an
algorithm for approximate the RNS numbers comparison,
calculate the constant value from:

k ‘MTI)

Macc m;
L=y | 7
i ; el @)

mi
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The obtained value of the adaptive digital filter response
error, presented in the RNS as:

eny=(1(n), ex(n),..., eg(n),...,er(n)),isusedto
calculate the approximate value given by the expression

e | M7
m;
V = ;Tiei(n) . ®)
= -
If the inequality is true:
) Mace ©)
M M

then the required coefficients adaptation accuracy is
achieved. Otherwise, coefficients adjustment procedure con-
tinues.

Obviously, the ADF response error is determined by the
incorrect value w(0). We calculate the correction value of the
zero coefficient according to the expressions:

Aw;(0) = (el-(O)/x,-(O)) modm;; i=1...k. (10)
Then coefficient value after adjustment will be determined:
wi(0) = (wi(0) + Aw;(0)) mod m;. i=1...k. (11)

Thus, as a result of the first stage of the proposed iterative
sequential algorithm, the true value of zero coefficient is
obtained, which is presented in the RNS as:

W (0) = W(0), W30, ..., wiO), ..., wi(0)).
The second step n = 1.

The second stage (n = 1) includes similar steps
for estimating the error value, calculating the correction
value of the first coefficient and its value. As a result of
the second stage, we obtained the true value of the first
coefficient, which is represented in the RNS w*(1) =
wi), wi(1),...,wi(1),...,wi(1)). Thus, as a result of
two stages of coefficient adjustments, two adapted coeffi-
cients w* (0) and a filter w* (1) were obtained.

The last stepn = N.

In a similar way, the values of all the remaining coefficients
are corrected; at the N + 1 — stage, the last coefficient is
adapted.

In this case, the digital filter response will be determined:

N—1
yi(N) = (Z w?((s)xi(N —5)+ Wi(N))C,'(O)) mod m;. (12)

s=0
Then the adaptive digital filter response error is:

N—1
ei(N) = [d,-av) - (Z wi ($)x(N — s>+w,-<N>x,~<0>)]

s=0

x modm;; i=1...k. (13)

We calculate the correction value of the N-th coefficient

according to:
Awi(N) = (ei(N)/x,-(O)) modm;; i=1...k. (14)
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TABLE 1. Modular source data codes.

Modules Input samples x(s) Coefticients w(s) Reference signal d(s)
61 41 29 -150 311 1601 -10401 12935 107610

2 1 1 1 0 1 1 1 1 0
5 1 1 4 0 1 1 4 0

7 5 6 1 4 3 5 1 6 6
11 6 8 7 4 3 6 5 10 8
13 9 2 3 6 12 2 12 0 9
19 4 3 10 2 7 5 11 15 13
23 15 18 6 11 12 14 18 9 16
29 3 12 0 24 21 6 10 1 20
31 30 10 29 5 1 20 15 8 9
37 24 4 29 35 15 10 33 22 14

Then the value of the N-th coefficient after adjustment will
be determined:

wi(N) = Wi(N) + Awi(N)) mod m;. i=1...k. (15)

Here: w(N) is the random coefficient of the ADF.

Ill. MODELING THE OPERATION OF THE

ALGORITHM IN THE RNS

Let the RNS moduli set be m; = 2,my = 5, m3 = 7,
my = 1l,ms = 13,mg = 19,m7 = 23, mg = 29,
mo = 31, mg = 37.

This moduli set has been proposed for the implementa-
tion of a modular digital filter with 16-bit coefficients that
processes 16-bit input data. Since when the operation of
multiplying two 16-bit operands is performed, the result
becomes 32-bit, and the rounding or truncation operation
is not applied to the intermediate results. So, an extended
moduli set has been proposed to obtain the correct resulting
response. The dynamic range of this moduli set is equal
M = 145504669310.

Choose the ADF order N = 2. Then the adaptive digital
filter response operating in the RNS is determined by the
expression:

2
yi(n) = <Z wis)xi(n — s)) mod m;, (16)
s=0

where n = 0,1,2;x = {x(0), x(1), x(2)} — the input vec-
tor; w = {w(0),w(1),w(2)} represents the digital filter
coefficients; y;(n) = y(m) mod m;; xi(n — s) = x(n —
s) mod m;; wi(s) = w(s) modm;; i = 1,2,...,k. Let the
input vector be given by samples x = {61, 41, 29}. The
reference signal is determined by a set of samples d =
{—10401, 12935, 107610}. As the coefficients select the fol-
lowing values w = {—150, 311, 1601}.

In the example, the impulse response has both positive
and negative coefficients. To represent negative numbers in
the RNS, it was proposed to divide the range into two parts.

82406

Positive numbers will be contained in the first half (from O to
P/2 — 1), and negative numbers will be located in the second
half of the range (from P/2 to P — 1). So, the number in the
selected moduli set is represented as: —150 = P — 150 =
145504669160 = (0, 0,4, 4, 6,2, 11, 24, 5, 35).

Table 1 presents the code combinations of the selected data.

The first step n = 0.

We calculate the response of the FIR-filter operating in the
RNSi=1,...,kusing:

2
Yi(0) = (Z wis)xi(0 — s)) mod m;

s=0
= x;(0) w;(0) mod m;.

Since the ADF coefficients are chosen arbitrarily,
the response error of the digital filter y (0) from the reference
signal d (0) is:

¢i(0) = (d;(0) — yi(0)) mod m;.

We calculate the correction value of the zero coefficient
according to:

Awi(0) = (e(0) /x:(0)) mod m;.

Then the adapted value of the zero coefficient will be
equal to:

wi(0) = (wi(0) + Aw;(0)) mod m;.

Consider the execution of an algorithm for a module
my = 23. In this case, the digital filter response is equal to:

¥7(0) = x7(0)w7(0) mod 23 = (15 - 11) mod 23 = 4.

The digital filter response error y7 (0) from the reference
signal d7 (0) is:

¢7(0) = (d7(0) — y7(0)) mod 23 = (18 — 4) mod 23 = 14.
Inverse element value is given as:

x5 1(0) mod 23 = 20.
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TABLE 2. Zero ADF coefficient adaptation.

Modules x(0) w(0) y(0) d(0) e(0) x(0) Aw(0) w*(0) y*(0)
2 1 0 0 1 1 1 1 1 1
5 1 0 0 4 4 1 4 4 4
7 5 4 6 1 2 3 6 3 1
11 6 4 2 5 3 2 6 10 5
13 9 6 2 12 10 3 4 10 12
19 4 2 8 11 3 5 15 17 11
23 15 11 4 18 14 20 4 15 18
29 3 24 14 10 25 10 18 13 10
31 30 5 26 15 20 30 11 16 15
37 24 35 26 33 7 17 8 6 33

We calculate the correction value of the zero coefficient
according to the expression:

Aw3(0) = (e7(0)/x7(0)) mod 23 = (14 - 20) mod 23 = 4.

Then the adapted value of the zero coefficient will be
equal to:
W?(O) = (w7(0) + Aw7(0)) mod m7;
= (11 +4) mod 23 = 15.

We calculate the adapted response as:
¥7(0) = x7(0)w;(0) mod 23 = (15 - 15) mod 23 = 18.

The results of coefficient w (0) adaptation in the RNS are
presented in Table 2.

The last column of the Table 2 presents the results of the
digital filter response with the adjusted value w* (0).

The second stepn = 1.

At this stage, we have a set of coefficients like w =
{w* (0), 311, 1601} among which there is an adapted set
given as w* (0) = (1, 4, 3, 10, 10, 17, 15, 13, 16, 6).

Let us calculate the response of the FIR filter implemented
inthe RNS:i=1,...,k:

2
yi(l) = (Z wilsui(1 — s>> mod m;

s=0
= (w:k O)x; (D) +w;i (1) x; (O)) mod m;.

Since the ADF coefficients are chosen arbitrarily, the dig-
ital filter response error y (1) from the reference signal
d(1)is:

ei(1) = (di(1) — yi(1)) mod m;.

We calculate the correction value of the first coefficient
according to:

Awi(1) = (e;(1)/x:(0)) mod m;.
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Then the adapted value of the first coefficient will be
equal to:

wi(1) = (wi(1) + Aw;(1)) mod m;.

Consider the execution of an algorithm for a module
my = 23.
In this case, the digital filter response is equal to:

y7(1) = W3(0)x7(1) + w7(1)x7(0)) mod m7 =
= (15-18 4+ 12 - 15) mod 23 = 13.

The digital filter response error y7 (1) from the reference
signal d7 (1) is:

e7(1) = (d7(1) — y7(1)) mod 23 = (9 — 13) mod 23 = 19.
Inverse element value is given as:
x5 1(0) mod 23 = 20.

We calculate the correction value of the first coefficient
according to:

Aws(1) = (e7(1)/x7(0)) mod 23 = (19 - 20) mod 23 = 12.

Then the adapted value of the first coefficient will be
equal to:

wi(1) = (w7(1) + Awz(1)) mod m7
= (124 12) mod 23 = 1.

We calculate the adapted response as:

¥i(1) = W5 (0)x7(1) + wh(1)x7(0)) mod m7 =
= (15-18+1-15) mod 23 = 9.

The results of coefficient w (1) adaptation in the RNS are
presented in Table 3.

The third step n = 2.

At this stage, we have a set of coefficients
w = {w* (0),w" (1), 1601} .
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TABLE 3. First ADF coefficient adaptation.

Modules x(1) w*(0) x(0) w(l) y(1) d() e(l) x-1(0) Aw(l) w(1)
2 1 1 1 1 0 1 1 1 1 0
5 1 4 1 1 0 0 0 1 0 1
7 6 3 5 3 5 6 1 3 3 6
11 8 10 6 3 10 10 0 2 0 3
13 2 10 9 12 11 0 2 3 6 5
19 3 17 4 7 3 15 12 5 3 10
23 18 15 15 12 13 9 19 20 12 1
29 12 13 3 21 16 1 14 10 24 16
31 10 16 30 1 4 8 4 30 27 28
37 4 6 24 15 14 22 8 17 25 3

where in: Inverse element value is given as:

w*(0) = (1,4, 3,10, 10, 17, 15, 13, 16, 6)
and

w* (1) = (0, 1,6,3,5,10,1, 16, 28, 3)
w(2) = 1601 = (1, 1,5, 6,2, 5, 14, 6, 20, 10) .

Let us calculate the response of the FIR-filter, operating in
the RNS,i=1,...,k:

2
Yi(2) = (Z wils)xi(2 — s)) mod m;

s=0
= W (0)x:(2) + wi (Dxi(1) + wi(2)x;(0)) mod m;.

Since the ADF coefficients are chosen arbitrarily, the
digital filter response error y (2) from the reference signal
d(2)is:

ei(2) = (di(2) — yi(2)) mod m;.

We calculate the correction value of the second coefficient
according to:

Awi(2) = (¢i(2) /xi(0)) mod m;.

Then the adapted value of the second coefficient will be
equal to:

wi(2) = wi(2) + Aw;i(2)) mod m;.

Consider the execution of an algorithm for a module
m7 = 23.
In this case, the digital filter response is equal to:

y1(1) = W7(0)x7(2) + w3 (Dx7(1) 4+ w7(2)x7(0)) mod m7
=(15-64+1-18414-15) mod 23 = 19.

The digital filter response error y7 (2) from the reference
signal is:

e7(2) = (d7(2) — y7(2)) mod 23 = (16 — 19) mod 23 = 20.

82408

x51(0) mod 23 = 20.

We calculate the correction value of the second coefficient
according to:

Aw7(2) = (67(2)/x7(0)) mod 23 = (20 - 20) mod 23 = 9.

Then the adapted value of the first coefficient will be
equal to:

w3(2) = W7(2) + Aw7(2)) mod m;
= (14 +9) mod 23 = 0.

We calculate the adapted response:

¥3(2) = W3(0)x7(2) + w3 (1x7(1) + w3(2)x7(0)) mod my
=(15-6+1-184+0-15) mod 23 = 16.

The results of coefficient w (2) adaptation in the RNS are
presented in the Table 4.

Thus, after the third stage of the proposed algorithm, the
following adapted coefficients, presented in the RNS, were
obtained:

o Coefficient w* (0) = (1, 4, 3, 10, 10, 17, 15, 13, 16, 6).

o Coefficient w* (1) = (0, 1, 6, 3,5, 10, 1, 16, 28, 3).

o Coefficient w* (2) = (1,3, 6,4, 11, 15, 0, 20, 22, 36).

Using these coefficients, we have the ADF response in the
RNS:

o Response y* (0) = (1,4,1,5,12,11, 18, 10, 15, 33)

—10401.

o Response y* (1) = (1,0,6,10,0,15,9,1,8,22) =
12935.

o Response y*(2) = (0,0,6,8,9,13,16,20,9,14) =
107610.

As a result of the application of the developed adap-
tation algorithm of a digital filter operating in the
RNS, samples of a given reference signal were obtained
d = {—10401, 12935, 107610}.

Comments. In the considered example, the case is shown
when the signal length Q is equal to the filter length L. If we
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TABLE 4. Second ADF coefficient adaptation.

Modules  x(2) w50)  x(1) wx(1)  x(0) w(2) v(2) dQ) e2) X0)  AWR)  w*Q)
2 1 1 1 0 1 1 0 0 0 1 0 1
5 4 4 1 1 1 1 3 0 2 1 2 3
7 1 3 6 6 5 5 1 6 5 3 1 6
11 7 10 8 3 6 6 9 8 10 2 9 4
13 3 10 2 5 9 2 6 9 3 3 9 11
19 10 17 3 10 4 5 11 13 2 5 10 15
23 6 15 18 1 15 14 19 16 20 20 9 0
29 0 13 12 16 3 6 7 20 13 10 14 20
31 29 16 10 28 30 20 11 9 29 30 2 2
37 29 6 4 3 24 10 19 14 32 17 26 36

use the classical approach [29], [30] to calculate the adaptive
filter coefficients when the signal length is longer than the fil-
ter length, then we will need to compare the received response
of the digital filter with the reference signal. Since we have
extended the work into RNS, for this we will have to produce
the reverse conversion of the RNS-BNS, do a comparison,
and then, if the required error is not achieved, generate further
coefficients’ adaptation.

As a result, all the RNS advantages in speed will be lost
(exp.s (5) = (9)).

To eliminate this drawback, the following steps are pro-
posed (see Adaptive Filter block in Figure.1). Let the filter
length L = 15, and the signal length Q = 60, that is
x(0)...x(59). We divide the input vector into 4 groups of
L = 15 samples.

We have the following groups:

o the first group contains the input signal samples
x(0)...x(14);

o the second group contains the input signal samples
x(15)...x(29);

o the third group contains the input signal samples
x (30)...x (44);

o the fourth group contains the input signal samples

x (45)...x (59).

We take the first group of samples x (0) . ..x (14). Using the
developed algorithm, we obtain the first group of adaptive
filter coefficients w(0), w(l),..., w(14). These coeffi-
cients are stored in memory. The filter has been executed for
15 cycles.

We zero out ADF coefficients and filter content. Next
the second group is presented to the input x (15)...x (29).
Using the developed algorithm for this set of samples, we
obtain the second group of coefficients w(0), w(l),...,
w(14). These coefficients are stored in memory. The filter has
been executed for 15 cycles.

Again, we zero out ADF coefficients and filter con-
tent. Next the third group is presented to the input
x (30)...x (44). Using the developed algorithm for this
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set of samples, we obtain the third group of coefficients
w(0), w(l),..., w(14). These coefficients are stored in
memory. The filter has been executed for 15 cycles.

Again, we zero out ADF coefficients and filter con-
tent. Next the fourth group is presented to the input
x (45)...x(59). Using the developed algorithm for this
set of samples, we obtain the fourth group of coefficients
w(0), w(l),..., w(14). These coefficients are stored in
memory. The filter is configured to run for 15 cycles.

As aresult, we get four times more filter coefficients. How-
ever, we do not have to perform the operation of comparing
the output response using the RNS coefficients and the ideal
response. In addition, to obtain all the coefficients, we needed
only 60 clock cycles (in a conventional ADF this lasts much
longer).

The filter works as follows.

The first 15 samples x (0) ... x (14) of the processed signal
are fed to the input of the filter. At the same time, the first
group of coefficients w(0), w(l), ..., w(14) is selected.

After 15 clock cycles, we get 15 output samples
v (0) ...y (14). In this case, we get a truncated linear convolu-
tion. (The length of the filter output signal for the first group
should be 154 15— 1 = 29. We leave only the first 15 output
samples). The filter content is reset.

Then the filter coefficients are replaced by the second
group w(0), w(l), ..., w(14). The second group of 15 sam-
ples x (15) ...x (29) of the processed signal is sequentially
fed to the input. After 15 clock cycles, we get the second
group of 15 output samples y (15) ...y (29) at the output. The
filter content is reset.

Then the filter coefficients are replaced by the third group
w(0), w(l),..., w(14). The third group of 15 samples
x (30)...x (44) of the processed signal is sequentially fed
to the input. After 15 clock cycles, we get the third group
of 15 output samples y (30) . . .y (44) at the output. The filter
content is reset.

Then the filter coefficients are replaced by the fourth group
w(0), w(l),..., w(l4). The fourth group of 15 samples
X (45)...x(59) of the processed signal is sequentially fed
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to the input. After 15 clock cycles, we get the fourth group
of 15 output samples y (45) ...y (59) at the output. The filter
content is reset.

Thus, we use a window size equal to the filter length.

Disadvantages:

The memory circuit costs for storing the ADF coefficients
for each group increase. However, now there is a lot of
memory and it is very cheap.

There is a division operation (exp. (10), (14)). Moreover,
the fraction denominator, generally, can be equal to zero.
To avoid dividing by zero, it is proposed to shift the input
signal and the reference signal:

Xsh, = x; + max(abs (x;)) + C,
ds, = d; + max(abs (x;)) + C.

Here: x; — the input signal, d; — the reference signal, xy;
— the shifted input signal, d;, — the shifted reference signal,
C — const.

Advantages:

1. Using the developed algorithm, it is possible to obtain
ADF coefficients for each group without errors. This
will improve the signal processing accuracy.

2. There is no comparison operation with the reference
signal.

3. Increases the speed of digital filtering through using of
the RNS.

Using of the adaptation algorithm with the least square
method in the ADF leads to a change in the coefficients
at each iteration, such that with a large input signal length,
the deviation of the ADF output signal from the reference
signal will be minimal.

In the proposed method for implementing the ADF in the
RNS by dividing the input vector into blocks by samples L,
L sets of coefficients will be obtained, the use of which will
provide zero error from the reference signal. In the developed
algorithm, at each step, only one ADF coefficient is adapted,
and not all coefficients at once as in the LMS.

To adjust all filter coefficients, we need to perform L pairs
of addition/multiplication operations, L— the filter length.
So, we need to perform 60 pairs of addition/multiplication
operations to adjust all filter coefficients (zero error, not
iterative process). In case of using LMS we need to perform
15 pairs of addition/multiplication operations per iteration to
adjust all filter coefficients (not zero error, iterative process).
In case of using RLS we need to perform 644 pairs of addi-
tion/multiplication operations per iteration to adjust all filter
coefficients (not zero error, iterative process).

IV. SIMULATION DETAILS

The denoising quality estimates of the considered algorithms
for various test non-stationary signals (Fig. 2) and various
noise levels (Q = 4096, L = 32, SNR = —6...6 dB) are
shown in Fig. 3-8. The developed algorithm is hereinafter
referred to as adaptive filtering — AF.
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FIGURE 3. LMS vs RLS vs AF: denoising quality. Signal “Blocks".

We will use the standard RMSE metric (Root Mean Square
Error) to estimate the filtering quality:

9
> (- F)?

i=1
Q

noised signal; Q — number of

RMSE = , (17)

where x;— initial signal; X;—
samples.

One can see (Fig. 3-5) that LMS converges more slowly
than RLS. AF always provides zero error. The dependences
are preserved in all the experiments conducted for different
non-stationary signals and different SNR values.

However, sometimes (Fig. 6-8) LMS doesn’t converge at
all. RLS still converges. AF still provides zero error. The
dependences are preserved in all the experiments conducted
for different non-stationary signals and different SNR values.

The denoising quality estimates of the considered algo-
rithms for the earthquake recording (MATLAB dataset)
are shown in Fig. 9. The developed algorithm allows one
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FIGURE 6. LMS vs RLS vs AF: denoising quality. Signal “Doppler”.

to perform denoising without losing quality, which can
improve the results of further classification (e.g., earth-

quake/explosion).
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FIGURE 8. LMS vs RLS vs AF: denoising quality. Signal “Mishmash”.
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FIGURE 9. LMS vs RLS vs AF: denoising quality. Earthquake recording.

Fig. 10 shows the dependence of the algorithm execution
time on the input signal length (filter length = const = 32).

Fig. 11 shows the dependence of the algorithm execution
time on the filter length (signal length = const = 4096).
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FIGURE 12. LMS vs RLS vs AF: RMSE (signal length = const = 4096).

One can see from Fig. 10-11 that RLS is very expensive in
both cases, LMS and proposed algorithm AF are very fast and
computationally stable (they are very close, but the upward
trend continues).
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TABLE 5. LMS vs RLS vs AF.

LMS RLS AF (proposed)
Simple and can be | Increased complexity | Simple and can be easily
easily applied. and  computational | applied.

cost.
Takes longer to | Faster convergence. N/A
converge.
Adaptation is | Adaptation is based | Adaptation is performed one

based on gradient | on recursive approach | coefficient per step
based  approach | that finds the filter

which updates | coefficients which
filter weights in a | minimize a weighted
manner to | linear least square

converge to the | cost function relating
optimum filter | to the input signals.
weights.

Larger steady state | Lower steady state | Zero error
error with respect | error with respect to
to unknown | unknown system.

system compared
to the RLS

algorithm.
No account for the | Accounts for past data | No account for the past data.
past data. from the beginning to

the current data point.
Objective is to | Objective is to | N/A

minimize the | minimize the total

current mean | weighted squared

square error | error between the

between the | desired signal and the

desired signal and | output.

the output.

No memory | Has infinite memory. | No memory involved. Older

involved.  Older | All error data is | error values play no role in
error values play | considered in the total | the total error considered.
no role in the total | error.  Using  the
error considered. forgetting factor, the
older data can be less
emphasized compared
to the newer data.

Since0 < A4 < 1
, applying the factor is
equivalent to
weighting the older
error.

To adjust the | To adjust the | To adjust all filter
coefficients at each | coefficients at each | coefficients, you need to
step, N+ 1 pairs | step, 3N? + 4N pairs | perfform N  pairs  of

of addition- | of addition- | addition/multiplication
multiplication multiplication operations (N is the filter
operations are | operations are needed | order).

needed to be | to be performed (N is
performed N is the | the filter order).
filter order).

Fig. 12 shows the dependence of the RMSE on the filter
length (signal length = const = 4096).

Obviously, the filter length does not have a significant
effect on the RMSE.

The amplitude frequency responses and impulse responses
of adaptive filters (LMS, RLS and AF) at the end of the
adaptation process (last iteration or last block) are shown
below (Fig. 13). The difference between LMS/RLS and AF
amplitude frequency responses and impulse responses is due
to block processing.

Fig. 14-15 illustrates the denoising quality using algo-
rithms LMS, RLS and AF with a fixed signal-to-noise ratio
for the earthquake recording.
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FIGURE 14. LMS vs RLS vs AF: Denoising quality for earthquake recording with SNR = -3 dB.

All experiments were performed using real and synthetic
data. The simulation was performed on a PC with the follow-
ing architecture: OS Win 10 64-bit, CPU Intel Core i7 Sky-
lake 4.0 GHz, RAM Kingston HyperX Fury 64 GB 2.4 GHz
DDR4, NVIDIA GeForce GTX 1080 1.7 GHz DDR5 GPU
8 GB 10 GHz, 2560 CUDA Cores, MATLAB R2020b 64-bit.
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V. DISCUSSION
Studies have shown that well-known algorithms (LMS,
RLS) [31] are not advisable to use when constructing digital
filters operating in the RNS, due to the complexity of the
implementation. These filters are found in only a few studies
and for quite some time [26], [27].
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FIGURE 15. LMS vs RLS vs AF: Denoising quality for earthquake recording with SNR = 3 dB.

In [32], a hybrid Residue Number System (RNS) imple-
mentation of an adaptive FIR filter based on the LMS adapta-
tion algorithm is presented. The advantages in terms of area
and speed of the hybrid RNS adaptive filter with respect to
the two’s complement one have been evaluated for a standard
cells’ implementation showing savings in area and power
dissipation of about 50%.

In [33] the authors investigated the implementation of a
low-power adaptive filter, based on the use of binary compo-
nents for the LMS algorithm and on RNS components for the
variable filter.

A block LMS (BLMS) implementation [34] was pre-
ferred for the update of the adaptive FIR filter coefficients.
RNS-FPL merged filters demonstrated its superiority when
compared to 2C (two’s complement) filters, being about 65%
faster and requiring fewer logic elements for most study
cases.

A sequential algorithm for adjusting the filter coefficients
operating in the RNS is presented. To adjust each coefficient,
it is necessary to perform one subtraction operation, one
multiplication operation and one addition operation modulo
the RNS, i.e., recalculation time is proportional to the filter
order.

We provide a fundamentally new algorithm that sur-
passes the existing ones like LMS and RLS, and their
modifications [26]-[28], [32]-[34] (Table 5) in a number
of parameters: adaptation (denoising) quality (zero error,
Fig. 3-8), ease of implementation, execution time (Fig. 10-
11). The main difference between the developed algorithm
is the sequential adaptation of each individual coefficient
with zero error. In the known algorithms, the entire vector
of coefficients is iteratively adapted, with some specified
accuracy.
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Thus, it is obvious that the use of the developed algorithm
can significantly reduce the time spent on adjusting the filter
coefficients in comparison with previously known adaptation
algorithms. At the same time, the coefficients adjustment
can be carried out simultaneously for the selected mod-
ules/groups and does not require the operation of converting
the RNS into a BNS for comparing the obtained value of the
output sample with its reference value.

The results obtained allow us to conclude that the use of the
RNS provides an increase in the efficiency of the adaptive
digital filter algorithm. In this case, it is necessary to take
into account the fact that the filter coefficients adjustment
in any case is carried out with an allowable (specified) error
and the filtering algorithm (LMS, RLS) with the adjusted
coefficients introduces an error into the value of the filter
output sample. Therefore, the use of the RNS allows one to
reduce the value of this error, which confirms the expediency
of their application in digital signal processing algorithms.

Further research will be related with fast FPGA imple-
mentation of the ADF based on the proposed technique. This
technique will be used to develop faster methods of digital
signal processing, cryptography, machine learning.

VI. CONCLUSION
The paper provides a mathematical description of the known
algorithms (LMS, RLS), as well as a new algorithm for
adjusting the adaptive digital filter coefficients in the RNS.
The computational complexity and speed of these algorithms
are estimated. The speed and accuracy of adaptation were
evaluated.

The proposed algorithm surpasses the existing ones
like LMS and RLS, and their modifications in a number
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of parameters: adaptation (denoising) quality, ease of imple-
mentation, execution time.
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