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ABSTRACT One challenging issue in information science, biological systems, and many other fields
is determining the most central or relevant networked systems agents. These networks usually describe
scenarios using nodes (objects) and edges (the objects’ relations). The so-called standard centrality measures
aim to solve this kind of challenge, ranking the nodes by their supposed relevance and elect the most relevant
nodes. This problem becomes more challenging when one single network is not enough to depict the whole
scenario. In these cases, we can work with multiplex networks characterized by a set of network layers,
each describing interrelationships that can change depending on external factors, e.g., time. This paper
proposes a new centrality measure, the Group-based Centrality for Undirected Multiplex Networks, to find
the most relevant nodes in an undirected multiplex network. As a case study, we use a Brazilian corruption
investigation known as the Car Wash Operation. Our proposed centrality outperforms well-known centrality
methods such as betweenness, eigenvector, weighted degree,Multiplex PageRank, closeness, and cross-layer
degree centrality.

INDEX TERMS Group-based centrality measures, multiplex centrality measures, multiplex networks.

I. INTRODUCTION
Imagine a large number of individuals (nodes) interacting in a
network. Somewhat ranking these individuals is a challenge,
given that those interactions can vary in a non-predictable
way. The centrality measures have this challenging mission.
We can understand the term centrality as a tool to quantify the
relevance of nodes in a network [1]. The study of centrality
measures began in the ’50s, introducing the role of nodes in
communications patterns [2]. Since then, constant studies aim
to improve ranking results. We obtain these methods through
specific case considerations about the way social interactions
function, mainly based on inferences about the spread of
information across a group [3]. Examples of standard cen-
trality metrics include the betweenness [4], [5], eigenvector
centrality [6], PageRank [7], and weighted degree [8].
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Typically, these metrics use the nodes’ topological posi-
tion as the basis for its ranking, e.g., the number of node
connections, the connections of node neighbors, the number
of walks, and paths going across the node. Different metrics
try to provide an answer to the question: ‘‘which are the
most important nodes in a network?’’ [9], [10]. The range
of applications to this technology is vast, e.g., epidemiology
[9], [11], [12], economics [13], [14], neuro-sciences [15],
engineering [16], and fraud detection [17]. However, tests on
a broad set of networks show intrinsic highlighting limitations
of standard centrality metrics for finding the most relevant
nodes in complex networks [18].

One single complex network cannot ideally describe some
natural systems. Let us consider an extensive collection of
books containing a singlemain story; some characters emerge
as very important during the plot, but they lose relevance
throughout the story. How to aim for a fair ranking once
the story’s nuances change the importance of characters as
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it continues throughout multiple books? What would be the
solution for modeling this real situation in a single complex
network? How can conventional centrality metrics provide a
ranking of nodes in situations like this?

In these cases, a natural solution is to use networks that
model the real situation [19]. Considering the example and
supposing that each book is modeled as a separate complex
network, obtaining the ranking of the whole book collection,
it would be necessary to add the networks that model each
book as a single network and only then use a standard cen-
trality metric to obtain the most relevant nodes.

However, this approach is flawed since various networks
can have singular characteristics that change with time. Now
let us consider a political dispute scenario between democrats
and republicans, in which the nodes are the deputies and the
edges the meetings between them. As a metric, let the most
relevant deputies have more meetings with the opposite polit-
ical party’s deputies. Four networks describe this scenario,
each one being a year of appointments. Now imagine that,
for the first two years, a restricted group of five congress-
people of both parties had an enormous number of meetings,
and, after a political rupture, these meetings stopped. In this
scenario, if we unite the four networks in a single network,
as these five congresspersons had an enormous number of
meetings in the first two years, they can appear, mistakenly,
as the fivemost relevant nodes of the whole scenario. It would
be a misinterpretation once they did not have this status
throughout the entire period. In other words, the combination
of all networks that describe a scenario in one network can
lead us to an incorrect interpretation of the facts that occur in
different scenarios over time.

Since a single network cannot represent all scenar-
ios, the multilayer networks attract growing interested and
research once they can describe multiple types of interactions
between any pair of nodes [20]. Considering the example
above, we can divide the four years of meetings into four
layers, and have a fairer nodes ranking, thinking of each
year as an independent part of a scenario. However, standard
centralities don’t work with this network structure. Thus,
proposals of centrality metrics, including the metrics that aim
to work with multilayered networks, emerge as the natural
extension of standardmetrics [21]–[23]; being, in some cases,
an improvement of the original algorithms [22], [23]. In our
paper, we work with the multiplex networks, a particular type
of multilayer networks, described in Section (IV).

We propose the novel GCMN centrality measure for sit-
uations requiring a multilayered complex network. GCMN
allows a ranking that considers the node’s existence in the
different layers of a multiplex network in a hierarchical way.
It has a ranking based on group formatting according to the
node’s weight into the layers — dropping the mistaken inter-
pretation mentioned above. GCMN also offers an alternative
approach for the centrality metrics defined by the random
walk in undirected multilayered networks [22], [23], propos-
ing a novel strategy based on the intersection of the layers
as a parameter for assigning weight to nodes. For GCMN

centrality formalization (Section IV) we use the tensorial
notation (Section III-A) and the multiplex networks theory
(Section III-B).

The main contributions of our work are: (i) the proposal
of a centrality measure with a novel ranking approach, based
on node’s hierarchical grouping according to their weights
(Section IV); (ii) an equivalent to or better performance than
other known centralities, measured with Accuracy, Precision,
Recall, and F1 Score (Section VI-A); and a metric proposed
in this paper (Section V-A).

We organize the remainder of the paper as follows.
In Section II we discuss the related work. In Section III-A
we briefly describe the tensorial notation, defined in [24],
adopted throughout the paper. In Section III-B we use this
notation to describe the Undirected Multiplex Networks.
In Section IV we propose and formalize the GCMN Central-
ity. In Section V, we describe the methodology, in particular,
the application of the GCMN centrality in our case study
and, in Subsection V-A, we propose a metric to evaluate its
performance. In SectionVIwe discuss the results and benefits
of the GCMNCentrality. Finally, we discuss our findings and
future work in Section VII.

II. RELATED WORK
Our article addresses a particular type of network called
multiplex networks: a particular type of multilayer network
in which each node appears in different layers, and each
layer describes all the edges of a given type. These nodes
cannot have connections with other nodes in other lay-
ers. In this paper, we represent multiplex networks as a
three-dimensional matrix of size (V×V )×L, in whichV rep-
resents the vertices (nodes), and L the layers, or dimensions
[25], [26]. The use of standard centrality measures [4]–[8]
had to be revised to cover the multiple layers of this new
network structure.

This review led to the proposition of extensions of the
standard centrality measures as being a natural path to be
followed. Some proposals for adapting these centrality mea-
sures have emerged, such as ‘‘Novel Multiplex PageRank
in Multilayer Networks’’ [22], ‘‘Random walk centrality
in interconnected multilayer networks’’ [23] and ‘‘Random
Walks on Multiplex Networks: Supplementary Information
for Navigability of Interconnected Networks under Random
Failures’’ [27]. Therefore, this type of extension of the stan-
dard centralities, although valid, does not bring new ranking
strategies.

Recent strategies have emerged with a specific focus on
these newmultilayer network structures, like TheCLDC [21].
In the CLDC centrality measure, the ranking of node x is
calculated as a ratio between the number of nodes connected
with node x and the total number of all nodes in the network
(decreased by one). Thus, the CLDC cross-layer centrality
computed as a sum of both incoming and outgoing edge
weights from node x towards its multilayered neighborhood
divided by the number of layers and the total number of
network members.
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We also find strategy proposals for specific goals like
classifying nodes in urban mobility networks [28]. For such
a use-case, the authors locate places in a city by designing
weighted directed graphs whose nodes denote city locations,
and weighted edges represent the number of trips between
them. The nodes’ attributes indicate socio-economic char-
acteristics at a particular location in the city, and com-
bines this information with ‘‘hotposts’’ of different types of
socio-economic activities.

Centrality measures are not suited for multiple criteria
decision scenarios. Group-based strategies are a viable option
in these situations. A case study presents a group-based
approach based on the weighted k-means to rank venture
capital firms in the Chinese investment market as an alterna-
tive strategy [29]. Previous authors propose a way to gener-
alize block-modeling for hierarchical decomposition, using
the k-means method to decompose a social network into
groups of nodes having the existence of congruent profiles of
dissimilarities with other nodes as a criterion [30]. Therefore,
group-based proposals with an associated hierarchy classify
nodes according to their relevance, sorting out the nodes
present in the core of the networks as being of most interest in
the research from the network’s periphery associated nodes,
with less interest [31].

GCMN centrality combines aspects of various central-
ity measures. It is a new strategy for ranking nodes in
multilayer networks based on hierarchical node group-
ing. Thus, the GCMN centrality elects the most relevant
nodes of a multiplex network in multiple criteria decision
scenarios.

III. PRELIMINARIES
A. TENSORIAL NOTATION
In our paper, we will use the tensorial notation repre-
senting adjacent matrices using higher-order algebra [24].
A significant advantage of using tensors’ formalism relies
on its compactness. We can write an adjacency matrix,
or tensor, by using a compact notation that is very
useful for the generalization of network descriptors to
multilayer or, in our specific case, multiplex networks
(Section III-B).

In tensorial notation, a row vector i ∈ N is given by
a co-variant vector iα(α = [1,N ]). Its corresponding con-
travariant vector iα (i.e., its dual vector) is a column vector
in Euclidean space. A canonical vector is assigned to each
node and a mixed rank-4 adjacency tensor represents the cor-
responding interconnected multilayer network. In this case,
a tensor Aαβij can represent the intensity of the relationship
(which may not be symmetric) from a node i in layer α to a
node j in layer β.

To formalize the GCMN centrality, we will use
an intra-layer adjacency tensor for the 2nd-order ten-
sor Aαij . This kind of tensor indicates the relation-
ships between nodes i and j within the same layer α.
In section III-B, we use tensorial notation for a fictional
network.

FIGURE 1. An example of a multiplex undirected network.

B. UNDIRECTED MULTIPLEX NETWORKS
Multiplex networks are a particular type of multilayer net-
works in which each node appears in different layers, and
each layer describes all the edges of a given type. These
nodes cannot have connections with other nodes in other
layers. A three-dimensional matrix of size (V × V ) × L,
in which V represents the vertices (nodes), and L the lay-
ers, or dimensions; with entries, Aαij , is enough to represent
the structure of the system [25], [26]. By using tensorial
notation [24], adjacency matrices are indicated by multiplex
adjacency tensors Aαij to encode connections between nodes
{i, j | i, j ∈ V } in layer {α | α ∈ L}.
A tensor is an algebraic object that describes a multi-linear

relationship between sets of algebraic objects. In our case,
these objects are the adjacency matrices indicated by the
nodes in V and the layers in L. The Aαij values will be one
when we have an edge between the nodes i and j in the layer
α, and zero otherwise.

Thus, we can represent an UMN (Undirected Multiplex
Network) as a triplet (V ,E,L), with V being the nodes, L the
layers, and E a set of entries {Aαij | i, j ∈ V , α ∈ L, i 6= j};

in which, for any two entries {Aαij,A
β
xy ∈ E}, if i = x and

j = y, then α 6= β. Note than we are dealing with undirected
networks, so an entry Aαij is equivalent to A

α
ji [21].

Fig. 1 brings an example of a UMN in which:
V = {v1, . . . .v12}, L = {l1, l2, l3} and E is a set of adjacency
matrices representing the connections between the nodes in
V in the layers in L. Every adjacency matrix Al1ij represents
the connections between the nodes {i, j | i, j ∈ V } in the layer
l1, with the components equal to one when there is an edge
between i and j, and zero otherwise.

IV. THE GROUP-BASED CENTRALITY FOR MULTIPLEX
NETWORKS — GCMN
GCMN’s initial premise is the existence of a network with
multiple layers, and, inside these layers, we have nodes inter-
connected by undirected edges. Nodes represent elements
(e.g., people, companies), and undirected edges represent
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their relationships (e.g., friendship, contracts). The layers
represent the different contexts in which these elements may
or may not be related to each other. The set of network layers
represents the whole scenario of the analysis. Note that, as we
deal with multiplex networks, edges can have different types
in each layer. Thus, the GCMN strategy is firmly based on the
network topology, considering the presence of nodes in each
layer and, as a second-ranking criterion, the degree of each
node. The centrality does not explore any other information
inserted in a node, nor the direction of connections between
nodes.

An application of networks with multiple layers is the
friendship relationships in social networks (e.g., Facebook,
Instagram, or Twitter). In this scenario, each layer maps the
relationships in a social network in which individuals can
relate to each other. This way, each layer can have the same
individuals (nodes) with different connections (edges).

As the GCMN centrality works with undirected multiplex
networks (UMN ), we specify the triple (V ,E,L), with the set
V , of nodes, and the set L, of layers. Thus, we define the set
E (of edges) as the relations between the nodes in V in each
layer of L, as:

E = {Aαij | i, j ∈ V ∧ α ∈ L ∧ i 6= j}. (1)

The GCMN centrality splits the nodes into groups. The
criterion for this grouping is the number of layers α ∈ L that a
node {i | Aαij ∈ E}, is present. We call this property the weight
W of a node. Thus, the definition of the W function is:

Wi =| {α | Aαij ∈ E } | . (2)

We define the group G of nodes i, which have the same
weight, as:

Gw = {i | Wi = w}, (3)

in which w is the weight of the nodes into group Gw. Our
premise is that the weight w of a node is proportional to its
importance, and, as a consequence, a group Gw should have
more relevant nodes than a group Gw−1. We only consider
groups with weight w ≥ 2 e.g. groups containing nodes that
appear in at least two layers.

Another essential concept is the degree D of a node, which
is the sum of its connected edges throughout all layers [32].
Thus, the degree of a node is:

Di =
L∑
α=1

Aαij (4)

in which the tensor Aαij has all components equal to one. The
GCMN centrality ranking considers two criteria simultane-
ously: the group G of a node i and its degree D. Our ranking
considers the group as the first criterion and the degree as
the second. This way, nodes that appear only in a small
subset of layers will not rank as significant even with a large
degree. Thus, solving the problem of distortion found in the
evaluation of the most relevant nodes in a scenario composed
of multiple complex networks, seen in section I.

For a node i to be considered as relevant, it must satisfy two
simultaneous criteria: be present in a significant number of
layers, maximizingWi, and also have a significant degree Di.
Since the first criterion overlaps with the second, a node that
appears in a small subset of layers cannot be considered as
relevant in the context as a whole.

It is necessary to ensure that no node in a group Gw ranks
higher than any other of a group Gw−1. We achieve this by
defining the general formulation of the ranking R of a node i
as:

Ri = ϕ(Wi)+ Di, (5)

in which ϕ must ensure that Wi > Wj → Ri > Rj. Note
that the ϕ function returns the same value for all the nodes in
a group, considering that these nodes have the same weight
W (Equation 3), so the degree D ranks these nodes into their
groups.

The minimum of the ϕ function occurs when Wi = 2,
since the GCMN centrality ranking considers nodes with
associated weight, at least, equal to two. Considering Equa-
tion 5, to guarantee that Wi > Wj → Ri > Rj, we have that
ϕ(2) > maxz∈V Dz. That is, the ϕ function must guarantee
that, in its worst case, ϕ exceeds the highest degree D.

Thus, the model allows us to define any ϕ function, as long
as the above condition is respected. Considering thatDz ∈ N,
and that Wi ≥ 2, we have that maxz∈V Dz + 1 is the lowest
possible value for ϕ. Therefore, we propose the ϕ function as

ϕ(Wi) =
(
max
z∈V

Dz + 1
)
(Wi − 1) . (6)

So, as the minimum of ϕ occurs when Wi = 2, we have
that ϕ(2) = (maxz∈V Dz + 1) (2− 1) > maxz∈V Dz. Notice
that this is our proposal for the ϕ function, which we will use
in our case study; other ϕ functions are also valid as long as
they respect the condition Wi > Wj→ Ri > Rj.

As an example, we will now apply the GCMN centrality
to the multiplex network proposed in Fig. 1. In Table 1,
we have the application of functions: W , ϕ, D, and R (Equa-
tions 2, 4, 5, and 6) for all nodes in V and all layers in
L. As the maxi∈V Di = 10, for the node v5, we have that
ϕ(Wi) = (10+ 1) . (Wi − 1) (Equation 6), and two groups:
G2 = {v4, v6, v8, v9} and G3 = {v5} (Equation 3).
The final ranking R (or its normalized version R̂) shows the

node v5 as the first placed, followed by v9, v6, v4, and v8. This
is the expected result, sinceWv5 reached the greatest value for
the nodes in V . As the other nodes have the same weight W ,
their ranks are based on their degrees D. As the nodes v1, v2,
v3, v7, v10, v11, and v12 have weight equal to one; according
to the GCMN centrality, they are not relevant, and will not
have a ranking.

Since GCMN works with groups composed of the nodes
present in each layer, an extreme case would be that all nodes
were present in all layers. In this case, the hierarchy of groups
would not be applicable, and all nodes would be in the same
group. Therefore, the only criterion for classification would
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TABLE 1. GCMN centrality application example.

Algorithm 1 Construction of the GCMN Centrality
Ranking
Result: X // set with the ranked nodes
Input: N : (V ,E,L);
Let X = {};
for i in N.V do

Let x:(node,weight, degree);
x.node = i ;
x.weight =W(i) //Equation 2;
x.degree = D(i) //Equation 4;
X = X ∪ x ;

end

be the degree of the node, which would lead us to a poor
ranking.

Another case to be clarified is that of isolated nodes with-
out connections to other nodes in a layer. These nodes are con-
sidered for classification by the GCMN. However, we assume
that the probability that a node participates in isolation in a
significant group of layers is minimal.

Finally, there is the case of nodes with self-connections.
In this case, these connections are equivalent to two regular
links.

A. ALGORITHM AND COMPLEXITY
The algorithm’s input is a multiplex complex network
N : (V ,E,L), and the output is a set X with all nodes’
ranking. To make the algorithm easier to read, we consider
that the network N is visible for the W and D functions.
Algorithm 1 constructs the GCMN centrality ranking. This
procedure performs primitive operations with complexity
equal toO(1); an external loop over all vertices in V , with two
independent internal loops over all edges in E , when calling
Equations 2 and 4. Therefore, Algorithm 1 runs inO(|V ||E|).

The algorithm input is the node i for which we want the
ranking and an X set of nodes with their rankings. This X set
is the output of Algorithm 1. Algorithm 2 retrieves a node
given its index. Assuming a hashing data structure for X and
our proposed ϕ, we can compute all Dz | z ∈ V needed for
ϕ while populating X . Therefore, we needn’t traverse the
network again in Algorithm 2, essentially allowing ranking
retrieval in O(1).

V. MATERIALS AND METHODS
We illustrate our proposal for the GCMN centrality with a
case study analysis. The chosen case was a Brazilian cor-
ruption investigation, called the Car Wash Operation, started

Algorithm 2 Retrieving a Node’s Ranking
Result: r ∈ N // the rank for the node i
Input: i,X :{(node, weight, degree)};
Let x in X | i = x.node;
r = ϕ(x.weight) + x.degree // Equations 5 and 6;

in 2009 by the Brazilian Federal Police, which investigates
the practice of financial crimes and embezzlement of public
funds. To encourage criminals to collaborate with investiga-
tions, the Brazilian Federal Prosecutor Office signed leniency
agreements. In exchange for criminal information, the con-
victed criminals may have their sentences reduced or even
extinct. In this context, statement information is vital in
identifying influential entities (individuals), helping the law
enforcement authorities direct their investigations. Our case
study is about five testimonies offered by criminals convicted
by the Car Wash Operation [19]. These testimonies explain
in detail the corruption mechanism that exists in Brazil’s
highest’s political levels. The convicted individuals had their
sentences reduced or had other benefits like serving the
prison sentence at home as a reward for collaborating with
justice.

Since the GCMN centrality deals with multiplex networks,
the natural choice was to split the five testimonies into five
layers (L), in which the nodes (V ) refers to the individuals
that cited by each convicted, and the edges (E), the joint
occurrence of these individuals in the testimonies’ excerpts
(Equation 1).

The next step was to determine the weight (W ) of each
node (Equation 2), and create the groups (G) of nodes (Equa-
tion 3) according to their weights. As a result, we achieve
| G2 | = 62, | G3 | = 29, | G4 | = 16, and | G5 | = 5. Note
that, as we have five layers, the number of groups considered
as relevant is four, that is, groups with nodes iwhose weight is
wi ≥ 2. The last stepwas apply the Equations 4, 5, and 6, to all
nodes in groupsG2 toG5 to obtain the GCMN centrality rank.
In our case study, the maxz∈V Dz = 95, so, our ϕ function
will be ϕ(Wi) = (95+ 1) . (Wi − 1) (Equation 6).
The following subsections compare the GCMN centrality

ranking with the ranks of the standard centrality measures:
weighted degree (WD) [8], betweenness (BW) [4], [5], eigen-
vector (EV) [6], and closeness (CL) [4]; the ANN SCORE
which represents the normalized geometric mean of the met-
rics (BW, EV, and WD) [19]; and two multilayered centrality
measure: Cross-layer degree centrality (CLDC) [21] and The
Multiplex PageRank (MPR) [22].
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A. PROPOSED EVALUATION METRICS
GCMN is a group-based centrality that divides nodes into
groups according to their relevance. The other centrality mea-
sures we compare GCMNwith do not have this concept. This
way, for comparison purposes, wewill consider the number of
nodes in each group and the same number of nodes classified
by the other centrality measures, preserving their ranking.
Table 2 brings this process description, being i the highest
reached the weight and j the number of compared centrality
measures.

Applying the ranking to the case study, we have that,
for group G5, with five nodes, we consider the first five
best-classified nodes for all other centrality measures. In this
way, it is possible to compare group G5 with the best-ranked
nodes in all other centrality measures. The group G4 has
sixteen nodes, and we consider the nodes classified between
six and twenty-one in all other measures. This process is the
same for groups G3 and G2.
For analysis purposes, a relevant parameter is the gain

of the company. Therefore, the proposal for a metric that
considers values a parameter of relevance for companies is
coherent. This way, we will measure the groups’ relevance
according to the values obtained by the companies belonging
to their groups, checking if the most relevant groups were
able to point out the companies with the most significant
gains. Remembering that our premise is that the scalar value
that indicates the weight (Wi) of a node i (Equation 2) is
proportional to its importance, and, as a consequence, a group
Gw should have more relevant nodes than a group Gw−1
(Equation 3).

In the Car Wash scenario, we will consider five possible
values for a legal status S of a node v, as S(v) where

S : s→ ∃!s|s ∈ {NotInvestigated, Investigated,

Denounced,Defendant,Convicted}, (7)

each one with its characteristic and degree of importance.
NotInvestigated : there was no investigation, or the inves-

tigation concluded that the individual was innocent, being
the minor classification of our scale and encompasses the
so-called false positives;
Investigated : there is an ongoing investigation, but with no

result yet. The analysis cannot consider these individuals;
Denounced : the prosecutor lodges a formal complaint and

the individuals are relevant for our analysis;
Defendant: there was the acceptance of the complaint, and

the individual will go to trial for some crime related to Car
Wash Operation. This individual has high relevance for our
analysis;
Convicted : There was a formal trial, and the individual

received a sentence for crimes related to CarWash Operation,
being the most relevant group to our analysis.

According to the legal rite of an individual’s indict-
ment process, from his investigation to his eventual
conviction, we find that situations Not Investigated /
Acquitted, Investigated refer only to police suspicions;

Denounced, Defendant, Convicted involve participation
of a prosecutor and/or a judge. Thus, we understand
as reasonable to divide the five situations into two
distinct sets: most relevant legal status — MRS =

{Denounced,Defendant,Convicted} — and least relevant
legal status — LRS = {NotInvestigated/Acquitted,
Investigated}. So, the relevance of the node is MRS or LRS,
according to its legal status, formally defined as S(v).
We defined a metric called Relevance Index of a Group to

determine the accuracy of the results of a group as

RI (G(n)) =
(
|{vi|S(vi) ∈ MRS ∧ vi ∈ G(n)}|

|G(n)|
× 100

)
, (8)

which corresponds to the percentage of nodes of that group
whose legal status belongs to MRS, where G(n) is the group
under analysis, and vi is a node that belongs to G(n).
As an extension of the relevance index we compute the

general relevance

GR =
|{vi|S(vi) ∈ MRS|

|{vj|S(vj) ∈ (MRS ∪ LRS)}|
, (9)

that is, the sum of nodes on MRS from G2 to G5, divided by
the total of nodes, that is MRS ∪ LRS.
This approach intends to show the GCMN’s centrality

performance in determining the most relevant nodes in a set
of networks, and the weight’s effectiveness as a nodes clas-
sification criterion, demonstrating that the weight’s growth is
directly proportional to the relevance of the nodes selected.
We will now compare the results of applying the GCMN
centrality with well-established centralities [19] showing that
the GCMN centrality can point out the most relevant nodes in
a more effective way than these centrality measures.

VI. RESULTS AND DISCUSSION
The results and its discussion will consider two parameters:
the use of known metrics such as Accuracy, Precision, Recall
and F1 Score (Subsection VI-A), and the use of our proposed
metric (Subsection V-A) to evaluate the GCMN performance
in three aspects — ‘‘The weight as a grouping parameter’’
(Subsection VI-B), ‘‘The Relevance per group’’ (Subsec-
tions VI-C and VI-D), and ‘‘Qualitative analysis of groups
G3 to G5’’ (Subsection VI-E).

A. ACCURACY, PRECISION, RECALL AND F1 SCORE
One typical way to quantify the quality of classification and
clustering tasks is using Precision and Recall metrics. Preci-
sion corresponds to the fraction of relevant elements among
the retrieved elements, while Recall evaluates the fraction of
the total amount of relevant elements that were retrieved. Both
metrics help to measure the relevance of the ranked nodes.
The F1 score is the harmonic mean of Precision and Recall
and summarizes the quality of clustering in a value.

To calculate the Precision and the Recall, we have to
divide our universe of elements into four groups; we have
TP−truepositives (detected correctly), FP−falsepositives
(detected incorrectly), FN−falsenegatives (not detected
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TABLE 2. Nodes distribution from groups to centrality measures.

TABLE 3. Individuals grouping for Precision and Recall analysis.

incorrectly), and TP−truenegatives (not detected correctly).
The Precision is given by

precision = TP/(TP+ FP) (10)

and the Recall by

recall = TP/(TP+ FN ). (11)

Taking our case study, we consider the detected indi-
viduals in MRS as thetruepositives; the detected indi-
viduals in LRS as thefalsepositives; the not detected in
MRS as thefalsenegatives; and the not detected in LRS as
thetruenegatives (Table 3).

The Precision analysis shows the percentage of relevant
individuals, considering just the detected ones, was reached.
We assume the individuals in MRS as the relevant nodes.
It can lead us to which centrality we can use in a real situation,
like an auditing process, e.g. In other words, which centrality
can lead us to the most significant number of individuals
to audit and find irregularities and the smallest number of
individuals in which the audit process will not lead to any
results. The GCMN and the Weighted Degree (WD) reached
90% Precision, being the two best-posicioned centralities.

The Recall analysis shows which centrality can point to
a more significant number of relevant individuals, consider-
ing all individuals that should be detected. As the Precision
analysis, it is useful for an investigation team when choosing
which centrality to use. Thus, the GCMN centrality reached
51% Recall, which is a good result (Fig. 2).

The F1 analysis brings an overview of the two metrics
performance (Precision and Recall), showing that the GCMN
centrality reached an overall good result, achieving 65%.
(Fig. 2).

In our case study, accuracy refers to the degree of confor-
mity of a calculated quantity to an actual value. Accuracy is
closely related to precision, but it’s not a synonym. A result

is said to be accurate when it matches a particular target.
In our case study, the target is the individuals with legal status
with a high degree of severity. In this matter, we reached a
high degree of precision (90%) with high accuracy (79%),
meaning that the GCMN centrality ranking could point to
the individuals in a precise way, reaching the goal with high
accuracy, being the best performance among all the other
centrality measures (Fig. 2). The Accuracy is given by

Accuracy = (TP+ TN )/(TP+ TN + FP+ FN ). (12)

B. THE WEIGHT AS A GROUPING PARAMETER
According to the GCMN centrality grouping, Fig. 3 shows
individuals’ normalized distribution per legal status and
group. We realize that the number of individuals in the most
relevant legal status is consistent with the groups’ degree of
relevance G2 to G5.
Analyzing the results of each group, considering the rele-

vance index (Equation 8), we have:
G2: this group shows 18 individuals in LRS

$NotInvestigated/ Acquitted and Investigated) and 44 in
MRS (Denounced ,Defendant , andConvicted). The relevance
index of the group is 71%;
G3: applying the same criteria as in the previous group,

we found a relevance index of 86%. It is important to empha-
size that there are only four individuals with the least relevant
status (LRS);
G4: the relevance index grows once again to 94%. In this

group, the inexistence of individuals with status investigated
or denounced should be stressed. So, except by one individ-
ual, all the elements of the group have the status Defendant
or Convicted ;
G5: the group’s relevance index reaches the maximum

percentage of 100%. It means that all the elements found are
relevant.

After this analysis, we verify that the weight growth asso-
ciated with the nodes is directly proportional to the severity
related to their legal status. This fact shows that weight is an
excellent choice as a parameter to build groups.

C. RELEVANCE PER GROUP
Fig 4 compares the distribution of nodes per group and
legal status, considering the GCMN centrality and the other
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FIGURE 2. Accuracy Precision Recall and F1 comparative analysis.

centralities present in Almeida et al. (2017), in addition to
three other centralities (CLDC, PR, and CL).

Taking the number of nodes of each group (G2 to G5) and
analyzing them by the relevance criterion (LRS and MRS),
we realize that the GCMN centrality has a general supe-
rior performance when compared with the other centrality
measures. The GCMN centrality reached the best results on
groups G2 and G5, ties with the centralities BC, WD, and
ANN SCORE in the G4 group, and lies behind the measures
EV andWD, by just one individual, in the groupG3 (Table 4).
The GCMN centrality reached the best performance on

the relevance index (Equation 8) on the groups G2, G4, and
G5; and the second best on group G3. The GCMN centrality
also reached superior general relevance i.e. 80 against 68 of
the second best ranked metric, the CL (Equation 9) (Table 5).
As a grouping criterion, the use of weight was influential
not only for the GCMN centrality but also for other central-
ities whose relevance was, in general, consistent with this
approach (Table 5). The only significant exception to this rule
was the G5 group. However, we should consider the reduced
number of nodes in this group, which results in a higher
significance on the relevance index by one element.

It is also important to note that, in the group G5,
the results of the GCMN centrality are consistent since
there are no nodes related to the two less relevant status
(NotInvestigated/Acquitted and Investigated), what occurs
in BC, EV, WD, ANN SCORE, and CLDC.

D. RELEVANCE PER GROUP, A CUMULATIVE ANALYSIS
Fig. 5 brings the distribution of nodes per group and status
cumulatively. This way, the group G5 is the same in Fig. 4,
and, for the other groups, we can see the increase of relevance
in a gradual, cumulative view, providing a more productive
analysis and an overview of the results. As in Section VI-C,
there will be a comparison between the centrality measures
and the GCMN centrality, with the results highlighted the
in Table 6.

For all groups, the number of individuals of the GCMN
centrality in the LRS is the smallest, and, consequently,
the number of nodes in the MRS is the highest (Table 6).

FIGURE 3. Illustration of the weight as a parameter to define groups.

The GCMN centrality presents the highest number of nodes
associated with the most relevant legal status (convicted)
from group G2 to G4. Despite group G5 be an exception,
it does not consist in a problem or deficiency considering that
the group only has five nodes and that, in this kind of status,
only one element is equivalent to 20% of the whole group,
thus reducing the possibility of a more precise statistical
analysis.

E. QUALITATIVE ANALYSIS OF GROUPS G3 TO G5
The qualitative analysis intends to verify the ability of each
metric to point out ‘‘novelties’’. This analysis is particularly
useful for the discovery of the hitherto ‘‘unreachable’’ nodes.

Table 7 shows that the GCMN centrality could point out
seventeen nodes not detected by the other centralitymeasures,
that is, 42%more than the second-placed, the CLDC Central-
ity, being thirteen of the seventeen nodes pointed out in the
most relevant legal status (MRS). Comparing this result with
all the other centralities (fifty-five nodes), we verify that the
GCMN centrality pointed to 31% of the ‘‘unreachable’’ and
relevant nodes.
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FIGURE 4. Comparative analysis of number of nodes per group/legal status.

TABLE 4. Relevance numeric analysis between groups.

TABLE 5. Relevance index (Equation 8) and general relevance (Equation 9) analysis.

FIGURE 5. Comparative cumulative analysis of number of nodes per group/legal status.

This differentiation comes from the use of a completely
different strategy from those used by centrality measures
like betweenness centrality (BC), eigenvector (EV), closeness

(CL), and weighted degree (WD), which at some point have
premises based on familiar concepts [4]–[8]. As expected,
the CLDC and MPR centrality achieved a better result than
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TABLE 6. Individuals distribution per legal status and centrality measures.

TABLE 7. Qualitative analysis of groups G3 to G5 (MRS).

the standard centralities once their ranking was based on a
multi-layered strategy.

It is essential to clarify that the absence of new nodes in
the ANN SCORE is the expected result once it represents the
normalized geometric mean of the other three metrics (BC),
eigenvector (EV), and weighted degree (WD) [19].

VII. CONCLUSION AND FUTURE WORK
This work proposes the GCMN centrality, an approach cen-
tered in groups, to find relevant nodes in scenarios described
by a multiplex network. We did the mathematical formaliza-
tion of the novel centrality using: tensorial notation, algebra
of higher order, and regular expressions (sections III-B, IV);
its algorithm complexity is O (n), demonstrating the imple-
mentation viability (subsection IV-A).

As proof of concept, we used a case study involving five
testimonies of prisoners condemned by the most massive
anti-fraud operation in Brazil’s history, called the Car Wash
Operation. According to already established centrality met-
rics, the modeling of these statements into a complex network
resulted in a ranking of most relevant nodes. The GCMN cen-
trality proved to be superior to well-known standard centrality
measures: weighted degree (WD) [8], betweenness (BW) [4],
[5], closeness (CL) [4], and eigenvector (EV) [6]; and two
multilayered centrality measure: Cross-layer degree central-
ity (CLDC) [21] and The Multiplex PageRank (MPR) [22];
in detecting denounced, defendant or convicted individuals.
This analysis was done in a segmented way by groups of
nodes—G2 toG5 —, in which the GCMN centrality showed
superior results:

• The GCMN centrality ranking achieved 90% of Preci-
sion, and 79% of Accuracy; in detecting individuals with

themost relevant legal status (MRS). The other centrality
metrics achieved inferior results in this analysis (Sub-
Section VI-A, Fig. 2);

• We used the weight (Equation 2) of a node as a crite-
rion to distribute the nodes into groups (Equation 3).
The analysis in Sub-Section VI-B showed that this was
the right choice once the degree of severity associated
with the legal status of individuals, distributed into the
groups, had consistent growth (fromG2 toG5) for all the
evaluated centrality measures (Fig. 3);

• The GCMN centrality found more novelty’s them all the
other centralities together. That means that the GCMN
reached more significant nodes not pointed by any other
centrality (Sub-Section VI-E).

• Finally, we had the analysis of the relevance per group
individually and cumulatively (Figs. 4 and 5) ways.
Regarding the most important groups (G3 to G5) of
individuals and their legal status, the GCMN centrality
could point to the most relevant individuals. The GCMN
centrality achieved a general best performance in the
cumulative analysis, both for the main groups G3 to G5
and G4 to G5, pointing the individuals with the most
severe legal status (Sub-Sections VI-C and VI-D).

As following steps, we want to apply the GCMN cen-
trality to other case studies to attest its effectiveness
and compare the centrality to other group-based centrality
measures [29]–[31], [33].
The database, scripts, analyzes, graphs, and complex net-

works that supported this work’s preparation are available at:
https://data.mendeley.com/datasets/28xd6jz46j/draft?a=
45e496ce-b8a8-4601-9ffa-c487526a6327.
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