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ABSTRACT Continuous Glucose Monitors (CGMs) provide tremendous value for diabetes detection and
management. However, their high cost and regulatory complications have prevented the widespread use of
CGMs. On the other hand, Heart Rate (HR) monitors are in wide use and growing in popularity. In this
work, we investigate the connection between HR monitor and CGM devices to find a cheaper alternative
for measuring glucose dysregulation. We recruited 550 volunteers that included healthy, type 2 diabetic,
pre-diabetic, and gestational diabetic cohorts to wear CGM and HR monitors for 10 days. Although the
physiological mechanisms underlying glucose regulation and heart rate share many commonalities, we find
that commonly used features in time series analysis yield poor correlations between CGM and HR signals.
However, by learning a joint representation between CGM and HR using Canonical Correlation Analysis
(CCA), we can learn CGM and HR features in CCA space respectively that have a statistically significant
correlation. Finding HR features that maximize the CCA objective with CGM enables us to learn about a
subject’s glucose regulatory system using an HR monitor alone and not require cumbersome CGMs. Here
we consider the detection of diabetes with heart rate monitors as a particular application. We find that CCA
representations of heart rate can serve as a proxy for using CGMs in diabetes classification.

INDEX TERMS CCA (canonical correlation analysis), diabetes, continuous glucose monitors, heart rate
monitors.

I. INTRODUCTION
Diabetes is an increasing problem worldwide globally affect-
ing 422 million adults and costing over $82b billion [8].
In the United States alone nearly 10% of the population
are diagnosed with diabetes and another 84 million are pre-
diabetic. Without intervention up to 70% of pre-diabetics
may progress to type 2 diabetes [15]. The underlying
cause of prediabetes and type 2 diabetes is the dysregu-
lation of glucose levels in the blood. Continuous Glucose
Monitors (CGMs) provide a continuous window into the
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physiological mechanism that regulates glucose in the blood
allowing patients and clinicians to make informed health
decisions.

While CGMs have shown great promise for early detection
of glucose dysregulation and cardiovascular diseases [4],
their use remains limited due to cost and limited healthcare
access. Patients with limited or no insurance will have to
pay out of pocket and CGMs have to be replaced roughly
every 10 days which adds to the cost. Unlike CGMs, Heart
Rate (HR) monitors do not require prescriptions, do not
require regular replacement, and are significantly cheaper in
cost. The underlying physiological mechanisms driving heart
rate and glucose in blood suggest that both glucose in the
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blood and heart rate values can be correlated under certain
circumstances [7], [18].

To understand the relationship between heart rate and glu-
cose regulation, we recruited 550 volunteers to wear CGM
and HR devices for 10 days. The volunteers included healthy,
pre-diabetic, type 2 diabetic, and gestational diabetic sub-
jects. Previous studies have studied CGM and HR for type
1 diabetics [3], [13]. The large dataset that we have collected
provides a unique opportunity to understand how wearable
devices capture underlying physiological mechanisms to a
broad set of cohorts. To understand the relationship between
HR and CGM, in this paper we propose a machine learning
framework to learn features from HR that correlate with
learnedCGM feature representations. Learning joint features
between HR and CGM can be used in many downstream
applications of measuring glucose regulation. As an example
downstream task, we demonstrate here using the learned
features to train a diabetes classifier from HR alone.

To find joint HR and CGM feature representations, we use
Canonical Correlation Analysis (CCA) based on a dataset
collected by volunteers wearing CGM and HR devices. With
this dataset, CCA learns joint CGM and HR latent repre-
sentations that are maximally correlated. We find that these
latent feature representations can be used to identify differ-
ent cohorts with glucose dysregulation. As a result of these
groupings, we further show that using CCA-based feature
representations can be applied in the downstream task of
diabetes classification. We train a linear classifier on the HR
CCA latent features and show accuracy degrades slightly
compared to CGM representations that use Principal Com-
ponent Analysis (PCA). Our primary contributions are:
• Collected CGM and HR data from 550 healthy, pre-
diabetic, type 2 diabetic, and gestational diabetic
volunteers

• A CCA framework for learning a joint latent representa-
tion of HR and CGM data

• Comparing how learned features are distributed amongst
different cohorts

• Showing that HR features learned with our framework
can be used for diabetes classification

In Section II we describe the CGM and HR dataset we
collected from 550 volunteers to validate our methodology.
In Section III we describe our CCA framework for extract-
ing heart rate features and training a diabetes classifier.
In Section IV we show the quantitative results of our method-
ology on the collected dataset. We also compare the diabetes
classifier we trained using our proposed latent features from
CCA against an HR alone baseline. In Section V we conclude
that our framework of collecting CGM and HR data can be
used to train ML algorithms that can learn to predict glucose
dysregulation from HR alone.

II. COLLECTING CGM AND HR DATASET
We recruited 550 volunteers to participate in a ‘‘sugar chal-
lenge": an educational opportunity for volunteers to learn
about how their food consumption and activities affect their

TABLE 1. Number of subjects and disease classifications. We later group
the data of users in ‘‘GEST’’, ‘‘PRE’’, and ’’TYPE2’’ into ‘‘unhealthy’’ group
for the analysis of the downstream task explained in Section III-C.

blood glucose levels. The participants used the health tracking
mobile application developed by January AI for this specific
study to monitor and store their heart rate, glucose, and food
logs to gain summaries and insights. The participants in the
study were shipped with a starter package that included: a
Continuous Glucose Monitor (CGM), a Heart Rate Monitor,
a glucose shot, and two bars as control meals. Once the
package arrived, participants scheduled a remote meeting
with a member of the clinical team to help them wear the
CGM, heart rate device, and activate the app to integrate the
two devices. After onboarding, over the course of 10 days
participants logged their meals and activities in the app. If and
when participants successfully completed the challenge, they
were rewarded with a $50.00 Amazon.com gift card.

Table 1 shows the number of cohorts in each cohort disease
classification with their respective age (mean and standard
deviation), Body Mass Index (BMI in kg/m2 and the mean
and standard deviation), and gender distributions. All demo-
graphics information was self-reported by participants. The
disease classifications are: healthy (no form of diabetes),
type 2 diabetes, pre-diabetes, and gestational diabetes.

III. METHODS
In this section, we describe our methodology for extract-
ing features from heart rate (HR) and continuous glucose
monitors (CGM). We then describe how we learn joint HR
and CGM latent representations using Canonical Correlation
Analysis (CCA) and apply the aggregated features for the
downstream task of diabetes classification.

A. FEATURE EXTRACTION
For each user u we represent their CGM values as the time
series xcgmu (t). Similarly, we represent the user’s HR with the
time series xhru (t). Over the course of a time window of T
minutes, we extract summary statistics commonly used in
signal processing and time series analysis to represent the
windowed time series as a feature vector. That is, for CGM
values from start time t0 to end time t0 + T , we extract D
features to represent the windowed time series as the fea-
ture vector vcgmu,t0 ∈ RD. Similarly, for heart rate during the
same window we extract features vhru,t0 ∈ RD. We extract
features using the tsfresh Python package [2]. The types
of features that are extracted include summary statistics (such
as mean, minimum, maximum), Fourier and Wavelet coeffi-
cients, amongst many others. For the full list of features see
Appendix A in [2].
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There are occasions where we have missing values in
the time window (for example, when the user has taken off
the HR device for recharging). For the cases with partially
missing values in the window, we impute the missing values
using mean imputation. However, if the entire window is
missing (for cases where the window length is small or the
device was not worn for long duration), then we discard the
entire window.

Thewindowed features in our analyses have no overlap and
we use the index t0 as a reference to the window. For example,
if the length of the window is 60 minutes, and the volunteer
wore the devices for 10 days, we have a tuple of 240 CGM
andHR feature vectors. However, some users did not wear the
devices for 10 full days and some wore the devices for even
longer than 10 days. Regardless of the number of days a user
wore the CGM and HR devices, we use data from all users
that have at least one full window of CGM and HR values.

B. JOINT FEATURE REPRESENTATION
For each feature vector tuple (vcgmu,t0 , v

hr
u,t0 ), we train embedding

functions fhr (·) and fcgm(·) that learn a joint low dimen-
sional representation (zcgmu,t0 , z

hr
u,t0 ). Our objective is to find low

dimensional CGM and HR representations that are maxi-
mally correlated in the latent space. A well-known method
for finding maximally correlated latent representations is
Canonical Correlation Analysis (CCA) [5], [10].

CCA is a statistical method employed to investigate rela-
tionships among two or more variable sets, each consisting
of at least two variables. CCA is the multivariate form of
the general linear model, which presumes that all analyses
are correlational, derive estimates by applying weights to
measured variables, and yield variance-accounted-for effect
sizes [16].

CCA is similar to Principal Component Analysis (PCA) in
that a high dimensional vector is linearly projected to a low
dimensional vector space. Whereas in PCA the low dimen-
sional mapping aims to maximize the variance of the high
dimensional dataset, in CCA the low dimensional mapping
maximizes the correlation between the CGM and HR latent
representations.

C. FEATURE AGGREGATION AND DIABETES
CLASSIFICATION
Over the duration of the study, each user will have a set
of latent feature vectors zcgmu,i and zhru,i for i ∈ 1, 2, . . .,Nu
where Nu is the total number of windows available for user u.
To have a single latent representation for a user, we take the
average of all available latent vectors for the CGM and HR
sets respectively:

z̄cgmu =
1
Nu

Nu∑
i=1

zcgmu,i (1a)

z̄hru =
1
Nu

Nu∑
i=1

zhru,i (1b)

This aggregation operation on latent features is typically
referred to as ‘‘mean pooling" in representation learning and
other aggregation operations can be considered in future work
such as in [6], [17].

The tuple (z̄cgmu , z̄hru ) can be thought of as a joint vector
representation capturing the physiological state of a user u.
As is often done in representation learning, we can evaluate
the utility of the aggregated latent representations in a down-
stream supervised task [1]. In this paper, the downstream
task we consider is diabetes classification (which has been
receiving attention in research such as [11], [12], [14]) from
heart rate data alone.

We train a binary linear logistic classifier on the aggregated
latent heart rate features z̄hru to classify if a user self-reports
as ‘‘healthy’’ or self-reports as having glucose dysregulation
(that is, self-report having either type-2 diabetes, gestational
diabetes, or prediabetes). Since we did not require volunteers
to provide us with their medical records or get a Hemoglobin
A1C test, we can only rely on self-reporting. To avoid any
confusion, we emphasize that only the demographic infor-
mation and disease class were self-reported. The CGM and
HR data were collected objectively through CGM and HR
wearable devices.

To understand how our features derived from HR compare
to CGMs, we train a classifier that uses latent features from
PCA of CGM. We compute the PCA transform for each
heart rate feature vector vcgmu,i and aggregate for each user as
done in Equation (1a). Recall that latent features from PCA
result in a subspace that maximizes the variance of the CGM
dataset. We consider the CGM-derived features to be ‘‘state-
of-the-art’’ since CGM signals are directlymeasuring glucose
and diabetes is a condition related to glucose dysregulation.
Since CCA transforms heart rate to a latent representation
that is maximally correlated with latent CGM features zcgmu,i ,
we hypothesize that the aggregated CCA features in
Equation (1b) to be also predictive of glucose symptoms.
We stress that during inference using the CCA HR features
no CGM data is used.

1) LIMITATIONS
Since we rely on self-reporting of ‘‘disease class’’, many of
the users that claim to be healthy may have glucose dysregu-
lation but have yet to be diagnosed (either because symptoms
are not showing or do not have access to adequate healthcare).
Like other studies that rely on volunteers, we are limited to the
biased sample of users that have agreed to participate andmay
not be representative of the general population. Finally, many
factors contribute to diabetes that we do not have sufficient
samples to control for. Future studies and data collection
efforts should consider these limitations.

IV. RESULTS
As discussed in Section III-B, for a given window of length T ,
we compute the CCA latent representations of HR and CGM
(zhru,i and z

cgm
u,i respectively) for each user u and each window i.
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FIGURE 1. This figure shows how the first CCA component of Heart Rate and CGM for a user varies compared to the rest of the population.
Each dot corresponds to features extracted over the course of a 3-hour window. Light blue dots are samples from all users in our dataset
and represent the distribution of the CCA components (and do not change between each subplot). Each subplot shows the overlay of the
distribution of CCA components of a randomly selected user compared to the rest of the population. Since each user occupies a specific
region of the latent CCA space, the CCA representation of CGM and HR can be used to characterize and represent the user. Horizontal axis:
HR first CCA component; Vertical axis: CGM first CCA component.

Table 2 shows how the Pearson correlation between the first
component of zhru,i and z

cgm
u,i varies as we change the window

length T . The Pearson correlation is averaged over 10 fold
cross-validation across users. A window length of 3 hours
yields the best subspace that has the most correlation.

Figure 1 shows the 3-hour time window first CCA com-
ponents for zhru,i and z

cgm
u,i for all users in light blue and for

a sample user with the orange marker. We observe that each
user occupies a specific sub-region of the latent CGM andHR
space. In Figure 2 we show the aggregation of the two CCA
components z̄hru with a time window of 3 hours as done in

Equations (1a) and (1b). Since glucose dysregulation such as
type 2 diabetes and prediabetes are defined based on glucose
in the blood, it should not be surprising that features derived
from CGM are predictive of glucose dysregulation. For this
reason, we investigate how predictive are HR features z̄hru
alone without any CGM data for glucose dysregulation.

A. DIABETES CLASSIFICATION
Section III-C describes our procedure for training a lin-
ear logistic classifier using the heart rate representation in
Equation (1b) to classify users as healthy (N = 312) or
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FIGURE 2. Aggregation of HR features as done in Equation (1b) groups users based on disease
cohort: each dot is a representation of the users using the HR CCA representation. We can see
that the HR CCA representation of users can discriminate the cohort of users between healthy
and not healthy groups.

TABLE 2. Pearson correlation of CCA features across various window
lengths.

TABLE 3. ROC AUC scores across the three scenarios. The results indicate
slight degradation of performance in the downstream task of ‘‘diabetes
classification’’ if only using HR CCA features compared to the other two
scenarios that have CGM-based features (CGM PCA and CGM+HR CCA
scenarios). Figure 4 shows the ROC curves corresponding to the
cross-validated folds presented in this table.

glucose dysregulated (users that report having type 2 dia-
betes, prediabetes, or gestational diabetes, N = 238).
As discussed at the end of Section III-C, we also compare
classifying with latent CGM features that are based on PCA.
The key distinction between training a classifier with the
PCA latent features and Equation (1a) is that latent features
zhru,i in Equation (1b) are learned to be maximally correlated
with the CGM latent features zcgmu,i according to the CCA
objective.

We also control for BMI and age as these are known to be
strong indicators of diabetes [9]. We concatenate the latent
feature vectors with the BMI and age of the user. Since
logistic regression can be sensitive to scaling, we normal-
ize each feature to be centred at zero and have unit vari-
ance. We use L2 regularization and select the regularization
strength based on nested cross-validation. We search for the
best L2 regularization penalty using grid search swept log-
arithmically between 10−10 and 1010 spaced at 50 points.
We use the scikit-learn implementation of CCA, PCA, and
logistic regression [10].

Figures 3 shows the Area Under the Receiver Operator
Characteristic Curve (AUC) as the number of components
for CCA and PCA are varied. AUC values are averaged over
5 fold cross-validation across users and the error bars indicate
one standard deviation. The scenarios that haveCGM features
on average have higher AUC than using the CCA-derived HR
features. This is to be expected and thought to perform better
and in the case of CGM+HR features be as an upper-bound
since it benefits from both HR features and CGM features that
are directly measuring glucose and glucose dysregulation is
directly related to diabetes. We see however when using less
than 5 components, the accuracy in diabetes detection for the
CGM-only scenario is worse than usingHR. This suggests the
top components in CGM while capturing maximal variance,
are not adequate in the downstream task of diabetes classifi-
cation. However, as we increase the number of components
in the PCA CGM features, we see a significant increase as
expected.

In Figure 4 we show the Receiver Operator Characteris-
tic Curves for each fold for three scenarios: HR CCA fea-
tures (using 2 components), HR+CGM CCA features (using
2 components), and the CGMPCA features (using 10 compo-
nents). As can be seen from the figure, for 3 out of 5 folds the
ROCs for CGMPCA and HRCCA are similar. Also, for 4 out
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FIGURE 3. Comparing the AUC of three scenarios where there are: 1) HR
features with a varying number of CCA components, 2) HR+CGM features
with a varying number of CCA components, and 3) CGM features with
varying number of PCA components. The orange curve does not use any
CGM data for diabetes classification; it instead relies on the heart rate
features that we have learned according to Equation (1b). For diabetes
classification, we expect scenarios with CGM-derived features to perform
better since the features are measuring glucose directly. Although
CGM-derived features have much higher AUC for diabetes classification
as expected, we see that features derived from HR can also become close
in terms of accuracy.

FIGURE 4. Comparing the ROC curves of three scenarios where there are:
1) HR features with a varying number of CCA components, 2) HR+CGM
features with a varying number of CCA components, and 3) CGM features
with varying number of PCA components. The orange curves are based on
features derived from HR according to Equation (1b) whereas the blue
curves are using CGM features, and the black curves are using both CGM
and HR (CCA) features. Since CGM features are directly measuring glucose
dysregulation, we expect better performance. However, the HR-derived
features show there is a slight degradation in performance. Table 3
provides a numerical comparison of ROC AUC scores.

of 5 folds, the ROCs for the CGM+HR scenario outperform
the other two scenarios.

Also, Figure 5 indicates the AUC Precision-Recall Curves
for each fold for three scenarios: HR CCA features (using
2 components), HR+CGM CCA features (using 2 compo-
nents), and the CGM PCA features (using 10 components).
As can be seen from the figure, the AUCs for CGM PCA and
HR CCA are similar for three of the cases. Also, for 4 out
of 5 folds, the ROCs for the CGM+HR scenario outperform
the HR CCA scenario and for 3 out of 5 folds outperform the
CGM PCA scenario.

We stress that the CGM features - as our observations
shown in Figures 4 and 5 confirm - for diabetes classification

FIGURE 5. Comparing the AUC precision-recall curves of three scenarios
where there are: 1) HR features with a varying number of CCA
components, 2) HR+CGM features with a varying number of
CCA components, and 3) CGM features with varying number of PCA
components. The orange curves are based on features derived from HR
according to Equation (1b) whereas the blue curves are using CGM
features, and the black curves are using both CGM and HR (CCA) features.
Since CGM features are directly measuring glucose dysregulation,
we expect better performance. However, the HR-derived features show
there is a slight degradation in performance.

is an upper-bound for diabetes classification using wearable
devices since CGMs are measuring glucose directly. We see,
however, the HR features that we have learned have a slight
degradation in terms of accuracy.

V. CONCLUSION
The growing ubiquity of heart rate monitors provides unique
opportunities for consumers to manage exercise and activity
habits. We provide a methodology for expanding the utility
of heart rate data to diabetes detection for patients and health-
care providers.While CGMs are the ideal wearable device for
glucose monitoring, our study suggests that machine learning
can be used to adapt HRmonitors to be an alternative in cases
where CGM availability is limited.
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