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ABSTRACT Cyber-physical systems and the Internet of things (IoT) are becoming an integral part of the
digital society. The use of IoT services improves human life in many ways. Protection against cyber threats is
an utmost important prospect of IoT devices operation. Malicious activities lead to confidential data leakage
and incorrect performance of devices becomes critical. Therefore, development of effective solutions that
can protect both IoT devices data and data exchange networks turns in to a real challenge. This study provides
a critical analysis of the feasibility of using blockchain technology to protect constrained IoT devices data,
justifies the choice of Practical Byzantine Fault Tolerance (PBFT) consensus algorithm for implementation
on such devices, and simulates the main distributed ledger scenarios using PBFT. In this paper we investigate
typical IoT network scenarios that can disrupt system performance. To ensure the adequacy of the models
under study, we have analyzed the characteristics of real constrained IoT devices in terms of computing power
and data rate. The simulation results demonstrate efficiency of the blockchain technology for constrained
devices and make it possible to evaluate applicability limits of the chosen consensus algorithm.

INDEX TERMS Blockchain, consensus algorithm, constrained devices, Internet of Things, practical
Byzantine fault tolerance.

I. INTRODUCTION
Smart devices are the part and parcel of the Internet of
Things (IoT) in today’s world, occupying an important place
in people’s lives. The rapid development of digital electron-
ics, sensors, and communication systems has made it possible
to create multifunctional smart devices that are propelling
humanity towards a qualitative transition from the era of
industrial progress to a new cybernetic era of development.
People use a range of devices capable of storing and pro-
cessing information and ready to integrate and interact with
other devices. The functioning and integration of different
IoT devices requires the development of large distributed
systems for information transmission and storage. Distributed
networks are necessary for data protection, collecting a large
amount of data from a variety of decentralized sources and
transferring them to data centers for processing [1]–[3].
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Blockchain technology is an effective solution to the
problem of collecting, transferring, storing, and protecting
IoT devices data. This technology has received more atten-
tion in recent years [4]–[6], due to its inherent properties
of immutability and decentralization. Currently, blockchain
technology has been researched and applied in various fields,
such as the financial sector [7], e-health [8], access con-
trol [9], the Internet of vehicles (IoV) [10], the industrial
IoT [11], and many others.

However, the development of high-performance blockchain
solutions for constrained IoT devices is extremely chal-
lenging. The main distinguishing feature of IoT devices
as opposed to other areas is the limitations on computing
resources and the amount of memory, as well as strict require-
ments for energy saving. This imposes limits on the available
computational complexity, which makes it difficult to apply
classical consensus algorithms.

Based on the foregoing, this work analyses the blockchain
technology applicability for constrained IoT devices and
search for an effective consensus algorithm for them.
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In this paper we provide the following contributions:
• We review applied blockchain solutions based on dif-

ferent consensus algorithms and argue the effectiveness of
the PBFT consensus algorithm for its implementation on
constrained IoT devices.

• We simulate key distributed ledger scenarios using
the PBFT and evaluate the blockchain system performance.
We investigate typical IoT network scenarios that can disrupt
system performance. To ensure the adequacy of the models
under study, we have analyzed the characteristics of real
constrained IoT devices in terms of computing power and
data rate.

• Based on the simulation results, we discuss the limits
of applicability of the PBFT when developing a distributed
ledger on constrained IoT devices.

•We identify the most promising applications of the PBFT
consensus algorithm for IoT systems.

The remainder of this paper is organized as follows.
Section 2 describes blockchain technology and the main
consensus algorithms. Section 3 justifies the choice of the
PBFT consensus algorithm to study its applicability in IoT
device networks. Section 4 describes research methods and
presents simulation details. Section 5 contains the results of
experiments and their discussion. The Conclusion summa-
rizes, indicating the directions for future research.

II. BACKGROUND AND RELATED WORK
A. BLOCKCHAIN TECHNOLOGY
Blockchain technology was created in 2008 by Satoshi
Nakamoto [12]. Blockchain is a decentralized technology that
allows us to ensure the integrity of a distributed database that
stores information about all transactions of system partici-
pants, without the participation of a trusted center. Transac-
tions refer to some actions from a certain list, performed on
tangible or intangible assets owned by users of the system.
The transactions information is combined into blocks, which
are chained together through hashing. Fig. 1 illustrates the
general architecture of blockchain systems.

A special algorithm called the consensus algorithm is used
to distribute identical copies of blocks between all system
participants. It aims to make compromising blockchains a
difficult task for a potential attacker [13]. The consensus
algorithm is a mechanism for reaching agreement between
network users, each of whom is interested only in personal
gain and has no reason to trust all other participants [14], [15].
In other words, it is the way which the network nodes use to
reach agreement on the order and composition of the stored
data about the transactions they make. The consensus algo-
rithm is a crucial part of a blockchain technology. It defines
the architecture of the entire system and the order of inter-
action of network nodes. Different consensus algorithms can
vary significantly in computational complexity and hardware
requirements.

Recently, many authors have been actively investigat-
ing the blockchain technology implementation in a variety

FIGURE 1. The general architecture of blockchain systems.

of areas, such as telemedicine [16], energy [17], supply
chain tracking [18], and forensics [19]. The effectiveness of
blockchain technology application in a specific area directly
depends on the chosen consensus mechanism. Therefore,
the study of the applicability of blockchain technology to a
specific applied problem actually means choosing the most
appropriate consensus algorithm and evaluating its perfor-
mance indicators.

The following is an overview of studies in which
blockchain technology is applied to solve data protection
problems in different areas. These works are grouped in
accordance with the consensus algorithms used in blockchain
systems.

B. PROOF OF WORK
The Proof of Work (PoW) consensus algorithm is one of the
first algorithms to reach agreement in blockchain system [20].
The nodes of the PoW blockchain network compete for the
right to add a new block to the ledger. To do this, they solve
hard computational problems, and the solution correctness is
easily verifiable. This protects the ledger from attempts to
modify it. However, the disadvantage is an excessive energy
consumption. Blockchain developers in various application
areas opt to the PoW algorithm.

In [21], a blockchain based on the PoW consensus algo-
rithm is used in a decentralized system for government ten-
ders. The proposed system architecture allows for control
access to network nodes data based on authentication, ensur-
ing transparency and security of the computing infrastructure
for the implementation of government schemes and policies.
The study [22] presents a blockchain protocol for IoV, using
a dynamic PoW consensus algorithm. The protocol combines
the use of smart contracts and physical unclonable func-
tions to ensure trust in an IoV environment. The article [23]
proposes a decentralized patient authentication system in a
distributed network of hospitals using a blockchain. To reduce
the authentication time and computational load, PoW and the
addition of new blocks to the blockchain are performed only
on devices that do not have significant energy and power
limitations. The paper [24] describes the blockchain solution
for providing the supply chain traceability for the textile
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and clothing industry using smart contract technology. The
proposed solution is demonstrated by the example of trace-
ability of organic cotton where PoW acts as the implemented
consensus algorithm.

C. PROOF OF STAKE
The Proof of Stake (PoS) consensus algorithm is the most
common alternative to the PoW algorithm [25]. PoS was
developed to overcome some of the challenges faced by PoW.
First of all, this refers to reducing energy consumption,
which is excessive for PoW. The main idea of PoS is a
pseudo-random selection of nodes to generate the next block,
depending on the share of units (tokens) owned by the node,
as well as on its activity. The computational power of a node
does not affect the ability of this node to generate a block.

The authors of [26] investigate the effectiveness of PoS
for the blockchain-based intrusion detection systems and
propose several modifications. The study [27] proposes a
validation control mechanism for Vehicular Ad-Hoc Net-
works (VANETs) using PoS. It allows us to decide whether
to perform validation locally or move it to the edge or cloud
infrastructure. In [28], the authors present a security data col-
lection system forMobile AdHoc Networks. A feature of this
work is the focus on providing incentives for all participating
nodes. The authors of [29] propose a blockchain system
model based on Ethereum with a PoS consensus mechanism
to ensure secure communication between drones and users for
collecting and transmitting data within the Internet of Drones
environment.

D. DELEGATED PROOF OF STAKE
The Delegated Proof of Stake (DPoS) consensus algorithm
further develops PoS ideas and at the same time is more
efficient. The basic principle of DPoS is to select nodes
for generating new blocks and maintain a distributed ledger
through voting. These nodes are called delegates. The rank of
each candidate to become delegate is determined based on the
number of units owned by the nodes that voted for it. A list
of delegates is formed from the nodes for which the largest
number of participants voted. Delegates generate blocks for
some time. After that, the vote is repeated, and the list of
delegates is updated [30].

This algorithm appeared later than PoW and PoS, so fewer
DPoS-based blockchain systems have been developed and
researched by now. For example, the paper [31] describes a
blockchain-based solution for transparent and secure mainte-
nance of a digital register of land assets; in turn, the authors
of [32] present a low-latency secure authentication model for
drones in smart cities. They use modified DPoS for drones as
a consensus algorithm that does not require re-authentication
and can decrease the number of nodes for the authentication
process.

E. PRACTICAL BYZANTINE FAULT TOLERANCE
The Practical Byzantine Fault Tolerance (PBFT) consensus
algorithm [33] was originally developed as a mechanism to

ensure the integrity of a distributed network. According to this
algorithm, all nodes must participate in the voting process to
add the next block. A two-thirds majority is required to reach
consensus. PBFT algorithm exchanges messages between
nodes quite intensively to ensure the network integrity. A lot
of PBFT modifications have also been developed so far.
For example, Delegated BFT differs from PBFT in that not
all nodes participate in the voting process, but only some
delegates. Simplified BFT is a Byzantine fault tolerance algo-
rithm inwhich one validator creates and proposes a new block
of transactions.

PBFT is a common solution for integrating blockchain
technology and VANETs. For example, [34] proposes a
blockchain architecture aimed at combating vulnerabilities to
the so-called illusion attacks associated with false messages.
For this, an intelligent selection of nodes participating in
the consensus process is used. In [35], the authors propose
a Proof of Driving protocol using PBFT, to randomize the
selection of honest miners for the efficient generation of the
blocks for blockchain-based VANET applications. Several
more examples of such studies are presented in [36], [37].
In [38], it is proposed to use the concurrent PBFT consensus
mechanism to solve the problem of the fast node expansion
in the supply chain. At the same time, the authors propose
to classify peers in the supply chain into several clusters
using transaction analysis. Studies [39], [40] use the PBFT
consensus algorithm in blockchain-based audit systems. The
authors of [40] point out that the choice of the consensus
algorithm affects the security of the proposed system. In their
study, they use PBFT due to its high throughput and low
latency.

F. OTHER CONSENSUS ALGORITHMS
We have analyzed the most common consensus algorithms
in practice. A detailed overview of existing consensus algo-
rithms is beyond the scope of this study. However, it should
be noted that there are many such algorithms, and new ones
are being actively developed.

For example, paper [41] presents a blockchain-based
distributed carbon Emission Trading System. The authors
propose the Delegated Proof of Reputation consensus mech-
anism. It considers the reputation of the participants in the
system, which is determined by their contribution to reduc-
tion of carbon emissions. Study [42] offers an original solu-
tion for balancing customer flow in shopping mall scenarios
without expensive floor plan changes. The authors propose
a blockchain-based diversion model for which they use a
cascading consensus protocol inspired by MSig-BFT [43]
and a mode of ‘‘execute-order-validate’’ in Hyperledger Fab-
ric. In [44], the Proof of Virtual Voting consensus mech-
anism [45] is used for the blockchain-based crowdfunding
platform. It assigns votes to developers based on mathe-
matical calculations. The paper [46] proposes a blockchain
architecture for industrial IoT devices based on a lightweight
hash function and a synergistic multiple proof consensus
mechanism. Another lightweight solution for the Industrial
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IoT is presented in [46]. The authors propose to use an
energy-efficient Proof of Authentication consensus mecha-
nism. Study [47] proposes a consensus scheme, dependent
on WiFi technology, suitable for constrained devices.

Review papers detailing the state of the art in the develop-
ment of consensus mechanisms can be found in [48]–[50].

III. CHOOSING A CONSENSUS ALGORITHM FOR
IOT DEVICES
We have demonstrated a variety of applications that use
blockchain technology. Many of those have own specifics,
which shall be considered when developing a complex
blockchain solution. As noted earlier, the choice of a con-
sensus algorithm is an important task. Correct choice of
consensus algorithm determines effectiveness of developed
architecture in many cases.

A promising direction is development of secure fault-
tolerant trusted cyber-physical systems based on the
blockchain. An important challenge of development of such
systems is convenience and pace, since the benefit from their
implementation directly depends on the time and financial
cost. The main issues are in limited computational resources
of IoT devices and the strict requirements for power con-
sumption. The classic PoW algorithm is not suitable for
solving this problem due to its high resource consumption and
dependence on the mining equipment performance. PoS and
DPoS security is based on the fact that the node has a certain
number of units (tokens), so the node is interested in preserv-
ing and increasing this number. This interest guarantees the
correct behavior of the node, but at the same time contributes
to the possibility of network centralization. Some consensus
algorithms are designed to solve a specific problem, so their
use for this problem is highly effective. However, such con-
sensus mechanisms are mostly not universal and cannot be
practically used by a wide range of developers.

PBFT does not need high computing resources to reach
consensus, so it can be used for constrained devices.
PBFT has a fairly simple architecture that is easy to imple-
ment. This makes this consensus algorithm attractive for
the rapid development of applied blockchain solutions. It is
often used by various researchers when designing blockchain
architectures for different tasks, but not all studies have a
detailed justification for this choice. Also, it should be noted
that the general research trend in this area is focused on the
development of new consensus algorithms, and insufficient
attention is paid to the study of the applicability of known
algorithms in new areas. Therefore, in this paper, we present
a study of the applicability of PBFT for IoT devices. The
obtained results can be useful for researchers and developers
of blockchain systems for IoT devices to assess the new
proposed solutions effectiveness.

IV. RESEARCH METHODS AND SIMULATION DETAILS
Two main approaches can be used to evaluate the effective-
ness of consensus algorithms and blockchain architectures
based on them. The first option is to use the methods of

mathematical statistics to analyze the data of a real
blockchain system. This option is possible if the solution is
implemented in the form of a large blockchain system that
collects statistics of its work for a long time and provides it to
researchers. The advantage of this approach is the ability to
study real data, not modeled one. However, this approach is
only suitable for a very limited range of blockchain systems
such as cryptocurrency systems. In addition, when it comes
to evaluating the blockchain solution applicability for specific
application areas, it is obvious that there are usually no imple-
mentations available for research.

An alternative approach is a computational experiment.
To implement this approach, a simulation environment is
needed which provides specific conditions of the applied
problem. To do this, it is necessary to implement a software
simulator system with a common interface for the tested
algorithms, or use ready-made software solution [51], [52].
The advantage of this approach is the ability to consider all the
features of the blockchain system, as well as to trace in detail
the behavior of various consensus algorithms in situations
specific to this system. It should be noted that this approach is
good for research purposes, but in practice, when developing
new blockchain architectures, the use of this approach is asso-
ciated with certain difficulties. A test environment design for
simulating algorithms is a time-consuming and costly task,
which complicates the transition to the direct development
and implementation of a blockchain system. At the same
time, the use of third-party software is not always possible,
since often such simulators are designed to analyze a limited
set of algorithms.

In this study, in order to evaluate the applicability of PBFT
to IoT devices, we carry out a number of computational exper-
iments. To do this, it is necessary to use software that most
accurately simulates the real work of the blockchain technol-
ogy. We have developed a simulator that exactly implements
the original protocol described by the authors in [33].

Fig. 2 shows the model of the simulated network. Nodes
are all connected to each other, i.e. the network is fully
connected. The number of nodes depends on the conditions
of a particular experiment. Every node consists of two logical
entities: the node of the blockchain network itself and the
client of this network. Both entities send data to the network
in uniform packets and indicate a single sender ID for each
packet. Thus, at the network level, these entities are perceived
a single instance, similar to one socket in a real device.

To ensure the adequacy of the models under study, we have
analyzed the characteristics of real constrained IoT devices in
terms of computing power and data rate. Data rate is primarily
determined by the Ethernet controller and the microcontroller
unit (MCU). Available mass IoT devices primarily use the
following basic hardware options:

1. AVR or STM8 series 8-bit MCU and Ethernet
controller ENC28J60.

8-bit microcontrollers do not have a built-in Ethernet con-
troller, so an external controller is required to provide network
access. Such a combination of MCU and Ethernet controller
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FIGURE 2. The model of the simulated network.

allows sending data at rate of up to 10 Mbps and processing
a small amount of information. This is mainly used to collect
data from various sensors and process them in a simple way.
The operating frequency of the MCU is up to 32 MHz for
AVR and 24 MHz for STM8. If the ENC28J60 controller is
replaced with a W5200 / W5500, the bandwidth and buffer
size will increase, but there will not be a significant increase
in data rate.

2. 32-bit microcontrollers (ST or NXP) with physical
Ethernet interface.

The use of modern high-performance MCUs such as ST
STM32 or NXP LPC series ones allows achieving high data
rates up to 100 Mbps. The clock frequency varies quite
widely, ranging from 72 MHz to 480 MHz, providing a
performance of 61 - 1327 DMIPS.

3. ESP32 series systems-on-a-chip (SoC).
The ESP32 SoC contains low-bandwidth wireless commu-

nication interfaces such as Wi-Fi and Bluetooth. SoC clock
frequency can range from 160 MHz to 240 MHz, and peak
performance is 600 DMIPS, which is nearly equivalent to the
IBM System / 370 Model 158.

For the experimental studies, we focused on typical scenar-
ios that usually disrupt the IoT system performance:

• Increase in the number of nodes. As an IoT system
functions and develops, the number of IoT devices in the net-
work can increase. It is expected that the consensus algorithm
provides stable operation in this case.

• Failure of nodes. When developing blockchain solutions
for IoT systems, it is necessary to take into account the
network nodes failing. The failure of the hardware of some
devices must not lead to a malfunction of the whole system.

• Latency increase. The latency is associated with the
characteristics of devices and network infrastructure, high
network load, etc. It is important to investigate its effect on
the system performance.

Thus, to evaluate the consensus algorithm effectiveness,
it is necessary to investigate how different IoT scenarios affect

the number of blocks that form a distributed ledger. The
block size and the block generation rate are also important
characteristics of the consensus algorithm.

Therefore, to comprehensively assess the applicability
of PBFT for IoT devices, the following experiments were
performed:

• study of the influence of block size on the system perfor-
mance for a different number of nodes;

• assessment of the influence of the block generation rate
on the consensus algorithm efficiency for a different number
of nodes;

• study of the influence of the latency on the consensus
algorithm efficiency for different latency distributions.

In the next section, we demonstrate and discuss the results
of these experiments.

V. EXPERIMENTAL RESULTS AND DISCUSSION
This section presents the results of simulating different sce-
narios of constrained devices network. We simulated the
networks of different node numbers to evaluate the effec-
tiveness of the PBFT consensus blockchain application for
IoT devices.

The network operation was simulated for the same time
(30 minutes) with recording of the number of committed
blocks at a regular interval (every minute) for all experiments.

The structure of the data packet is described in Table 1.
The system uses a uniform data packet format for all types
of messages. Depending on the type of messages, the nodes
use the required fields and ignore the rest ones. For example,
the hash value of a message within the protocol is 32 bytes,
but if the message contains a transaction, the size of this field
is 0. Sender ID and Recipient ID are fields of the lower layer
protocol responsible for packet delivery. They are used only
by the network manager, not by the nodes themselves. The
ECDSA is used to implement the electronic signature.

Fig. 3 shows the number of committed blocks per minute
for a different block size. Each figure demonstrates experi-
mental results for a network of 5, 10, 15, 20, and 25 nodes,
respectively. The number of transactions in a block varies
from 5 to 50.

Fig. 3a-3c demonstrate an increase in the maximum num-
ber of committed blocks, and Fig. 3d-3e show a decrease
in their number. An increase in the number of nodes and
in the amount of generated data leads to an increase in
the network load, as a result of which the network per-
formance decreases. For a network of 20 (Fig. 3d) nodes,
more blocks of 10 transactions than blocks of 5 transactions
were committed during the simulation. Better performance
is observed when committing 20-30 transactions to a block
than when committing 5-10 transactions to a block for the
network of 25 nodes (Fig. 3e). The frequency of generating
new blocks is inversely proportional to the block size if a
small block size and a constant transaction generation period
are used. Increasing in the frequency of block generation
leads to increasing in the number of messages within the
protocol, most of which are sent from each node to all others.
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FIGURE 3. Block committed per minute with different size of blocks for: (a) 5 nodes; (b) 10 nodes; (c) 15 nodes; (d) 20 nodes; (e) 25 nodes.

As a result, the network becomes overloaded with packets,
which reduces performance and leads to a decrease in the

number of committed blocks. The experiment shows that
the number of transactions in a block is a parameter that
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TABLE 1. The structure of the data packet.

nonlinearly affects the performance of a network with a vari-
able number of nodes.

The results were obtained under simplified conditions that
do not account the limitations on the device buffer size.
Fig. 3a-3e illustrate the general trend. To assess the efficiency
of the PBFT blockchain in the most realistic conditions, it is
necessary to account that the hardware capabilities of the
network interfaces of end devices are limited. This means
that some of data may be lost during the operation of the
network. The protocol under study provides the transmission
of repeated requests to commit the block in case of data loss.
Increasing the number of requests decreases payload share
on the network. Therefore, the functionality of the network
can be determined through the number of repeated requests
for block committing. A large number of repeated requests
indicates that new blocks are not being committed, and in
fact the network is not functioning. Therefore, in order to
assess the impact of the number of transactions in a block
on system performance, we also examined how the block
size affects the number of repeated requests to commit the
block. We varied the number of nodes in the network and
the number of transactions in the block, and measured the
average number of repeated requests to commit the block
sent by the nodes. The result of the experiment is illustrated
in Fig. 4.

For clarity, the maximum number of repeated requests that
can theoretically be achieved by one end device within the
framework of this experiment is shown in Fig. 4 with a dotted
line. Since the total simulation time is 30 minutes, and a
retry request is sent once every 10 seconds, if necessary,
the maximum number of retry requests is 180.

The experimental results show that increasing the number
of transactions in a block decreases the number of repeated
requests. However, with an increase in the number of nodes,
this decrease occurs with a larger block size. Implementing a
larger block size reduces the number of blocks in the system
and the load on the network, so each block is committed
faster on average. With an increase in the number of nodes,
the number of blocks increases, as a result the number of
repeated requests also increases.

FIGURE 4. The number of repeated requests to commit a block for
different node numbers.

During the simulation, we evaluated the effect of the block
generation rate on the network efficiency for a different
number of nodes. We measured the number of committed
blocks for different data generation period. The correspond-
ing graphs are shown in Fig. 5. Each graph corresponds to
one of the sizes of the simulated network.

The results of the experiment allow us to conclude that an
increase in the data generation period leads to a decrease in
the number of committed blocks if the network consists of
a small number of nodes. The graphs in Fig. 5a and 5b are
almost the same due to the small number of transactions gen-
erated by the nodes. In Fig. 5c, we can see a slight increase in
the values as a result of the increased transaction flow. Fig. 5d
and 5e also show a gradual increase in the number of commit-
ted blocks for a similar reason. The best result was achieved
with the data generation period of 5 seconds on a network
of 20 nodes (Fig. 5d). The transactions generating rate allows
nodes not to stand idle, but it is not high enough to overload
the network. Increasing the network size to 25 nodes produces
an effect similar to that seen in Fig. 3e and 3d. The line that
previously corresponded to the highest number of committed
blocks goes lower. Fig. 5e shows that the best performance is
now observed for a period of 10 seconds instead of 5 seconds.
This is due to the increase in network load caused by too
intensive generation of transactions. Fig. 3 and 5 allow us to
conclude that in a network with a large number of nodes, one
needs to choose a larger block size and data generation period
in order to avoid network to become overload.

Delay in data transmission is common in practice. It can
be caused by various reasons related to the characteristics of
the devices and network configuration, or disruption to the
network. In our study, we assessed the impact of latency on
the performance of a blockchain with the PBFT consensus
algorithm. We simulated incoming data packet processing
latency. As part of the experiment, time delays were artifi-
cially introduced for processing an incoming message by a
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FIGURE 5. Block committed per minute with different data generation period for: (a) 5 nodes; (b) 10 nodes; (c) 15 nodes; (d) 20 nodes;
(e) 25 nodes.
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FIGURE 6. Block committed per minute for (a) uniform; (b) normal; (c) exponential latency distribution.

node.We considered uniform, normal, and exponential distri-
butions of latency. After node received a message, a random
number (delay time) is generated according to the selected
distribution. After waiting for the generated amount of time,
a node begins processing the input.

The experimental results are shown in Fig. 6. Each fig-
ure shows a group of graphs of the dependence of the commit-
ted blocks number on time for different average delay times.
The latency increasing negatively affects the efficiency of
the blockchain. Fig. 6a shows a small number of commited
blocks. This is due to the equal probability of delays in the
generation of transactions. In Fig. 6b and 6c, the graphs do
not differ significantly, since high latency is unlikely, and
low to medium latency does not significantly affect system
performance.

Based on the results of the experiments, we can note
the good performance of PBFT. The study of the depen-
dence of the number of committed blocks on the block size

showed that it is advisable to choose the block size consisting
of 5-20 transactions. Another experiment, taking into account
the limitation on the buffer size of the end devices, showed a
similar result. The generation period, equal to 5-10 seconds,
made it possible to add more blocks to the blockchain during
the simulation than the longer generation period. It was also
found that the number of committed blocks does not depend
on the distribution of the delay time, but only on the average
value of the delay. Increased latency negatively affects net-
work performance.

Modern self-contained, battery-powered MCU-based
devices are characterized by limitations in comput-
ing power, power consumption, memory, and band-
width. This makes the development of distributed IoT
systems challenging. The simulation results show that
the PBFT algorithm performs well under these con-
straints. This makes it applicable for constrained device
systems.
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Based on the results of the network simulation, we also
estimated the maximum number of devices with which PBFT
can function. It is primarily determined by the throughput
of the devices communication channel, the number of ver-
ification devices (nodes), and their computing power. The
load from each node was recorded during the simulation. The
load was about 85% with 25 operating nodes, and it was
about 90% with 30 nodes. To simulate constrained devices
like electronic implants, we reduced the packet length to
128 bits. This showed that the load was in the order of 45%
with 30 devices. A further increase in the number of nodes
led to an almost linear relationship. Interpolating the obtained
dependencies, we can conclude that the maximum number of
devices under these conditions is 70 units.

Low power consumption is one of the distinguishing
features of PBFT. Considering this feature and the results
of experiments, we provide examples of the most suitable
applications for PBFT. What they have in common are the
self-contained devices and the small scale of the network.

A. IMPLANTABLE MEDICAL DEVICES
Electronic implants are devices consisting of microelectron-
ics, power supply and communication systems. These devices
are implanted into the human body and operate for a long
time in an autonomous way, which requires maximum energy
savings. According to the principle of operation, implants are
divided into permanently functioning and functioning for a
short time and spending the rest of the time in standby mode.
The average operating time of an invasive implant is from
5 years to 14 years, the average operating time of a non-
invasive implant is from 14 days to 3 months.

B. SELF-CONTAINED TELEMEDICINE DEVICES
This group of devices includes such devices as plethysmo-
graphs, devices for determining a person’s spatial orientation
and systems for recording heart rate. These devices are char-
acterized by autonomous operation, but the requirements for
energy savings are less stringent than in the case of implanted
devices. The task of these devices is to collect data within
a given time. If the power supply is discharged, it can be
recharged. The average life of such devices from a power
source is from one hour to a month. The devices can function
both in hospitals and outside. In a hospital environment,
the device communicates directly with other devices and the
hospital network. In the case of work outside the hospital,
data exchange is carried out over a radio channel.

C. SELF-CONTAINED DEVICES FOR COLLECTING AND
PROCESSING DATA FOR THE IOT AND
THE INDUSTRIAL IOT
These devices operate in a pulsed autonomous mode for a
long time, which usually ranges from 3 to 5 years. Most of
the time the devices are in standby mode, data collection
occurs at specified time intervals. The number of devices can
vary greatly depending on the application. The distributed
ledger system for data collection has a throughput in the range

from 50 kbps to 10 Mbps. The transmission delay time is
determined primarily by the MCU and the driver used.

Thus, the PBFT consensus algorithm is suitable for a wide
range of IoT systems. Good performance combined with
low resource consumption make this consensus algorithm
applicable for constrained devices in various fields.

VI. CONCLUSION
Currently, the use of IoT devices is becoming more
widespread. The integration of IoT and blockchain technolo-
gies is a promising research and development area. An impor-
tant aspect of the blockchain schemes development is the
choice of a consensus algorithm for a specific application
area. In this study, we focus on the impact of the consen-
sus algorithm on the performance of a blockchain system.
We analyzed the applicability of the PBFT consensus algo-
rithm to constrained IoT devices. To do this, we developed
a simulation tool and performed a series of computational
experiments to evaluate the effectiveness of PBFT in typ-
ical IoT scenarios. We investigated the dependence of the
committed blocks number on the block size, data generation
period and incoming data packet processing latency. Exper-
iments show good PBFT performance for networks with a
small number of nodes with a block size of 5-20 transactions
and a data generation period of 5-10 seconds. Based on the
simulation results, we estimated the maximum number of
constrained devices in a PBFT-based blockchain system. This
consensus algorithm allows for high performance for net-
works up to 70 nodes. This makes PBFT applicable to many
types of IoT systems such as implanted medical devices,
self-contained telemedicine devices, and small-scale systems
of self-contained data collection and processing devices.

In our further work we plan to implement a network infras-
tructure using real constrained devices for a detailed study of
the applicability of PBFT in this area in practice.
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