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ABSTRACT The ultra-short base line (USBL) is a widely used technique in achieving the underwater acous-
tic localization (UWAL). Aimed at increasing the localization precision, we propose a three-dimensional
(3-D) USBL based UWAL method utilizing the modified Newton algorithm. Firstly, a modified Newton
algorithm is proposed by introducing the singular value factor to address the non-convergence problem,
which dramatically deteriorate the localization precision in the traditional Newton algorithm. Secondly,
a localization node selection algorithm is presented to optimize the localization precision and reduce
the computational burden. Moreover, the localization precision analysis is implemented to evaluate the
theoretical performance of the method. Finally, simulation and lake trial results prove the effectiveness of
the method.

INDEX TERMS Underwater acoustic localization (UWAL), ultra short base line (USBL), direction of
arrival (DOA), Newton algorithm.

I. INTRODUCTION
Underwater localization is widely used in underwater
active/passive detection, autonomous underwater vehicle
docking, underwater monitoring, and plays an important
role in sea exploration. The existing underwater localiza-
tion system mainly includes the underwater acoustic local-
ization (UWAL) system and the underwater optical/wireless
localization networks [1]–[4]. Since the propagation loss of
the acoustic signal is much lower than that of the optic signal
or the wireless signal in the water, the UWAL is the most
effective way to achieve the long-range underwater localiza-
tion [5]–[8].

According to the information used, most of the UWAL
methods can be divided into two categories, that is the
long baseline (LBL) localization method and the ultra-short
base line (USBL) localization method. The LBL localiza-
tion method measures the time of arrival (TOA) of the
acoustic signal, calculates the range information between the
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localization nodes and the target, and solves the target’s
coordinate based on the range information. In the last decade,
manymethods have been proposed for the LBL basedUWAL,
addressing the practical problems in real scene. Stratification
effect is a severe problem in deep sea, Zhang et al. [9]
employ the Gauss-Newton algorithm based UWALmethod to
solve the problem and achieves a joint estimation of the time
synchronization and localization. Jamalabdollahi and Zeka-
vat [10] propose an effective ranging approach considering
the nonhomogeneous media consisting of frequency disper-
sive sub-media. Li et al. [11] apply a Bayesian inference algo-
rithm to compensate the underwater vehicle’s motion during
the interrogation-reception time interval. Thomson et al. [12]
present a linearized Bayesian inversion algorithm, which
has a high robustness against node’s position measure-
ment noise and sound speed measurement noise. Utilizing
the single-input-multiple-output (SIMO) model, Sun [13]
achieves the simultaneous UWAL of a group autonomous
underwater vehicle (AUV) based on single beacon, and
develops the second-order time different of arrival algo-
rithm to compensate the drifted signal period of the black
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box [14], [15], which can be applied in searching the sunken
airplane.

On the other hand, the USBL based UWAL methods esti-
mate the direction of arrival (DOA) information utilizing a
sensors’ array and solve the target’s position utilizing the
DOA information obtained from several localization nodes.
The recent improvement of the USBL based UWAL meth-
ods concentrates on increasing the DOA estimation accuracy
to improve the localization precision. Ma et al. [16] and
Zheng et al. [17] propose a Bayesian learning algorithm,
which increase the DOAmeasurement precision in impulsive
noise environments. Varanasi et al. [18] address the near
field DOA estimation via introducing the signal invariant and
direction independent spherical harmonic features. Hefner
and Dzikowicz develop a spiral wave front beacon, which has
a high robustness in multipath environments where reflected
or channeled rays are present [19], [20]. Combing the coher-
ent signal subspace processing and compressed sensing the-
ory, Li et al. achieve the DOA estimation for wideband weak
targets [21] and quantify the pseudo-peaks in the DOA esti-
mation and gives a detection threshold selection algorithm
to improve the estimation precision [22]. Compared with
the LBL based UWAL methods, the USBL based UWAL
methods need a more complex hardware and software design
but bring two advantages. 1) The methods do not rely on the
pulse signal, and hence can achieve the passive moving target
detection utilizing the sailing noise. 2) The methods do not
need the sound speed information and have a high robustness
in different sea environments.

This paper focuses on increasing the localization precision
for the USBL based UWALmethod. Firstly, the Newton algo-
rithm is utilized to solve the non-linear optimization problem
in the conventional USBL based UWAL method. However,
when the initial value is improper in real scene, the New-
ton algorithm suffers from a low convergence probability
especially for the 3-dimentional (3-D) case [23], which dra-
matically deteriorates the localization precision. To improve
the convergence probability, we propose a modified New-
ton algorithm, which introduces the singular value factor to
cure the ill-condition partial derivative matrix. Secondly, the
localization precision is closely related to the position of
the localization nodes. The localization node placement is
an effective way to further improve the localization preci-
sion. On this point, a localization node selection algorithm
is presented, which optimizes the localization precision and
reduces the computational burden. Besides, the localization
precision analysis evaluates the theoretically performance of
the proposed method and the lake trial validates the effective-
ness of the proposed method.

The rest of this paper is organized as follows: In Section II,
the geometrical configuration for the 3-D USBL model is
presented. In Section III, the equation set to solve the target’s
coordinate is established and the localization precision of the
equation set is analyzed. In Section IV, the modified Newton
algorithm is proposed to solve the equation set. In Section V,
the localization node selection algorithm is presented. The

FIGURE 1. Geometrical configuration for the 3-D USBL.

simulation and the lake trial are implemented in Section VI
and Section VII concludes our work.

II. GEOMETRICAL CONFIGURATION FOR THE 3-D USBL
A typical geometrical configuration for the 3-D USBL based
UWAL problem is given in Figure 1, where, a global coordi-
nate system is established. X axis indicates the East direction,
Y axis indicates the North direction, and Z axis indicates the
vertical up. The target transmits periodic acoustical signals,
whose coordinate is denoted as x = [x, y, z] in the given
coordinate system. The localization nodes receive the acous-
tic signal using an array of microphone, and measure the
DOA of the signal as αn, where, n ∈

[
1 2 . . . N

]
is the tag

of the node. The coordinates of the nodes and the direction
of the microphone array are denoted as cn = [an, bn, cn]
and vn = [un, vn,wn], respectively. We should notice that
different localization nodes can be different receives at one
time or a moving receiver at different time.

Since the DOA indicates the angle between the direction
of the microphone array and the line of sight (LOS) of the
target, it can be expressed as:

cosαn =
(cn − x) · vn
‖cn − x‖2 ‖vn‖2

(1)

where, ‖∗‖2 indicates the modulus of the vector. (1) estab-
lishes the relationship between the angular measurement αn
and the unknow target’s coordinate x. The USBL based
UWAL methods utilize the angular information to solve the
coordinate of the target.

III. LOCALIZATION METHOD FOR THE 3-D USBL
A. LOCALIZATION METHOD
From (1), each localization node indicates a cone with cn
as the apex and 2αn as the cone-apex angle. Combine the
angular information from different nodes, the equation set of
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the localization problem is established as:

f1(x) = arccos
(c1 − x) · v1
‖c1 − x‖2 ‖v1‖2

− α1 = n1

f2(x) = arccos
(c2 − x) · v2
‖c2 − x‖2 ‖v2‖2

− α2 = n2

...

fN (x) = arccos
(cN − x) · vN
‖cN − x‖2 ‖vN‖2

− αN = nN

(2)

where, n1, n2, . . . , nN are the measurement noise of the tar-
get’s angle (affected by the signal-to-noise ratio, the shape of
the array, the array signal processing algorithm, and the sound
ray bend effect [24]).

To solve the three unknowns ([x, y, z]) of the target’s coor-
dinate, at least three equations (nodes) are needed. In this
case, the localization problem is essentially a cone intersec-
tion problem. The target locates at the intersection of the three
cones determined by the three equations as shown in Figure 1.
If the number of the nodes is more than three, the problem is
converted to an optimization problem. The solution of x is
with the minimum value of cost function:

x = argmin f(x)TQ−1n f(x) (3)

where, f =
[
f1 f2 . . . fN

]
,

Qn = E([n1, n2, . . . , nN ]T[n1, n2, . . . , nN ]).

Since (2) is a non-linear equation set, it is hard to give
the analytical solution. The numerical analysis algorithms
should be applied to calculate the numerical solution. The
Newton algorithm is the most widely used numerical anal-
ysis algorithm owing to its low computational burden and
high convergence speed. However, since the Newton algo-
rithm is the linear approximation of an infinitesimal element,
the algorithm suffers from a low convergence probability if
an improper initial value is installed. Especially for the 3-D
USBL based UWAL, the high order non-linear equation set
enlarges the influence of the improper initial value, which
dramatically decline the localization precision. In this case,
a modified Newton algorithm is presented in the next section
to address the problem, but before that, the localization pre-
cision is analyzed as the following content to show the theo-
retical performance of the proposed 3-D USBL based UWAL
model.

B. LOCALIZATION PRECISION ANALYSIS
In this sub-section, we introduce horizontal dilution of pre-
cision (HDOP) as the criteria to evaluate the localization
precision. The HDOP of the 3-D USBL based UWAL model
is given as:

Dx = M−1x · (Mα · Dα ·MT
α +Mc1 · Dc1 ·MT

c1

+Mc2 · Dc2 ·MT
c2 + ...+McN · DcN ·MT

cN)

·M−1Tx (4)

HDOP = trace(Dx) (5)

TABLE 1. Geometrical parameters and noise environment.

FIGURE 2. Distribution of the localization precision.

where, trace(∗) indicates the trace of the matrix. Dx Dα Dcn
are the covariance matrices for the target’s coordinate error,
the angular measurement error, the node’s coordinate mea-
surement error, respectively. The angular measurement error
and the node’s coordinate measurement error are sup-
posed to be independent, 0-mean, and Gauss distributed.
Mx Mα Mcn are the corresponding partial derivative matri-
ces. Detailed expressions of these matrices are given in the
Appendix.

Utilizing (4) and (5), the distribution of the localization
precision related to different target’s positions is shown
in Figure 2, where, the red asterisk marks the position of the
localization nodes. The geometrical parameters and the noise
environment are listed in Table 1.

From Figure 2, for the shown 1 km2 area, the HDOP is
lower than 20 m, and the mean HDOP of the area is 12.6 m.
For the triangular area surrounded by the localization nodes
(red asterisk), the HDOP is lower than 10 m, and the mean
HDOP is 8.9 m. Figure 2 reveals a high localization precision
of the model, which is influenced by the noise environment.

From Figure 2, for the shown 1 km2 area, the HDOP is
lower than 20 m, and the mean HDOP of the area is 12.6 m.
For the triangular area surrounded by the localization nodes
(red asterisk), the HDOP is lower than 10 m, and the mean
HDOP is 8.9 m. Figure 2 reveals a high localization precision
of the model, which is influenced by the noise environment.

Next, we test the robustness of the model against mea-
surement noises. The tested measurement noise includes the
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FIGURE 3. Robustness test against measurement noises.

angular measurement noise (usually affected by the aperture
of the sensor’s array and the signal-to-noise ratio) and the
node’s coordinate measurement noise (from global coordi-
nate system error or the inner navigation system error). When
we test either noise, the other noise is set to be a constant
as Table 1. Without losing the generalization, the coordinate
of the target is fixed at [100 50 −300] m. The result of the
robustness test is shown in Figure 3.

From Figure 3, the HDOP variates rapidly with the RMSE
of the DOA, which indicates that the model has a low
robustness against the angular measurement noise. While
the HDOP variates slowly with the RMSE of the node’s
coordinate, and the model has a high robustness against the
node’s coordinate measurement noise. For most real scene,
the DOA measurement noise is lower than 1 degree and
the node’s coordinate measurement noise is lower than 5 m.
In this case, the corresponding localization precision is higher
than 20 m.

Localization precision analysis indicates that the proposed
3-D USBL based UWAL model ensures a high localization
precision if the equation set is correctly solved. However,
in real situation, the incorrect initial value may lead to a
nonconvergence solution of the equation set. In this case,
the localization performance is dramatically deteriorated.

IV. SOLVING OF THE EQUATION SET UTILIZING THE
MODIFIED NEWTON ALGORITHM
A. TRADITIONAL NEWTON ALGORITHM
The traditional Newton algorithm is derived from Taylor
decomposition as:

F(x) = F(x0)+ F′(x0)(x− x0)

+
F′′(x0)(x− x0)2

2!
+ ...+

F(n)(x0)(x− x0)n

n!
+ ...

(6)

where, x0 is the initial value of x. Neglecting the higher order
terms (≥ 2) and substituting (2) into (6), we have:

F(x0)+ F′(x0)(x− x0) = 0 (7)

Then, the traditional Newton iterative equations are given
by:

xm+1 = xm +1xm (8)

1xm =
[
f′(xm)

]−1
· f(xm) (9)

where, xm is the state vector in each iteration and m ∈[
1 2 . . . M

]
is the step of the iteration the equation can be

derived, as shown at the bottom of next page.
To calculate the inverse of the matrix f′(xm), singular value

decomposition is implemented, and f′(xm) can be expressed
as:

f′(xm) = U�V =
N∑
n=1

σiuivTi (10)

U =
[
u1 u2 · · · uN

]
(11)

V =
[
v1 v2 · · · vN

]
(12)

� = diag( σ1 σ2 . . . σN ) (13)

where, U and V are the triangular matrixes.� is the diagonal
matrix. σn is the singular value of the matrix f′(xm). un and vn
are the corresponding left and right singular vectors, respec-
tively. Utilizing the singular value decomposition, the itera-
tive equation of the traditional Newton algorithm is given as:

1xm =
N∑
i=1

uif(xm)vi
σi

(14)

From (9) and (14), the 1xm is with the minimum∥∥f′(xm)1xm − f(xm)
∥∥2
2 as:

1xm = argmin
∥∥f′(xm)1xm − f(xm)

∥∥2
2 (15)

The traditional Newton algorithm is widely applied in solv-
ing the lower order non-linear problem. However, when the
algorithm is applied to the 3-D USBL based UWAL model.
Due to the following problems:

1) The equation set (2) is a high order non-linear problem,
2) The initial value x0 is far from its real value x,
3) The input errors (Dα Dcn ) disturbs the solution

form (4), the matrix f′(xm) has the potential to be an
ill-conditioned matrix with the magnitudes of the sin-
gular value distributing in a large range. In this case,
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∥∥f′(xm)1xm − f(xm)
∥∥2
2 is insensitive with1xm from (15), and

a largemagnitude of1xm is calculated from (14), which leads
to a nonconvergence iteration.

B. MODIFIED NEWTON ALGORITHM
To solve the nonconvergence problem, a modified Newton
algorithm is proposed in this sub-section. Introducing the
Tikhonov technique, a modified equation of (15) is estab-
lished as:

1xm=argmin(
∥∥f′(xm)1xm−f(xm)

∥∥2
2+λ

2
‖1xm‖22) (16)

Based on (16), the corresponding iterative equation is given
as:

1xm =
N∑
i=1

σ 2
i

σ 2
i + λ

2

uif(xm)vi
σi

(17)

where, λ is the singular value factor and ti =
σ 2i

σ 2i +λ
2 means

the filter factor.
In (16) and (17), we should notice the following facts.
1) Introducing the filter factor, the sensitivity of∥∥f′(xm)1xm − f(xm)

∥∥2
2 related to 1xm is increased. While

f′(xm) is an ill-conditioned matrix, 1xm mainly variates
with the second term (λ2 ‖1xm‖22), which avoids the large
magnitude of 1xm. While f′(xm) is a normal matrix, 1xm
mainly variates with the first term (

∥∥f′(xm)1xm − f(xm)
∥∥2
2),

and the convergence is guaranteed.
2) In the modified Newton algorithm, the singular value

becomes (σ 2
i +λ

2)/σi. Therefore, the condition of the matrix
f′(xm) is modified to be (σ 2

max + λ
2)σmin/(σ 2

min + λ
2)σmax,

which is much smaller than its original value σmax/σmin.
3) Owing to the increasing of the sensitivity and the

decreasing of the condition, the convergence probability is
higher for the modified Newton algorithm. However, since
the step length of 1xm declines, the convergence speed is
lower compared with the traditional Newton algorithm.

4) A trade-off between the convergence probability and
the convergence speed is achieved by changing the singular
value factor λ. A larger λ corresponds to a lower convergence
probability and a higher convergence speed. In real scene,
we usually choose the median of the singular value σi as the
singular value factor λ for a moderate convergence probabil-
ity and a moderate convergence speed.

Here, an example is presented to further illustrate the dif-
ference between traditional Newton algorithm and the mod-
ified Newton algorithm. The geometrical configuration and
the noise parameters are the same with Table 1. In case 1,
the initial value of the target has a 400 m distance from its real
value. In this case, both the traditional Newton algorithm and
the modified Newton algorithm have a convergence solution.
The localization error for each iteration is given in Fig-
ure 4(a), from which, the convergence speed of the modified
Newton algorithm is slightly lower than the traditional New-
ton algorithm, which coincides with the theoretical analysis.
In case 2, the initial value of the target has a 1000 m distance
from its real value. In this case, the modified Newton algo-
rithm has a convergence solutionwhile the traditional Newton
algorithm is non-convergence as shown in Figure 4(b). The
traditional Newton algorithm suffers from a large localization
error due to the nonconvergence solution, while the proposed
modified Newton algorithm remains a high localization pre-
cision owing to its convergence solution. To further verify the
improvement of the convergence probability, a Monte-Carlo
test with 1000 running (for each distance between the initial
value and the real value) is implemented, and the result is
shown in Figure 5. It is obvious that the modified Newton
algorithm has a higher convergence probability than the tra-
ditional Newton algorithm when using the improper initial
value (distance of the initial value ranges from 300m to 700m
in the given simulation environment).

V. LOCALIZATION NODE SELECTION
In real situation, the sensors’ array is usually fixed on a
ship, which travels around the periodic transmitter as shown
in Figure 6. Since the ship is moving, the sensors’ array
receives the periodic signals at different positions (regarded
as the localization nodes) and a large amount of localization
nodes can be obtained during the whole trajectory. However,
considering the computational burden, we cannot use all
of the available nodes to achieve the localization. In this
case, a localization node selection method is proposed in this
section to reduce the computational burden and increase the
localization precision.

Firstly, from the localization precision analysis, the local-
ization precision is closely related to the position of
the selected localization nodes. Secondly, for real time

f′(xm) =
∂f
∂xm

=



v1
‖c1 − xm‖2 ‖v1‖2

−
(xm − c1) · v1 · (xm − c1)

‖c1 − xm‖32 ‖v1‖2
cosα1

v2
‖c2 − xm‖2 ‖v2‖2

−
(xm − c2) · v2 · (xm − c2)

‖c2 − xm‖32 ‖v2‖2
cosα2

...
vN

‖cN − xm‖2 ‖vN‖2
−

(xm − cN ) · vN · (xm − cN )

‖cN − xm‖32 ‖vN‖2
cosαN


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FIGURE 4. The localization error for each iteration.

processing, the number of the selected localization nodes is
limited (to reduce the computational burden). Thirdly, some
localization nodes are with large measurement noise due to
the interference or the shielding effect. Considering these
facts, the proposed localization node selection method is
given as the follow steps.

Step 1: Rough localization. Set the number of the local-
ization nodes as 3 and select the localization nodes uniformly
during the whole trajectory. Use the modified Newton algo-
rithm to solve the rough location of the target. The rough
localization result is used as the initial value for the following
localization precision analysis and the accurate localization
process.

Step 2: Localization node selection. Increase the number
of the nodes by 1 and select the initial localization nodes
uniformly during the whole trajectory. Then, update the local-
ization nodes as the following step.
a) Fix node c1, c2, . . . , cN−1 and change cN (N is the num-

ber of the nodes). Calculate the variation of the theo-
retical localization precision with cN according to (4)
and (5) and find the ĉN with the optimized localization
precision as:

ĉN = argmin
ĉN=cN

HDOP(c1, c2, . . . , cN ) (18)

FIGURE 5. The convergence percentage for the traditional Newton
algorithm and the modified Newton algorithm.

FIGURE 6. Geometrical configuration for the periodic source localization
utilizing the ship.

b) Similar to Step 2a, fix the other nodes (c1, c2, . . . , cn−1,
cn+1, . . . , cN−1) and update each node cn ∈ [c1, c2,
. . . , cN−1] with the local minimum HDOP as:

ĉn = argmin
ĉn=cn

HDOP(c1, c2, . . . , cn, . . . , cN ) (19)

c) Iterate Step 2a to Step 2b. Once the HDOP reaches its
global minimum value, stop the iteration, and the nodes
are ascertained for the given node number N .

Step 3: Accurate localization. Use the modified New-
ton algorithm to solve the accurate location of the tar-
get based on the selected nodes c1, c2, . . . , cN . Record
the localization result as x(N ) and the value of the cost
function f(x(N ))TQ−1n f(x(N )). If the value of the cost func-
tion is lower than the last iteration (f(x(N ))TQ−1n f(x(N )) <
f(x(N−1))TQ−1n f(x(N−1))), go to Step 2. Otherwise, stop the
iteration and the final localization result is obtained as x(N−1).

VI. EXPERIMENT
In this section, experiments including the simulation and
the lake trial are presented to verify the performance of the
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FIGURE 7. Localization result and localization error for the simulation.

proposed localization method. The monarch butterfly opti-
mization (MBO) is used as the comparison algorithm owing
to its low realization complexity and wide application in
localization [25]. Together with the traditional Newton based
method and the proposed modified Newton based method,
the three methods are utilized to achieve the localization. The
geometrical configuration of the simulation and the lake trial
is as shown in Figure 6.

A. SIMULATION
Circular path and the linear path are two typical trajectories
for UWAL. Generally speaking, the circular path has a higher
localization precision, but the length of the path is longer.
While the linear path is with a lower localization precision
and a shorter length. Therefore, the simulation is imple-
mented in two cases. In case 1, the simulated ship travels
along a circular path with the speed 2.8 m/s. The center of
the circle is [0 0 0] m, and the radius of the circle is 500 m.

In case 2, the simulated ship travels along a linear path from
[−1000 500 0] m to [1000 0 0] m with the speed 2 m/s.
The simulated receiver is a 4-cell-square-array. The simulated
target transmits the periodic signal (signal period 1 s) and the
coordinate of the target is x =

[
100 50 −300

]
m.

The noise environment is the same for the two cases as
follows. RMSE of the angular measurement noise ranges
from 0.4 degree (300 m) to 0.6 degree (1200 m) according
to the distance between the target and the receiver. RMSE of
the node’s position measurement noise is 1.8 m. The initial
value is randomly distributed around the real value with the
RMSE 500 m. The localization result and the variation of the
localization error (horizontal error) are shown in Figure 7.
The RMSE of the localization result, the convergence proba-
bility, and the computational time are given in Table 2.

The result indicates that the traditional Newton based
method suffers from the nonconvergence problem. The MBO
based method and the modified Newton based method
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FIGURE 8. The equipment and the environment for the lake trial.

TABLE 2. Performance of the simulation.

address the problem, and hence, the localization precision
is dramatically improved. Compared with the MBO based

method, the modified Newton based method has a higher
localization precision due to the carefully selected localiza-
tion nodes (described in Section V). For the computational
time, since we have limited the number of the localization
nodes, all of the three compared methods satisfy the real-time
process, although, the traditional Newton based method has
a lower computational time than the proposed method.

B. LAKE TRIAL
To further evaluate the proposed localization method, a lake
trial is implemented in Songhua Lake, Jilin Province, China.
A periodic acoustic source, shown in Figure 8a, is fixed on
the bottom of the lake. The source’s frequency is 40 kHz and
the signal period is 1.6 s. The USBL sensors’ array is fixed
on the ship at the surface of the sea as shown in Figure 8b.
The depth of the source is measured by the velocimeter as
73 m, and the profile of the sound speed is given in Fig-
ure 8c. Therefore, the acoustic signal channel is benefit for
detecting the direct signal transmitted from the bottom to the
surface.
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FIGURE 9. Localization result and localization error for the lake trial.

The horizontal coordinate of the source is measured by
the traditional long base-line UWAL system as [32, −39]
m. The ship travels around the source along a certain tra-
jectory (including a circular path and a linear path), and the
instantaneous coordinate of the ship is given by the GPS as
shown in Figure 8d.We use theMBObasedmethod, the tradi-
tional Newton based method, and the modified Newton based
method to locate the target. The localization results are given
in Table 3 and Figure 9.

The result of the lake trail is similar with the simulation.
The modified Newton based method results the highest con-
vergence percentage and the localization precision among the
three tested methods. Compared with the simulation result,
the lake trial result has a higher localization precision owing
to a shorter distance between the target and the trajectory.
Compared with the linear path, the circular path has a better
performance. It is mainly because that the circular path has a
more favorable distribution of the localization nodes, which
indicates the necessity of the localization node selection in
Section V. The simulation result and the lake trail result prove

TABLE 3. Performance of the lake trial.

the effectiveness of the modified Newton based 3-D UWAL
method.
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VII. CONCLUSION
This paper proposes a modified Newton based UWAL
method. Compared with the traditional Newton basedmethod
and the MBO based method, the proposed method has a
higher localization precision and a temperate computational
burden. The benefit mainly comes from two aspects. Firstly,
a modified Newton algorithm is proposed by introducing the
singular value factor, which corrects the ill-condition partial
derivative matrix and significantly increases the convergence
probability. Secondly, a localization node selection algorithm
is presented to achieve the localization node placement. The
algorithm optimizes the localization precision and satisfies
the real-time process requirement. The simulation and the
lake trial are implemented. The results coincide with the
theoretical analysis and prove the validity of the proposed
method. Our future work will concentrate on applying the
method in real application, such as the passive localization
of the sailing ship or autonomous underwater vehicle (AUV).

APPENDIX: DETAILED EXPRESSION OF THE COVARIANCE
MATRICES AND THE PARTIAL DERIVATIVE MATRICES

Dx = M−1x · (Mα · Dα ·MT
α +Mc1 · Dc1 ·MT

c1

+Mc2 · Dc2 ·MT
c2 + ...+McN · DcN ·MT

cN) ·M
−1T
x

Detailed expressions of the covariance matrices in (4) are
as follows.

Dx = E(eTx ex)

ex =
[
ex ey ez

]
Dα = E(eTαeα) = diag( σ 2

α1 σ 2
α2 . . . σ 2

αN )

eα =
[
eα1 eα2 . . . eαN

]
Dcn = E(eTcnecn) = diag( σ 2

an σ 2
bn σ 2

cn )

ecn =
[
σ 2
an σ 2

bn σ 2
cn
]

where, E() indicates the expectation calculator. ex , ey, and
ez are the localization errors for x coordinate y coordinate,
and z coordinate, respectively. eα1 eα2 . . . eαN are the angu-
lar measurement errors, and σ 2

α1 σ
2
α2 ... σ

2
αN are the cor-

responding mean square errors. exn eyn ezn are the node’s
coordinate measurement errors, and σ 2

an σ
2
bn σ

2
cn are the cor-

responding mean square errors.
Detailed expressions of the partial derivative matrices

in (4) are as follows.

Mx =
∂f
∂x

=



v1
‖c1 − x‖2 ‖v1‖2

−
(x− c1) · v1 · (x− c1)

‖c1 − x‖32 ‖v1‖2
cosα1

v2
‖c2 − x‖2 ‖v2‖2

−
(x− c2) · v2 · (x− c2)

‖c2 − x‖32 ‖v2‖2
cosα2

...
vN

‖cN − x‖2 ‖vN‖2
−

(x− cN ) · vN · (x− cN )

‖cN − x‖32 ‖vN‖2
cosαN


Mα =

∂f
∂α
= diag( sinα1 sinα2 . . . sinαN )

α =
[
α1 α2 . . . αN

]
Mcn =

∂f
∂cn

=


...

vn
‖cn − x‖2 ‖v2‖2

−
(x− cn) · v2 · (cn − x)

‖cn − x‖32 ‖vn‖2
cosαn

...


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