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ABSTRACT In this paper, we propose a deep learning-based technique for activity detection that uses
wide-angle low-resolution infrared (IR) array sensors. Alongside with the main challenge which is how
to further improve the performance of IR array sensor-based methods for activity detection, throughout this
work, we address the following challenges: we employ a wide-angle infrared array sensor with peripheral
vision in comparison to a standard IR array sensor. This makes activities at different positions have different
patterns of temperature distribution, making it challenging to learn these different patterns. In addition, unlike
previous works, our goal is to perform the activity detection using the least possible amount of information.
While the conventional works use a time window equal to 10 seconds where a single event occurs, we aim
to identify the activity using a time window of less than 1 second. Nevertheless, we aim to improve over the
accuracy obtained in previous work by employing deep learning, while keeping the approach light for it to
run on devices with low computational power. Therefore, we use a hybrid deep learning model well suited
for the classification of distorted images because the neural network learns the features automatically. In our
work, we use two IR sensors (32 × 24 pixels), one placed on the wall and one on the ceiling. We collect
data simultaneously from both the IR sensors and apply hybrid deep learning classification techniques to
classify various activities including ‘‘walking’’, ‘‘standing’’, ‘‘sitting’’, ‘‘lying’’, ‘‘falling’’, and the transition
between the activities which is referred to as ‘‘action change’’. This is done in two steps. In the first step,
we classify ceiling data and wall data separately as well as the combination of both (ceiling and wall) using
a Convolutional Neural Network (CNN). In the second step, the output of the CNN is fed to a Long Short
Term Memory (LSTM) with a window size equal to 5 frames to classify the sequence of activities. Through
experiments, we show that the classification accuracy of the ceiling data, wall data, and combined data with
the LSTM reach 0.96, 0.95, and 0.97, respectively.

INDEX TERMS Activity detection, hybrid deep learning, AI healthcare, infrared array sensor.

I. INTRODUCTION
Population ageing is a societal issue facing many coun-
tries nowadays that affects not only social life but also the
economy. As a matter of fact, advancements in healthcare
and medicine have continuously increased the average life
expectancy over the last few decades. Today, the total world
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population stands at 7.9 billion [1] with 703 million people
above the age of 65. Asia and Europe account for most
of the elderly population in the world. Japan, for instance,
is at the very top, with 28% [2] of its population above the
age of 65. This high ratio of elderly people and increase in
life expectancy combined with the fact that most of these
people are living alone have made it necessary to develop
more sophisticated techniques and technologies to monitor
them. In this regard, artificial intelligence (AI) [3] plays an
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important role in healthcare, particularly in assistive care
technologies [4] for old people owing to the spurt in the
Internet of Things (IoT)-based technological applications.
In assistive care technology, activity detection is one of the
key tasks to prevent accidents that might occur to elderly
people.

Activity detection is mostly based on devices that could
broadly be categorized into two categories: wearable devices
and non-wearable ones. Wearable devices require the person
to wear them and carry them all times to monitor the activ-
ity effectively and accurately. Such devices include smart-
phones [5], smart watches [6], [7], etc. that make use of
accelerometers [8], [9], kinetic sensors [10], etc. Wearing
these devices all the time makes an uncomfortable experience
for the elderly. There is also a risk of damage to the device
if they fall accidentally. In such situations, non-wearable
devices provide several advantages compared with wearable
ones. For instance, they allow for avoiding any physical
contact with the person, reducing the burden for the elderly.
The non-wearable devices are based on technologies such
as cameras, sensors, antennas [11], radars [12], etc., and are
placed in specific locations to monitor the elderly. However,
non-wearable devices have some serious disadvantages like
privacy issues, issues related to coverage, etc. That being
said, they are less invasive and less burdensome thanwearable
ones.

Non-wearable devices are more convenient for elderly
people inspite of limitations such as privacy issues aris-
ing from the use of cameras, coverage issues arising from
the use of radars, and compatibility issues among wireless
sensors. These issues have largely been overcome with the
recent introduction of the infrared array sensor. These sen-
sors are less invasive and more convenient to use in indoor
environments. Recently, the infrared array sensor [13]
became popular in healthcare technologies. The infrared
array sensor measures the heat generated from the human
body and projects it on a low-resolution matrix which
could then be visualized as an image. It has several advan-
tages: non-invasive from a privacy perspective, ease of
positioning/set-up, better coverage resulting in a wider area
of detection, etc. Moreover, it’s low cost makes it affordable
to implement. These advantages make infrared array sen-
sors economical for use in a variety of industries such as
aerospace, healthcare, automotive, etc.

Many infrared array sensor-based activity detection have
been proposed in the past few decades [13], [14] [15],
[16] [17]. However, each of these activity detection sys-
tems has its own limitations. Most activity detection systems
are based on conventional machine learning methods such
as Support Vector Machine (SVM), k-Nearest Neighbors
(k-NN), etc. These conventional methods extract activity
features manually to identify activities. As a result, the
identification of activity with different people is less accurate.
Mashiyama et al. [13] proposed an activity and fall detection
technique [14] with an infrared array sensor (8 × 8 pixels)
mounted at the ceiling using the SVM and k-NN classifiers.

This approach does not perform well on detecting certain
activities, such as sitting, etc. Kobayashi et al. [15] proposed
an activity detection system with two infrared array sensors,
one on the ceiling and the other on the wall and classi-
fied the activities using the conventional machine learning
method SVM. This approach was intended to improve on
the previous one [13] by integrating the data obtained from
both sensors. They achieved over 90% in the detection of
all the activities. In particular, the detection of sitting activ-
ity increased from 78% to 93%. However, the detection of
some other activities, including walking and falling, under-
performed. Recently, Fan et al. [16] and Taniguchi et al. [17]
proposed to detect activities using infrared array sensors
placed on the ceiling and on the wall, respectively. Classi-
fying activities such as walking, sitting, standing, etc. using
Recurrent Neural Network (RNN) models achieved 85% and
93% accuracy, respectively. Based on these findings and the
limitations of the previous systems, we strongly believe that
the activity detection could be further improved, and more
accurate systems could be built.

In this paper, we propose a hybrid deep learning technique
to detect the activities using a wide-angle low-resolution
infrared array sensors. The wide-angle sensor produces an
image distortion, in that when the person is in the periph-
ery of the sensor’s field of view, the image of the subject
captured is different from when the subject is closer to the
sensor. From the distorted image, it is hard to extract features
useful for classification using conventional machine learning
methods. Therefore, we use a hybrid deep-learning model to
classify the distorted image; the neural network automatically
learns distorted images’ features. Two sensors are used in the
proposed system. One of the sensors is placed on the wall,
and another one is placed on the ceiling. Both the sensors
collect the data at eight frames per second and start simul-
taneously. After collecting the data, the proposed activity
detection technique involves two stages. First, we classify
the individual frames collected by the wall sensor and the
ceiling sensor separately using a Convolutional Neural Net-
work (CNN). In the second stage, the output of the CNN is
passed through a Long Short Term Memory (LSTM) with
a window size equal to 5 frames to classify the sequence
of activities. Afterwards, we combine the ceiling data and
wall data and classify each pair of frames using CNN. The
output of the CNN is passed through the LSTM with a
window size equal to 5 frames. This leads to an improvement
of the classification accuracy of various activities thanks to
combining both sensor data. The contributions of this paper
follows:

1) We proposed an activity detection system using a
hybrid deep learning model, which could classify the
distorted image produce by the wide-angle IR arrays
sensor regardless of the amount of distortion.

2) Participants performed all the activities in all possible
positions within the sensor coverage area irrespective
of the sensor position. Most of the existing work per-
form activity only in front of or under the sensor.
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3) We identify the activity using a time window of less
than 1 second. Despite the small time window, we have
remarkably enhanced the classification accuracy com-
pared to the conventional works which require a larger
time window.

4) Our customized lightweight neural network can run on
devices with low computation power.

The remainder of this paper goes as follows: In section II,
we introduce some of the existing work related to activ-
ity detection using wearable and non-wearable devices.
In section III, we describe our motivations for this work
and some of the challenges we faced during this research.
In section IV, we introduce our proposed framework, as well
as the experiment specifications. In section V, we describe in
details of our model architectures and classification.
In section VI, we show results and performance evaluation.
In section VII, we discuss the research findings and the future
direction of the research. Finally, in section VIII, we conclude
this work.

II. RELATED WORK
A. WEARABLE DEVICE
Anguita et al. [19] proposed an approach that uses smart-
phones for activity detection. In this approach, subjects
must always hold the smartphone. Human activity signals
are obtained from smartphone inertial sensors. Features are
extracted manually from the signals received by the sen-
sors and classified using SVM with an overall accuracy
of 87%. Mannini and Sabatini [20] proposed a wearable
accelerometer sensor-based approach to classify vari-
ous physical activities. Features are derived from the
data acquired by the accelerometer sensor based on the
linear acceleration component due to body motion and
gravitational acceleration component. After extracting the
features, the classification is performed using various proba-
bilistic and geometric approaches. The best performance was
obtained by Hidden Markov Model (HMM)-based classifier.
Balli et al. [7] proposed a smartwatch-based approach for
human activity detection. The device must be worn by the
subject and data are obtained from the sensor. Using various
machine learning methods such as SVM, k-NN, and random
forest algorithm, features are extracted from the collected
data. This study shows that the Random Forest algorithm
performs better than SVM and k-NN.

Wearable device-based methods have their performance
varying quite widely based on the type of sensor and the
machine learning algorithm used. Nevertheless, they have
their own limitations. A common shortcoming among them,
however, is the need for manual extraction of features.
Furthermore, the inconvenience of carrying such devices con-
tinuously is a drawback inherent to wearable devices, and
cannot be avoided.

B. NON-WEARABLE DEVICE
Mashiyama et al. [13] presented a fall and activity detection
system [14] using an infrared array sensor (8 × 8 pixels)

placed on the ceiling. Data is obtained from the sensor
sequentially in a fixed time window size. Features used to
classify the action are manually extracted. In total, four fea-
tures are derived from the temperature distribution of the data,
i.e., the consecutive frames where the motion is observed,
the maximum number of pixels that changed during these
consecutive frames, the maximum temperature pixel vari-
ance, and the maximum temperature pixel distance before
and after the activity. The classification accuracy obtained
by using the k-NN algorithm for fall detection is 94%, and
using SVM is 100% for no activity, 94.8% for stopping, 99%
for walking, and 78% for sitting. These results show clearly
that activities such as sitting require further improvement.
This method ignores the influence of the detection angle.
In addition, this method classifies fixed scenarios and does
not detect the transition between the activities.

Kobayashi et al. [15]. proposed an activity detection sys-
tem using two infrared array sensors, one on the wall and
one on the ceiling. SVM is used for the classification of var-
ious activities. The combination of two sensor data increases
the accuracy of the sitting activity detection from 78% to
93% compared to the conventional method [14]. The average
classification accuracy of this system is above 90% for all
activities performed. This approach has a few limitations.
To begin with, their method for feature extraction is less
effective than the conventional ones and does not detect the
transition between the activities.

Fan et al. [16] has proposed a robust fall detection system
using an infrared array sensor (8 × 8 pixels). The sensor
is placed on the wall in this system. The different activities
are carried out in parallel and perpendicular to the sensor.
The data is pre-processed by applying a Gaussian filter, and
a median filter then forwarded to an LSTM and a Gated
Recurrent Units (GRU) recurrent neural networks to be clas-
sified. The system achieved an accuracy equal to 75% using
LSTM and 85% using GRU. The activities in this system
are performed in limited positions, and the accuracy of the
classification is low in both the algorithms.

Taniguchi et al. [17] has proposed a fall detection system
using two thermal array sensors (16 × 16 pixels). One is
placed on the wall, and the other on the ceiling. All the activi-
ties are carried out under and in front of the sensors. Both the
sensor data are combined, and the temperature distribution
is used to distinguish fall activities from non-fall activities.
Their approach achieved an accuracy equal to 72%. This sys-
tem, however, relies on one of the oldest time series analysis
approaches like time-series posture transition diagram, and
the sum of temperature distribution. Several newer machine
learning models perform much better.

Taramasco et al. [18] has proposed a fall detection system
using an infrared array sensor (1 × 16 pixels). The sensor
is placed on the ceiling, and the subjects have carried out
a variety of activities, the data of which are collected using
the sensor. Activities are classified using a Recurrent Neural
Network (RNN), which is used for classifying sequences with
different architectures, such as LSTM, GRU, and Bi-LSTM
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TABLE 1. Comparison of existing methods using infrared array sensor.

(Bi-directional LSTM). Their performance has varied widely.
However, Bi-LSTM performed the best, achieving an accu-
racy equal to 93%. The Bi-LSTM approach requires a high
computation device to run, limiting its usability on low com-
putation devices.

Table 1 shows a comparison of the existing work and their
limitations. Most of the existing work performs the activity
in front of the sensor. They did not do the activities in dif-
ferent positions within the coverage areas of the sensor. The
different angles in addition to the distortion of the images,
produce different patterns for the same activity, making it
hard for these activity detection systems to detect the activity,
affecting their performance.

III. MOTIVATIONS AND CHALLENGES
There are a lot of non-wearable devices available for activity
detection. They include but are not limited to radars, WiFi,
infrared sensors, etc. Among these, we specifically choose
to use the infrared array sensor because it has several advan-
tages. Not only does it protect the privacy of the user, but
it also operates in a variety of environments (in terms of
luminance, including darkness). Most of the applications and
existing work relying on infrared array sensors use ones with
a resolution equal to 8×8 pixels. However, these sensors have
very limited coverage and can be used only in a very small
room.

Given the limitations, we listed above, we have chosen
to use a 32 × 24 pixels resolution infrared array sensor.
The sensor’s resolution is higher than that of the existing
8× 8, 1× 16, 16×16 pixels resolution sensors. Nonetheless,
the sensor that we are using has a wide-angle allowing for
a coverage area that is much wider than that of the other
sensors. Themost challenging aspect of this activity detection
using a wide-angle infrared array sensor is the distortion
due to the wide-angle lens: for the same activity performed,

when a person is distant from the sensor, his reflection on the
captured image is much different from that when he is closer
to the sensor. This makes this type of images non-appropriate
for feature extraction using conventional machine learning
methods. The features in these methods are extracted using
temperature distribution changes. Clear images are easily
classified using these conventional methods, whereas, dis-
torted images are much harder to classify. This makes deep
learning techniques more suitable for images of this kind.
In the field of deep learning techniques, the activities’ fea-
tures are automatically learned by the neural network.

IV. EXPERIMENT SPECIFICATIONS
A. DEVICE SPECIFICATION
We used two of the MLX90640 (Melexis corporation)1

infrared array sensor shown in FIGURE 1. These sensors
are capable of detecting heat rays from any thermal source.
Table 2 displays the main sensor specifications. The sensor
temperature range covers both the typical human temperature
as well as indoor temperature. Nevertheless, the sensor can
collect data at different frame rates. The sensor frame resolu-
tion is 32×24 pixels. The brighter the color is in the generated
frames, the higher the temperature is.

The sensor is attached to a Raspberry Pi 3 model b+ as
shown in FIGURE 2. The Raspberry Pi is also equipped with
a standard camera recording the same event as the sensor. The
data collected by the camera are used as ground truth and
are used to annotate the sensor data. We prepared two sets
of devices with the same configuration, one is placed on the
wall, and the other is placed on the ceiling. The wall sensor
and the ceiling sensor as well as their corresponding cameras
collect data at the same rate of 8 frames per second (fps). The
data are stored in the SD card mounted in the Raspberry Pi.

1https://www.melexis.com/en/product/MLX90640/
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FIGURE 1. The wide angle infrared array sensor used for our experiments.

TABLE 2. The technical specifications of the sensor.

FIGURE 2. An image of the Rasberry Pi 3+ with the camera and the
IR senors mounted which we used for collecting the data.

B. ENVIRONMENT
The experiment has been set up in a large meeting room
environment with a standard room temperature. Two IR array
sensors are deployed in the room, one on the ceiling and the
other on the wall. In FIGURE 3, we show a simplified scheme
of the sensor deployment and an example of a frame collected
by the sensor.

FIGURE 4 shows the coverage measurements according
to the sensor specification. The sensor has a wide-angle:
the coverage alongside the first angle is 110°, and along-
side the other is 75°. Using these angles, we calculate the
ceiling sensor coverage area, i.e., length × breadth, which
we refer to as l1 and l2, respectively (which correspond to
the coverage and the angles θ1 and θ2, respectively). The
sensor is attached to the ceiling at a height equal to 2.60 m
from the ground. We refer to this height as hc. Based on the
known values, the coverage area can be calculated using the

FIGURE 3. The actual coverage area of the sensor.

following equations.

l1 = 2 · hc · tan
(
θ1

2

)
(1)

l2 = 2 · hc · tan
(
θ2

2

)
(2)

The coverage at the ground level, however, is not realistic.
In addition, in the case where the human is at the edge, barely
his feet will be detected, as shown in FIGURE 4. Therefore,
we use α and β coefficients to ensure that coverage is suf-
ficiently reliable. In consideration of our early experiments,
α is set to be 0.81, and β is set to be 0.75. This will effectively
cover an area whose length and breadth are equal to 7.40 m
and 3.90 m, respectively.

The wall sensor is placed on the wall at a height 1.00 m
from the floor, the height of the sensor represented in hw.
The coverage area of the wall sensor is shown in FIGURE 4.
We calculated the wall sensor coverage area using the angle
of the sensor θ1 and the hw. Here, γ is the angle between the
sensor coverage and the wall. The blind angle of the sensor,
where the detection using the wall sensor is not possible,
is represented by the distance d . Based on the known values
of θ1 and hw, we calculated d using the following equations.

γ = 90°−
(
θ1

2

)
(3)

d = hw · tan γ (4)

We experimented in 2 different rooms. The first room
is a small closed space, with a little amount of sunlight
entering from its single window. The Air Conditioner (AC)
temperature in the room is set to 24° C. The second room is
wider, has a large window allowing more sunlight to enter
the room, and has an AC whose temperature is set to 22° C.
Five different people, males and females of different ages,
participated in the experiments. In each experiment, a single
person is asked to perform various activities contentiously for
5 minutes. Data are collected by the sensors, which we use
later on for classification. We conducted several experiments
and collected enough data for training and evaluating the
proposed approach.
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FIGURE 4. The area covered by the sensor and its detailed dimensions: (a) Top View of the ceiling sensor; (b) Side view of the ceiling
sensor; (c) Front view of the ceiling sensor and its calculated dimensions; (d) Top view of the wall sensor; (e) Side view of the wall sensor
and its calculated dimensions.

C. FRAMEWORK
The overall framework of our proposed system is shown
in FIGURE 5. We collect data from our experiments, and
then using CNN and LSTM, we perform the classification
of the various activities. First, we classify individual frames
collected by the wall sensor and the ceiling sensor separately
using the CNN. We then pass the output of the CNN through
the LSTM for sequential activity classification and check the
performance on both the ceiling sensor data and the wall
sensor data separately. Second, we combine the wall sensor
data and the ceiling sensor data. Using CNN, we classify
the individual pairs of frames of the activities and analyze
the performance. The output of the CNN is passed through
the LSTM for sequential classification of the activities. The
outputs of CNN and LSTM using wall sensor data are rep-
resented by CNNw and LSTMw, respectively. In the same
way, the outputs of CNN and LSTM using ceiling data are
represented by CNNc and LSTMc, respectively. The output
of CNN and LSTM using the combined ceiling sensor data
and wall sensor data is represented by CNNcw and LSTMcw,
respectively. We use these notations to differentiate between
the different models and to make it easy to compare their
performance. Some samples of activities as well as their pre-
dictions using the CNN and the CNN+LSTM networks are
given in FIGURE 6. In FIGURE 6(a), we show examples of
frames correctly classified using the CNN. In FIGURE 6(b),
we show examples of wrongly classified ones. We also show

the correct labels for these activities. On the second half of
the figure (i.e., FIGURE 6(c) and 6(d)), we show examples of
sequences of frames and the LSTMpredictions for their activ-
ities: FIGURE 6(c) shows a correctly classified sequences,
and FIGURE 6(d) shows a wrongly classified one alongside
with its actual labels.

A preliminary set of experiments was run using a sin-
gle sensor placed on the ceiling. The results obtained for
these experiments were submitted for publication in [21].
Our current work presents more intensive experiments, this
time placing the sensor on different positions, and running a
more tuned neural network. Nonetheless, this work contains
a much deeper comparative study between our work and the
conventional ones.

V. DETAILED SYSTEM ARCHITECTURE AND DESCRIPTION
A. DATA COLLECTION
The two sensors kits run the same OS and script to collect
the data. However, they collect the data independently from
each other. This means that, even though they start simulta-
neously, a small time difference might occur. In such a case,
we synchronize the data later on and discard accordingly a
few frames from whichever sensor started before the other.
Five people participated in our experiments, each perform-
ing different activities for over 5 minutes. Each 5-minute
experiment generated over 2000 frames (per sensor), and
therefore we collected in total more than 10, 000 frames.
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FIGURE 5. A flowchart of the proposed system.

Each 5-minute experiment is referred to as a scenario. The
collected 5 scenarios are split into a training data set and a
validation data set. The training data set is obviously used to
train our deep learning model, whereas the validation data set
is used to evaluate the model. Three scenarios are used for
training and two scenarios are used for validation.

As stated above, we collected over 10, 000 frames. Frames
corresponding to the fractions of timewhere data are captured
by one sensor and not the other, as well as frames where a
person is located at the very edge of the coverage area are
removed. Table 3 shows the distribution of the remaining
frames per activity in both the training and validation sets.

After collecting the data and removing the frames that do
not satisfy the requirements of our experiments, an important
step needs to be done, which is the annotation of these data.
We referred to the images captured by the camera to attribute
the activity labels to the sensor frames. FIGURE’s. 7 and 8
show some examples of sensor frames alongside with corre-
sponding camera images.

TABLE 3. The frame counts for each activity in the training and the test
data sets.

B. CNN AND LSTM ARCHITECTURE FOR SENSOR DATA
CLASSIFICATION
In the first step, we use data collected by each sensor individ-
ually to perform the activity detection. Frames collected by
the sensor attached to the ceiling are classified using a CNN.
Afterwards, the output of the CNN is passed to an LSTM
which classifies a sequence of frames for more accurate judg-
ment. In the same way, wall sensor data are classified using
CNNandLSTM. The general architecture of the CNNand the
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FIGURE 6. (a) Examples of 6 instances correctly classified by CNN. (b) Examples of 6 instances wrongly classified by CNN.
(c) Examples of an instance correctly classified by the CNN+LSTM. (d) Examples of an instance wrongly classified
by CNN+LSTM.

FIGURE 7. Some examples of ceiling sensor frames with their
corresponding camera images.

LSTM is shown in FIGURE 9. Both the ceiling sensor data
and the wall sensor data are classified using this architecture.

FIGURE 8. Some examples of wall sensor frames with their
corresponding camera images.

a: NEURAL NETWORK
As previously stated, throughout this work, we use a hybrid
deep learning model to classify the different activities.
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FIGURE 9. The General architecture of the neural network used for
classification of both ceiling sensor data and wall sensor data.

Both the CNN and the LSTM networks are composed of the
following typical layers:

• Convolution Layer: a convolution layer typically takes
as input either the raw data or the output of another layer,
and applies a set of filters to output more ‘‘meaningful’’
data.

• Max Pooling Layer: this layer is usually used to reduce
the dimensionality of the features extracted at a given
previous layer by picking, for a subset of features,
the one with the highest value.

• Flatten Layer: this layer is used to flatten the data.
In other words, it transforms a multi-dimensional matrix
into a single vector.

• Dense Layer: it aggregates all the features from the
previous layers and maps them to the final features.

• LSTM Cell: used for sequential classification of contin-
uous input.

b: CONVOLUTION LAYER
The convolution layers consist of a set of filters with an
activation function. The main function of a convolution layer
is to get the input data and apply filterers to extract the
features. In this CNN architecture, we used 2D-convolution
layers. In the current work, we use the term ‘‘convolution
block’’ to refer to 2 consecutive 2D-convolution layers with
Rectified Linear Unit (ReLU) activation function and filter
size 3 × 3, followed by a MaxPooling layer. In our CNN,
we have a total of six 2D-convolution layers, where every
2 consecutive layers are followed by a max pooling layer.

c: MAXPOOLING LAYER
The Maxpooling layer function is similar to that of the
convolution layer as it also contains filters. It performs a
specific function called pooling.MaxPooling is simply taking

the maximum value of a subset of values from its input.
This operation typicality reduces the dimensionality of the
features. In our neural network, we used 2D-max pooling
layer with a filter size 2× 2.

d: FLATTEN LAYER
The flatten layer flattens the previous 2D layers output (which
in return is a 2D matrix as well) by converting it into a single
vector. This layer has no goal but to connect the 2D output to
the fully-connected dense layer that comes after.

e: DENSE LAYER
Dense layers are also referred to in the literature as
‘‘fully-connected layers’’. A dense layer aggregates all the
information from the previous layer and maps them into a
single feature vector used to identify the activity. The final
dense layer outputs the class probability for the different
activities. In other words, given an input frame, this last
layer outputs a vector whose size is equal to the number of
activities, where each value corresponds to the probability of
that activity being shown in the frame.

f: LONG SHORT TERM MEMORY(LSTM)
The LSTM is used for sequence classification of input data.
It consists of three gates: the input gate, the forget gate and the
output gate. LSTM networks can retain information, allowing
them to build a more accurate representation of the current
state as a function of the previous ones, even ones far away
in the past.

g: ACTIVATIONS FUNCTIONS AND HYPERPARAMETERS
In this activity detection system, 2D-Convolution layers use
ReLU activation function. This activation function does not
activate all the neurons at the same time. Since the output of
some neurons is set to zero, only a few neurons are activated
making the network sparse, efficient, and easy for computa-
tion. The output dense layer uses a softmax function.We use a
Stochastic Gradient Decent (SGD) optimizer to optimize the
neural network. It reduces the chances of over fitting problem
and is less computation-wise costly. For each model, we set
Dropout regularization between the layers with a probability
equal to 0.2. Batch normalization is used to accelerate the
training process. These are the details of the hyper parameters
used in all the models of our activity detection system.

Our Neural Networks are designed based on Convolution-
LSTM [22] and Siamese Neural Network architecture [23].
This is a common family of neural networks for sequen-
tial activity classification. However, the architecture that we
propose, as it stands is novel and has been designed taking
in mind 3 factors: 1) the type of input data (i.e., sequences
of 32 × 24 images) which are very low resolution, 2) the
requirement in terms of performance: more complex neu-
ral networks might increase the accuracy slightly but not
much, and less complex ones have a remarkable perfor-
mance degradation, and 3) the complexity itself: we expect
our model to run on low computation devices such as the
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Raspberry Pi (which we used to collect the data). A more
complex neural network architecture might end up being very
costly for a negligible performance improvement.

C. CNN AND LSTM ARCHITECTURE OF COMBINED
SENSOR DATA CLASSIFICATION
The architecture of the CNN used for the classification of the
combined data (i.e., data collected from the ceiling sensor and
data collected from the wall one) is shown in FIGURE 10.
The parameters of the different layers of the neural networks
(both the CNN and the LSTM) are the same as explained in
the previous subsection. The outputs of the first dense layers
of the two sub-networks are concatenated and are connected
to a single dense layer whose size is equal to the number of
activities. This dense layer obviously outputs the probabilities
of the activities.

FIGURE 10. The architecture of the combine CNN for classification.

The combined CNN output is passed to the LSTM whose
detailed architecture is shown in FIGURE 11. The input to
the LSTM is a vector in the time domain whose size is equal
to 5. Each time step consists of a vector whose size is equal
to 6, which is the output of the CNN.

The combined CNN+LSTM and Combined CNN neu-
ral network are designed based on Convolution-LSTM and
Siamese neural network, respectively. Our CNN neural net-
work architecture automatically learns the features and the
weight of individual frames. The layers of the CNN are then
frozen, and the LSTM is trained to use the output of the CNN
to run the classification. This has led to a good prediction
result when compared to the CNN when used alone. These
kinds of architecture have several advantages: On the one
hand, the CNN is more robust in classifying imbalanced
data, and reach a high accuracy of classification on its own.
On the other hand, some activities require observation over an
extended period of time to detect the motion. Here the LSTM
has a higher potential in detecting such activities.

VI. EXPERIMENTAL RESULTS
We use precision, recall, F1-score, and accuracy as metrics
for evaluating the efficiency of the proposed activity detection
approach. The True Positive (TP), False Positive (FP), True
Negative (TN), and, False Negative (FN) values are reported

FIGURE 11. The architecture of the combine CNN and LSTM for
classification.

in the confusion matrix. The evaluation metrics are based on
the following formulas:

Precision =
TP

TP+ FP
, (5)

Recall =
TP

TP+ FN
, (6)

F1 =
2× Precision× Recall
Precision+ Recall

, (7)

Accuracy =
TP+ TN

TP+ FN + FP+ TN
. (8)

We obtained good results from each of the models. How-
ever, it is essential to show the capacity for behaviour detec-
tion and robustness against false positives. For this, we use
precision and recall. Precision measures the correctly clas-
sified instances of a given class relative to all the instances
classified as belonging to that class. Recall measures the
number of correctly classified instances of a given activity
relative to all its instances. F1-score is the harmonic mean of
both precision and recall.

A. CNN CLASSIFICATION RESULTS
The confusion matrix of the classification of the ceiling
sensor data using CNN is shown in Table 4. Based on the
observation of this confusion matrix, sitting and standing
activities are the most confused ones; and walking and action
change activities confusion comes second. From this, we con-
clude that there is confusion between the sitting and standing
activities when classifying ceiling sensor data using CNN.

Next, the performance evaluation for classification of the
ceiling sensor data using CNN is shown in Table 5. Simi-
lar to our previous observations from the confusion matrix,
we can see here that the activities walking and action change
are misclassified ones. For instance, despite its high recall,
walking activity has low precision. This leads us to believe
that the CNN’s performance for the walking activity needs
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TABLE 4. The confusion matrix of the classification of the ceiling sensor
data.

TABLE 5. The precision, recall and F1-score for classification of ceiling
sensor data using CNN for each activity.

to be improved. Falling and sitting activities have the high-
est performance, with falling reaching the highest precision
and F1.

The results of the classification of the wall sensor data
using CNN is shown in Table 6. The confusion matrix shown
here, illustrates that this model does not perform well for
many activities. Misclassification of the sitting, standing and
walking activities is very high owing to the limitations in the
detection accuracy arising from the activity being out of the
periphery of the wall sensor’s range. These limitations need
to be overcome for the model to perform well. In addition to
the confusion matrix, the detailed performance evaluation of
this model is shown in Table 7.

Based on the results so far, it is clear that the detec-
tion of some activities such as sitting and falling is bet-
ter when using the ceiling sensor, whereas the detection
of some other activities such as action change is better
when using the wall sensor. Clearly, there is a need for
improvement of the detection of all the activities in a collec-
tive manner. To do so, we combine both the data collected
by the ceiling sensor and those collected by the wall sen-
sor and perform the classification on these combined data
using CNN.

The results of the classification of the combined data using
CNN is presented in Table 8. From these results, we clearly
see that the overall misclassification of all the activities has
been reduced as compared to the previous results when using
individual sensor data for classification using CNN.Walking,
standing, sitting, falling, and lying activities have good detec-
tion measures compared to the individual sensor data results.
The performance evaluation of this classification is shown
in Table 9. Walking, standing, and sitting activities show a
remarkable improvement in terms of detection based on the
precision and recall values.

TABLE 6. The confusion matrix of the classification of the wall sensor
data using CNN.

TABLE 7. The precision, recall and F1-score for classification of wall
sensor data using CNN for each activity.

TABLE 8. The confusion matrix of the classification of the combined
sensor(s) data using CNN.

TABLE 9. The precision, recall and F1-score for classification of the
combined sensor data using CNN.

B. CNN AND LSTM CLASSIFICATION RESULTS
In this section, we discuss the results of the hybrid deep
learningmodel. In thismodel, the output of the CNN is passed
to the LSTM for sequence classification.

The confusion matrix of the sequential classification of the
ceiling sensor data is shown in Table 10. From this confusion
matrix, it can be inferred that standing and lying are the
most misclassified activities. The performance results for this
experiment are shown in Table 11. In correlation with the
confusion matrix results of this experiment and the prior
results relating to the classification of ceiling sensor data
using CNN, it can be inferred that lying is the only activity
that warrants a further improvement in detection.

The confusion matrix of the classification of the wall
sensor data using CNN and LSTM is shown in Table 12.
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TABLE 10. The confusion matrix of the classification of the ceiling sensor
data using CNN and LSTM.

TABLE 11. The precision, recall and F1-score for classification of ceiling
sensor data using CNN and LSTM.

These results in relation to the results obtained from this
classification of the wall sensor data using CNN can be used
to deduce that lying and sitting activities misclassification
rate has been reduced with the improvement in detection for
the other activities in case of the current results. Furthermore,
Table 13 shows the performance results of the classification
using this model. It can be observed the that detection of
walking and standing activities performed well in this model.
However, detection of lying and sitting activities is still low
due to the same reason(s) described in the classification of
the wall sensor data using CNN, i.e., the limitation in activity
detection due to the subject being out of the sensor’s periph-
eral vision.

Based on the above results obtained so far for sequen-
tial classification (CNN+LSTM), certain activities are better
detected when using the ceiling sensor data, whereas others
are better detected when using the wall sensor data. There-
fore, there is still a need for further improvement in the
detection performance when using the hybrid model, as our
ultimate goal is to have a single model performing well for all
the activities. This is best illustrated in the case of detection of
lying and sitting activities which is low when the wall sensor
data are used compared to when the ceiling sensor is used.

The confusion matrix of the sequential classifier
(CNN+LSTM) is presented in Table 14. The results reported
in the confusionmatrix show an improvement in the detection
of all the activities, compared to the case where we used only
the CNN. However, lying activity is still relatively poorly
detected, requiring further improvement. That being the case,
to improve the detection performance of all the activities but
particularly that of lying, we combine both the ceiling sensor
data and wall sensor data and perform the classification using
CNN and LSTM.

The performance evaluation of the classification of the
combined sensor data using CNN and LSTM is shown

TABLE 12. The confusion matrix of the classification of the wall sensor
data using CNN and LSTM.

TABLE 13. The precision, recall and F1-score for classification of wall
sensor data using CNN and LSTM.

TABLE 14. The confusion matrix of the classification of the combined
sensor(s) data using CNN and LSTM.

in Table 15. The results indicate that this model performed
the best as compared to the other models that have been
discussed so far. In particularly noticeable in the case of
walking, standing, falling, and action change activities.

TABLE 15. The precision, recall and F1-score for classification of
combined sensor(s) data using CNN and LSTM.

Accuracy is defined as the correctly classified instances
over all the instances of all the activities. We downscale
our dataset to 8 × 8 and run it on the previous existing
conventional machine learning models. We classified dif-
ferent activities using various models that have been used
in the conventional works. Table 16 shows the comparison
of classification accuracy for these models. Based on this
table, we observe that the combined sensor data classification
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TABLE 16. Comparison of the classification accuracy of our models with
those in the conventional work.

using CNN and LSTMmodel performed the best and reached
over 0.97 accuracy.

VII. DISCUSSION
In the previous section, we presented the details of our experi-
mental results, highlighting the approach we took as we went
about designing a hybrid deep learning model to detect all
types of activities.

As evident from these results, the classification of the
frames using CNN and LSTM individually, with the ceiling
sensor and wall sensor data applied separately, had their own
respective limitations that were overcome by combining the
data from both these sensors.

However, upon comparing these results with existing
approaches that tend to use conventional machine learning
methodology of manually engineered features, which them-
selves are speculative on account of being defined by different
hypotheses, we proceeded to improve the model further.

To further improve our model, we combined both the
CNN and LSTM approaches to build a hybrid approach for
sequence activity detection that can quickly identify activities
using just 5 frames (<1sec). This is different from the existing
methods that use large amounts of sequential frames for
detection.

However, the current approach still has a few constraints
to be considered and requires solutions to further enhance
the activity detection ability and allow for a more general
application of the said model. Here are a few of these,

• A certain shortcoming that persisted in the novel hybrid
approach relates to specifically detecting lying and
action change activities. These could be overcome in
the future by using additional sensors that provide for a
larger field of view as in contrast to the limited two views
available only the single wall and ceiling sensors used
currently, thereby enhancing coverage of the subject in a
3-dimensional manner and allowing for better accuracy
in the classification of activities.

• Another issue that pertains to this model is the quality
of images obtained in the acquisition phase on account
of using infrared sensors. The lower resolution of these
infrared images can be enhanced by using advanced
image processing techniques such as super-resolution
and de-noising techniques which would allow for better
accuracy in both sequence and individual frame
classification.

• The image acquisition can be further affected by the
source of infrared radiation and its intensity. This arises
from external light sources such as sunlight through the
windows, active electronics nearby, pets/other persons
in the vicinity, etc. This issue requires a better bounding
of the subject with adequate thresholding for a more
accurate source when acquiring the images.

• These issues can be further exacerbated when obstacles
are present as well. The presence of obstacles by them-
selves hinders the accurate detection of the subject and
necessitates a separate object detection layer to accu-
rately identify the subject. This novel hybrid detection
technique is not designed for multiple subjects and our
work focuses on elderly people living alone. However,
this could also be extended to activity detection of mul-
tiple persons in a single field of view for which we need
to use localization method [24] to locate the different
people, distinguish them one from the other and then
perform activity detection.

VIII. CONCLUSION
In this paper, we proposed an activity detection technique
using wide-angle low-resolution infrared array sensors. The
data collected by the sensors are classified using a hybrid
deep learning model. The hybrid deep learning model is
designed based on the Convolution-LSTM and Siamese Neu-
ral Network architectures. We used two sensors, one placed
on the wall and the other placed on the ceiling. This activity
detection system involves two phases. In the first phase we
classify the wall sensor data and ceiling sensor data using
CNN and achieve a classification accuracy of 0.93 and 0.94,
respectively. To improve this further, we combined both the
sensor data and performed classification using CNN and got
an improved accuracy of 0.96. In the second phase, the output
of the CNN is passed to an LSTM to achieve better per-
formance. The classification using the ceiling sensor data
reaches 0.96 accuracy, whereas that using wall sensor data
reaches 0.95 accuracy. When we combine both the wall
sensor data and ceiling sensor data, the classification accu-
racy reaches 0.97. We run some of the existing conventional
approaches on our data set and compared the results. Based on
these, we can conclude that by combining the data collected
by the sensor placed on the ceiling and that placed on the wall,
and using CNN and LSTM, we get the highest classification
accuracy which is 0.97.
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