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ABSTRACT The defocus blur concept adds an artistic effect and enables an enhancement in the visualization
of image scenery. Moreover, some specialized computer vision fields, such as object recognition or scene
restoration enhancement, might need to perform segmentation to separate the blurred and non-blurred
regions in partially blurred images. This study proposes a sharpness measure comprised of a Local Binary
Pattern (LBP) descriptor and Pulse Coupled Neural Network (PCNN) component used to implement a
robust approach for segmenting in-focus regions from out of focus sections in the scene. The proposed
approach is very robust in the sense that the parameters of the model can be modified to accommodate
different settings. The presented metric exploits the fact that, in general, local patches of the image in blurry
regions have less prominent LBP descriptors than non-blurry regions. The proposed approach combines this
sharpness measure with the PCNN algorithm; the images are segmented along with clear regions and edges
of segmented objects. The proposed approach has been tested on a dataset comprised of 1000 defocused
images with eight state-of-the-art methods. Based on a set of evaluation metrics, i.e., precision, recall, and
F1-Measure, the results show that the proposed algorithm outperforms previous works in terms of prominent
accuracy and efficiency improvement. The proposed approach also uses other evaluation parameters,
i.e., Accuracy,Matthews Correlation Coefficient (MCC), Dice Similarity Coefficient (DSC), and Specificity,
to assess better the results obtained by our proposal. Moreover, we adopted a fuzzy logic ranking scheme
inspired by the Evaluation Based on Distance from Average Solution (EDAS) technique to interpret the
defocus segmentation integrity. The experimental outputs illustrate that the proposed approach outperforms
the referenced methods by optimizing the segmentation quality and reducing the computational complexity.

INDEX TERMS Defocus image, segmentation, blurred region, non-blurred region, PCNN, LBP, fuzzy logic,
EDAS method.

I. INTRODUCTION
In optical imaging system, out of focus in a digital image is
the result of the defocused blur region. In the formation pro-
cess of optical images, the radiation of light from an optical
point on the focal plane is drawn on the sensor’s optical point.
However, the incoming light from an optical point outside
the focal plane illuminates a region’s non-optical point on
a sensor is called the circle of confusion (CoC). The CoC
determines the sharpness of the region in photography. If the
CoC is large enough that our eyes can observe it, then defocus
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blur will arise. It is worth mentioning that the CoC diameter
increases gradually with either shallower or deeper distances
from the critical focused spot to the point. The image spot
appears focused if the human eye’s resolution is more signif-
icant than CoC’s diameter.

Nowadays, photographers increasingly emphasize defo-
cused images given that these images implicitly are seg-
mented into two parts, i.e., focused or sharp, and out of
focus or blurred regions. The blurriness in images is spatially
fixed in existing image de-blurring techniques. In defocused
images, the lower the distance, the sharper the image features
mean, the in-focus region is the foreground, while the back-
ground is the out of focus region [1], [2]. However, the blurred
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FIGURE 1. In the test image, the sharp and blurred objects are identified numerically: the
sharp objects are 11, 12, 13 and 14 respectively. The rest of the objects are blurred. In the
ground truth image, black denotes the blurred region while white the sharp region.

background can remove details useful for scene understand-
ing purposes. In this case, the focus and out-of-focus regions
need to be separated to apply post-processing operations that
will affect the focus regions or feature extraction of digital
images from in-focus regions.

Some recent image defocuses studies assume that the
blurred image results from spatially invariant defocus
blur [3]–[8]. The techniques that model the spatially invari-
ant defocus blur usually restore small patches of the
image in which the blurred image may preserve the spatial
invariant while the restored image patches are collectively
stitched [9]–[11]. An accurate and efficient detection of the
focused and out of focus regions is vital on various perspec-
tives: a) to avoid costly post-processing tasks such as decon-
volution (defocused region) [11]; b) to detect the blurred
background in digital imaging comprising image refocusing
and de-blurring, estimation of image depth and analysis of the
image quality. Also, it can be further deployed for adding a
blur effect (i.e., artistic-bokeh effect [15], [16]), specifically
for a high DOFmobile camera; c) to detect the blurred objects
to extract the image features, and also the spatial pooling
of object-centric is performed for detecting the foreground
objects in blurred background; d) to recognize the object
in the areas wherever the object of interest is out of focus,
i.e., microscopy images [38].

The major aim of defocus blur segmentation is to separate
sharp and blurred regions for facilitating the post-processing
mentioned above tasks. This explicit research problem
is adopted herewith; a novel and hybrid approach based
on Pulse Coupled Neural Network (PCNN) and Local
Binary Patterns (LBP) are presented. The proposed approach
achieves promising results, producing smooth edges and
object shapes, even in noisy and blurred background images
compared to the reference algorithms [45]–[50], [62] which
are discussed in detail in the next section. For example,
Fig.1 depicts certain focused regions and displays out of
focused patches which are numerically identified in the test
image.

In the test image, the sharp and blurred objects are iden-
tified numerically: the sharp objects are labeled 11, 12, 13,
and 14, respectively. The rest of the objects are blurred. In the

ground-truth image, black represents the blurred region,
while white spots represent sharp regions.

The fuzzy technique has been applied for various methods
used for defocus blur image segmentation. The primary moti-
vation of the prominence of fuzzy-based image segmentation
is its extensive functions in various fields, i.e., fuzzy-set
theory, supplier segmentation [63], genetic-based schemes,
neural networks, computer vision, pattern recognition, and
image processing [64]. EDAS is a scheme of fuzzy-logic
(FL) proposed by Ghorabaee et al. [65], known as Evaluation
Based on Distance from Average Solution (EDAS). It is
a novel method of the Multiple Criteria Decision-making
Method (MCDM) that is used for inventory classifica-
tion [66]. The FL’s EDAS technique is used in the algorithm’s
ranking to classify the top potential scheme based on execu-
tion time, speed, and accuracy.

A. CONTRIBUTIONS
This paper proposes a novel, efficient and accurate approach
based on a sharpness metric called Local Binary Pat-
terns (LBP) and a pulse-synchronous mechanism known as
Pulse Coupled Neural Network (PCNN) for resolving the
defocus blur segmentation problem. Furthermore, the pos-
itive threshold values are required in the region extraction
process without the requirement of any tuning procedure. The
defocused regions are entirely extracted from the focused
ones using the LBP sharpness mask by measuring the blur
estimation in defocus images. After extraction, the neuron
firing sequence in the PCNN algorithm comprises the image
feature details containing the texture, region, and edge are
adopted for a prominent segmentation of focused region
based on image features. The proposed approach yields sig-
nificantly accurate results in less computational time and
working for the numerous defocus conditions, as noticeable
from our experimental defocus segmentation results.

B. PAPER ORGANIZATION
The paper structure is organized as follows: Section 2 presents
related works about LDOF images and the PCNNmodel, fol-
lowed by LBP and EDAS schemes. The proposed procedure
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and its implementation steps are discussed in Section 3.
Section 4 discusses the evaluation of experimental results
achieved from the proposed approach and explains the dataset
and comparison with the state-of-the-art techniques. Lastly,
the conclusion of the proposed approach is described in
Section 5.

II. RELATED WORKS
This section is divided into two sub-sections. At first,
the introduction about LDOF images is provided along with
the previous literature of the PCNN. Next, comprehensive
related work is presented, covering the LBP-based algorithms
followed by the EDAS scheme in numerous application areas.

A. DEFOCUSED IMAGE SEGMENTATION AND PCNN
ALGORITHM
This section introduces Low Depth of Field (LDOF) images
followed by the PCNN and LBP measurements. The depth
of field (DOF) is a metric that depends on the distance
between the camera lens, frontal, and posterior angles of the
object, which in turn to be sharp [17]. In LDOF images,
the lower the distance, the sharper the image features mean
the object of interest is focused. However, the out of focus
region could be a large area of background, resulting in a
loss of detail at large distances [2]. Some standard methods
for detecting the object of interest in LDOF images in the
literature are edge-based, region detection approaches, and
feature transformations. In [18], [19], an edge-based detec-
tion method is used to detect the artificial object and analyze
the object’s contour by measuring the defocused pixels. Con-
versely, the region-based segmentation is essential in detect-
ing objects in natural images [2], [20]–[22], [76] that explores
a region by using high-frequency mechanisms. For example,
recent works [23]–[25] use a higher-order statistics (HOS)
map from defocused images to highlight the focused regions.
A multi-scale fuzzy model is used by Mei et al. [26] for
identifying the region of interest, whereas the segmentation
of the focused region is carried out by using a mixed-energy
function. Similarly, Shaik et al. [73] introduced a multi-scale
re-blurring technique for the detection of the focused region
in the saliency space and aimed at curve evolution using
LDOF images. Roy and Mukhopadhyay [74] proposed a
multi-focus region-based color image fusion that extracts
the focused edges from the input image to obtain a better
focused fusion image. They adopted Zero-cross and Canny
edge detector operators for focused edge extractions. In con-
trast with approaches that use edge-based or region-based
detection methods, the feature-based transform segmentation
of LDOF images produces accurate outputs along with some
improvements in terms of performance. However, a high
computational cost is required to extract the focused object
of a single LDOF image. Likewise, Wen et al. [75] adopted a
two-channel convolutional neural network (CNN) for extract-
ing the claritymap of input fusion images. Themorphological
filtering is applied for smoothing the clarity map. Finally,

the clear segments of input images are merged for construct-
ing the resultant fused image.

Nevertheless, inspired by the feature transform segmen-
tation method for LDOF images, we turned our attention
to PCNN and LBP-based schemes to extract the focused
region of LDOF images. There is no training require-
ment of PCNN (pulse coupled neural network) like other
neural-network models. PCNN has some familiar image
processing characteristics, for example, global-coupling and
pulse-synchronization [59].

PCNN was proposed as a means for tackling complex
problems using a bio-inspired parallel processing paradigm.
Eckhorn et al. [27] proposed this PCNN approach as a new
concept in artificial neural networks research, and the ori-
gin of its phenomena is the visual neurons of mammalian
for provision of synchronization pulses. The PCNN is one
layer, and the 2-D array of lattice connected neurons along
with a 1-to-1 pixel neuron correspondence such that each
neuron is linked with a unique pixel and vice versa [61].
The original implementation of the PCNN model sought to
replicate the pulse-burst phenomenon in the visual cortex
nervous structure of cat . It can be used in various computer
vision tasks such as image processing, image segmentation,
object recognition, pattern recognition and isolation, image
fusion, and enhancement [2]. The PCNN model’s excellent
properties have recently been used to develop novel algo-
rithms for image segmentation and explore the dynamic syn-
chronization potentials of neural behavior, containing capture
activity, synchronization pulse release, automatic signal, and
nonlinear module. The PCNN might represent an impressive
contribution to image segmentation research inmedical, natu-
ral, and some other types of images [60], and therefore, we are
interested in assessing its strengths and limitations.

However, more thorough research about the application of
PCNN for image segmentation is needed to evaluate its appli-
cability and set adequate model parameters. In this sense,
Deng and Yi-De [28] were the first to evaluate the mathe-
matical properties of the PCNN model. Afterward [29], [30],
the analysis of the time-attenuation parameters was stud-
ied. Kuntimad and Ranganath [31] introduced a scheme for
setting the connection-coefficient parameters. An adaptive
technique for the parameters’ settings to simplify the neuron
model was proposed by Chen et al. [32]. Yi-De et al. [33]
and Min and Chai [34] presented the mutual informa-
tion and Fisher criteria for performance improvement of
PCNN in the application of image segmentation. Helmy and
El-Taweel [35], Xu et al. [36] andHernández andGómez [37]
proposed a differential-evolution and a self-organizing neural
network scheme, respectively, in order to improve the adapt-
ability nature of Pulse Coupled Neural Network (PCNN) for
image segmentation applications.

In the context of our work, Shen et al. [38] proposed using
PCNN for region detection in refocusing images. The refo-
cusing images are suitable for calculating the distance and
depth, which uses focused region detection in 3D measure-
ments. The neuron-firing system extracts the refocused image
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features, i.e., edges, texture, and focused region. The major
limitation of the presented method is that it is only applicable
for light field images.

The spatial characteristics of pixels are considered while
applying the PCNN algorithm in image segmentation.
(i.e., differences occurring in gray pixel values such as
edge discontinuities). The PCNN algorithm’s applications are
commonly recognized in the industry because the result of its
pulse sequence output contains significant information about
the textures, edges, and smooth regions in the image [7].

Our proposal utilizes the PCNN algorithm’s advantage
to transform edge and region features into pulse-sequence
images and extract the sharp region of the defocused images
from the pulse sequence.

In optics, the image defocuses regions into three types,
i.e., sharp, blurred, and transitive. The image features can be
mainly classified using texture, color, and shape. The leading
role of defocus blur segmentation is to separate the in-focused
and out of focused regions in images. A new sharpness metric
based on LBP (Local Binary Patterns) and the PCNN model
is presented for resolving this issue.

B. LBP BASED SEGMENTATION AND EDAS SCHEME
Ojala et al. [39] and Pietikäinen et al. [40] proposed one of
the popular texture descriptors called Local Binary Pattern
(LBP). LBP measures the differences in the pixel values
between the central and neighboring points to create a binary
descriptor. That binary pattern produces a decimal value that
is applied for labeling a certain pixel. Formally, it is explained
that for a certain pixel xc, the LBP calculation is compared
with the neighboring pixels {xp,r }

p−1
m=0, on a circular radius r

on xc centroid.
Yi and Eramian [62] described LBP pattern-based defo-

cus blur segmentation which separates the focus and out of
focus regions in LDOF images. The suggested method makes
blurry regions having significantly less prominent in the LBP
descriptor than in sharp regions. A quality sharpness map
can be produced by merging the presented method and image
multi-scale and matting inference.

LBP is commonly used in image analysis and computer
vision applications due to its low computational complex-
ity requirements and simple implementation. LBP has been
extensively used for texture analysis; its applications have
been extended to other diverse categories, for example,
remote sensing area, image retrieval, visual object inspection,
bio-metric image analysis (face image and fingerprint recog-
nition), edge detection, objectmotion analysis, environmental
modeling, and texture recognition [41]- [43]. LBP invariants
have been developed to improve its discriminating power,
applicability, and reliability. The LBP function presented
by [44] for a given pixel is explained in Eq. (1) and Eq. (2) as
below:

LBPp,r (yc) =
p−1∑
m=0

s(yp,r,m − yc)2m (1)

s(x) =

{
1 x >= 0,
0 x < 0

(2)

where yc denotes the central pixel value, yp (p = 0, · · · ,
p− 1) characterizes the neighboring pixels value on a circle-
of-radius r and the neighboring pixels denoted by p. The gray
level neighboring pixels yp that do not fall in the central pixels
can be estimated by first-order hold interpolation.

The enhancement of image rotation in terms of achieve-
ment to rotation invariant LBPrip,r version [44] as suggested
in Eq. (3) as follows:

LBPrip,r = min {ROR(LBPp,r , i) | i = 0, · · · , p− 1} (3)

where ROR(x, i) denotes an i-step circular bit-wise right shift
on x vector.
Shi et al. [45] presented the uniform patterns as basic tex-

ture micro-structures and it is represented by ‘U ’ values
investigated bitwise changes appeared in the LBP pattern
which is illustrated in Eq. (4) as given below:

U (LBPp,r ) =
p−1∑
m=0

s(yp − yc)− s(yp−1 − yc)

+ | s(yp−1 − yc)− s(y0 − yc) | (4)

The bitwise transition is calculated by U (LBPp,r ) from
0 − 1 and 1 − 0. The LBP descriptor is uniform if U <= 2
or otherwise is categorized as a non-uniform pattern. The
uniform pattern is further classified into p + 1 various rota-
tion invariant classification in terms of the rotation-invariant
uniform pattern known as
LBPriu2p,r with a lower pattern dimensionality of p + 2,

identified in Eq. (5).

LBPriu2p,r =

{∑p−1
m=0 s(yp − yc), if U (LBPp,r ) <= 2

p+ 1, otherwise.
(5)

Shi et al. [45] proposed a scheme for the estimation of
just noticeable blur in images with a new sparse feature
based on earlier feature schemes. The presented results
illustrated a strong correlation between the extracted fea-
tures with the defocus strength. The authors presented
several possible application areas of the trained features,
including image refocus, image de-blurring, and depth
estimation.

The above-presented framework’s primary limitation is
that it suffers heavily under noise and mixes the image and
noise content when constructing the descriptor. Therefore,
the LBP code has an undefined state and determines the
consistent bit value based on another LBP code bit that might
beworth deriving the explicit treating of noise detection of the
blur region required. The future aim of the authors’ work is to
compensate for the blur map in the areas of image detection
and classification.

Vu et al. [46] suggested an algorithm known as S3 which
measures the perceived-sharpness in defocused images. The
proposed S3 approach, along with spatial S1 and spectral S2
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TABLE 1. Fuzzy logic EDAS’s impact in related research studies.

application domains, is used to analyze the perceived sharp-
ness inside and across the defocus images. The resultant
sharpness measure is the geometric mean of the S1 and S2
measures. The suggested approach’s major limitation is that
its accuracy is affected by Gaussian noise applied in defocus
images.

Shi et al. [47] presented a method based on blur fea-
tures. Various blur domains are described and combined in a
multi-scale module to adjust the scale variance. The authors
produced the LDOF dataset and ground truth images that will
be used in future research directions. The main limitation
of the presented method is that its performance sometimes
degrades when texture-less background or motion-blurred
foregrounds are present, and the blur pixels are identified in
these types of regions.

Su et al. [48] presented a scheme for detection and clas-
sification of blur region in the image that adaptively detects
and classifies the types of blur regions regardless of using
kernel or de-blurring estimation. A novel singular-value fea-
ture is used for the detection of the blurred region within
the image. The suggested scheme uses the alpha channel’s
information to classify the blur type (i.e., motion blur or defo-
cus blur regions). One of the shortcomings of the presented
method is that the whole image’s blurriness degrades the blur
degree estimation quality as the analysis is performed by

singular-value β1. Another aspect of performance affected is
the proportion regarding the domain size of blurriness to the
size of the entire image.

Zhuo and Sim [49] proposed a new technique for blur
map amount estimation at edge points using the Gaussian
ratio algorithm. The estimation of the depth map is another
concept applied for defocus blur segmentation. The defocus
map can be assessed twofold: one is for assessing the blur
amount at edges, and another is for blur measurement for the
rest of the image. A complete defocus map can be generated
by applying the interpolation technique. The proposed result
is not affected by noise or spurious edge points, and thus
it generates more robust defocus maps than earlier studies.
The proposed technique applies the size of the edge as a
ground reference for depth estimation under the notion that
the blurred region edges are large compared to sharp regions.
The proposed study’s future direction is to compensate for the
application in the motion blur domain and work in other edge
estimation of digital images.

Zhu et al. [50] estimated the point spread functions (PSF)
for revealing the geometric knowledge of the image scene
and recovering the sharp region in the image. The presented
algorithm can estimate a defocus map using a single defo-
cus image and work with classical cameras. The proposed
method uses the color information about edges for producing
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the blur map to identify the blurriness at every pixel
level.

The Evaluation Based on Distance from the Average Solu-
tion(EDAS) based approaches are adopted to rank alterna-
tive methods in this research study. The individual latest
researches about the various impacts of the fuzzy logic EDAS
approach in numerous areas is given in Table 1.

III. PROPOSED APPROACH
The PCNN model is generated from pulse-coupled neurons,
which is an array model of two-dimensional mono-layer
neurons [38]. In the PCNN algorithm, the neurons denote
the pixels for their application in image segmentation. In the
PCNNmodel, when a neuron (pixel) gets fired, then all pixels
of a similar category fire concurrently because the model
has a neuron coupling nature. Based on such a coupling
nature, the model processes the digital images using multiple
techniques.

FIGURE 2. Detail structure of PCNN model.

The PCNN model is reported in Fig.2. Each subsystem in
the model can be represented by the following mathematical
Eq. (6-10):

Fij(n) = Xij (6)

Lij(n) = VL
∑

WijklYkl(n− 1) (7)

Uij(n) = Fij(n)(1+ βBLij(n) ) (8)

Eij(n) = e−aEEij(n− 1)+ VEYij(n− 1) (9)

Yij(n) = ε[Eij(n)− Uij(n) ] (10)

Eq. (6) represents the coupled connecting subsystem; the
feeding input subsystem is denoted by Eq. (7), Eq. (8), and
Eq. (9) characterize themodulation and dynamic thresholding
subsystem, whereas the firing subsystem is described by
Eq. (10). The gray-scale pixel of the neuron is represented
by Sij. The subscript ij denotes the coordinates of the central
position of the neuron model. The subscript kl denotes the
specific location of the central pixel corresponding to the
neighboring pixels, and βB represents the connecting coeffi-
cient of the modulation subsystem’s internal activity, whereas
ε represents the dynamic strength coefficient. The represen-
tations of aE and VE for iteration decay of time constant and
connecting weight amplification coefficient in between the
dynamic thresholding and the firing subsystem, respectively.
The Yij represents the resultant output of the PCNN that is
the firing state (0 or 1) of the neuron. The focused region in
image segmentation is detected by the natural firing process
of neurons or triggered by its neighbor. Each neuron in the
model gets fired only once during each iteration. The setting
of minimal threshold attenuation is to ensure that all neurons
have the opportunity to be fired. All the neurons get fired
when the dynamic thresholding is set to be the minimum
limit of attenuation. The adjacent pixels’ gray level values
are estimated by firing the neighboring neurons. Similarly,
the neurons firing order reflects the change in the gray values
of pixels. We used previous knowledge of neuron firing to
estimate the regional characteristics of defocused images.
The neurons in PCNN are fired and then act on their neighbor-
ing neurons using the connection and feedback subsystems.
In the next iteration, the dynamic threshold decay of adjacent
neurons gets fired.

The Local Binary Patterns (LBP) descriptor [51] is widely
used for texture segmentation [52], face recognition [53], tex-
ture recognition [54] and background subtraction [52]. The
LBP pixel code at the particular central location is (xcen, ycen)
given in Eq. (11) and Eq. (12) as follows:

LBPN ,R(xcen, ycen) =
N−1∑
p=0

V (np − ncen)× 2p (11)

V (x) =

{
1 |x| >= ThLBP
0 |x| < ThLBP

(12)

where ncen is denoted as the central pixel intensity (xcen, ycen),
np symbolizes the N neighboring pixels intensities that are
located within a circle of radius R at central point of cir-
cle ncen. It is stated in [55] that ThLBP > 0 is a small and
positive threshold for obtaining robust image regions. Fig.3
illustrates the neighboring pixel locations np for R = 1 and
N = 8. The bilinear interpolation technique is used for
obtaining the intensity of the pixels np.
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FIGURE 3. 8-bit based LBP along-with P = 8, R = 1.

The rotation-based LBP invariant version is obtained by
performing a bitwise right circular shift that minimizes the
LBP code result [51]. Consequently, the novel pattern number
can be minimized to 36. Ojala et al. [51] stated that equal
sustenance rotation is not mandatory for rotation invariant
patterns. The uniform pattern requires two bits of transitions
in a circular sequence, such as one to zero or zero to one. The
non-uniform patterns are considered a single pattern, which
minimizes the uniform pattern number to 8 in the case of 8-bit
LBP, which are depicted in Fig.4. This figure shows the green
color of neighboring pixels if it is triggered that is ThLBP is
less than their pixel intensity difference and central pixel, else
the red colored neighboring pixels will display, which is also
explained in Eq. (13).

mLBP = 1/N
9∑
j=6

n(LBPrjv28,1 j) (13)

where n(LBPrjv28,1 j) is the rotation invariant number of uniform
8-bit LBP pattern of type jwhile N denotes the number of the
total pixels in a certain local region and mLBP ∈ [0, 1]. The
LBP sharpness measure’s major advantage is that it is good
for monotonic illumination changes frequently occurring in
natural images. Symbols used in this study are illustrated
in Table 2.

A. PROPOSED BLUR-SEGMENTATION ALGORITHM
The modules of the proposed approach are discussed in this
section. At first, the LBP sharpness mask generation is dis-
cussed in detail, while the blur estimation is illustrated as
the second module. The third module is all about PCNN
model structure, whereas the algorithm description along
with Algorithm 1 is reported in the section.

1) LBP SHARPNESS MASK GENERATION
The local binary patterns (LBP) descriptor is produced using
mLBP. The sharpness measure is calculated for a local image

patch regarding each pixel in the image. The sharp area of the
image is displayed as white in Fig.6. The sharpness mask can
be calculated using each pixel’s constant time for a stable P
and R. The image is analyzed based on the LBP sharpness
matrix. Then a mask called a sharpness mask is generated
using this estimated sharpness matrix. The image is divided
into small patches, and the sharpness measure is done on each
image patch. This process is done so that the mLBP values of
the patch are calculated; then, each patch is categorized either
as blur or sharp based on this value. After looping through
the entire image, patches with sharp and blur segments will
be generated from the sharpness matrix.

2) BLUR ESTIMATION
Blur estimation is defined as the process of estimating the
blurred content in the image. Using LBP, the pixels with sharp
values and those with blur values are identified. The blur
estimation is done using this pixel information so that the
pixels that fall under the blur category are replaced with zero
intensity values. This process helps the segmentation to act on
individual pixels. Using this estimated blur image, a binary
mask corresponding to the segmented image is generated.

Fig.5 illustrates the frequency distribution of 9 uniform
patterns of LBP showing focused and out-of-focused regions
of 100 images selected randomly from the available public
dataset of 1000 partial, blurred natural images [16] along
with ground truth images indicating the focused and out-of
focused regions. The graph’s horizontal axis shows the his-
togram of local binary patterns, while the number of occur-
rences indicates the vertical side. The frequency patterns of
out-of-focused regions in bins 5, 6, 7, 8, and 9 are visibly less
than focused regions. The reason is that in smoother regions,
most neighboring pixels have the identical intensity specified
to nc. However, in some cases, fewer neighboring pixels are
triggered as their LBP patterns are less uniform, along with
fewer likely triggered neighbors.

3) PCNN MODEL STRUCTURE
The model PCNN generates promising segmentation results
in the case of low contrast and noisy test images. It has been
observed that in the case of overlapped adjacent regions,
even when the intensity ranges of adjacent regions overlap,
the PCNNmay produce accurate regions segmentation if cer-
tain conditions are satisfied. It is noted that when an accurate
segmentation has been obtained, each pixel is appropriately
allocated to the region it belongs to. The generic technique
for image segmentation using PCNN is to adjust the network
parameters so that the neurons corresponding to the pixels of a
given region pulse together and the neurons corresponding to
adjacent regions’ pixels are not triggered. The network neu-
rons pulse based on their feeding and linking inputs. Note that
the feeding input to a neuron is equal to the intensity of its cor-
responding pixel. Due to the captured phenomenon, the neu-
rons associated with each group of spatially connected pixels
with similar intensities tend to pulse together. The image
segmentation process can be identified by the synchronous
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FIGURE 4. The invariant LBP based uniform rotation.

pulsing neurons of each contiguous set. The PCNN based
segmentation can be a region, part of a region, or numerous
regions, unions, and sub-regions of the test image. Ideally,
the goal is to select the network parameters such that each
segment exactly corresponds to an entire region in the image.
The quality of the attainable segmentation is based on such

parameters. Conversely, the PCNN may not always produce
accurate segmentation of real images, and for this reason,
further post-processing steps are required for splitting and
merging the segments.

In our approach, the input image is converted into a
gray-scale, and this image is evaluated in the frequency
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TABLE 2. Symbols and descriptions.

domain to extract the low frequency, medium frequency, and
high-frequency regions. The mean of the three frequency
regions is then calculated. The PCNN is executed on the
gray-scale image using these values as initial parameters. The
PCNN algorithm is executed on every pixel in the image;
after completing the entire firing sequence, a segmented edge
image is generated. This segmented edge image is merged
and binarized to obtain the final segmented image, as depicted
in Fig.6.

4) ALGORITHM DESCRIPTION
The focused-segmentation algorithm using the proposed
hybrid approach is illustrated in Algorithm 1. Our method

takes an LDOF image as an input and produces visible image
regions as an output. The algorithm comprises five major
parts: parameters initialization, generation of the matrix for
firing sequence, pixels classification, calculation of the LBP
descriptor, and assessing the quality of segmentation of the
visible regions.

The proposed algorithm requires numerous parameters,
i.e., linking weight matrix W , linking strength β, dynamic
threshold amplitude γE , decay factor χE , a threshold with
minimum limit THmin, and judgment-criteria ρ. The starting
value of W has been calculated experimentally. The other
parameters for example γE , THmin, χE , ρ, and β are adap-
tively configured as per gray level distribution in the images.
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Algorithm 1 Defocus Blur Region Segmentation
Input: Defocused image IDef
Output: Final focused segmented image FISeg

1) Convert IDef to gray-scale image IGry
2) IGry(Omega) ← fft(IGry)
3) MaxOmega← max(IGryOmega)
4) MinOmega← min(IGryOmega)
5) MeanOmega← mean(IGryOmega )
6) Calculate the PCNN initial parameters using initializa-

tion formula. (see equations (15) to (28).
7) Estimate the sharpness using the LBP sharpness mea-

sure formula. (see equation (12))
8) for ij pixel position in IDef do
9) if IDef (ij) > ThLBP then

10) Is(ij)← 0
11) else Is(ij)← IDef (ij)
12) end if
13) end for
14) EdgeMatrix ← 0,B ← 0,ConnectivityMatrix ← 0 and

n← 1
15) for ij pixel position in Is do
16) Calculate Fij (n) ,Lij (n) ,Uij (n) ,Eij (n) ,Yij (n).
17) if Y ij(n) == 0 then
18) EdgeMatrix(ij)← 1,B(ij)← 1
19) else EdgeMatrix(ij)← 0,B(ij)← 0
20) end if
21) end for
22) for ij pixel position in Y do
23) if Yij == 1 then
24) Lb← bwlabel(Y )
25) end if
26) end for
27) for ij pixel position in ConnectivityMatrix do
28) ConnectivityMatrix (ij) ← the connectivity of the

position ij in Lb
29) end for
30) n← n+ 1
31) for ij pixel position in EdgeMatrix do
32) if EdgeMatrix(ij) > Threshold
33) EdgeMatrix(ij)← 1
34) else EdgeMatrix(ij)← 0
35) end if
36) end for
37) FBseg← binary(EdgeMatrix)
38) forij pixel position in Imc do
39) if FBseg(ij). == 1
40) FI seg(ij)← FI seg(ij)
41) else FI seg(ij)← 0
42) end if
43) end for

The gray-level intensity information is reflected by the link-
ing weight-matrix W and the center neuron transmit this
information. The effect of gray-level pixels decreases with the

increasing level of distance from the central pixel. Our matrix
has been initialized and the synaptic weights are represented
in the matrix with constant values as illustrated in Eq. (14) as
follows:

W (ij)

0.5 1 0.5
1 0 1
0.5 1 0.5

 (14)

The duration of the firing neuron activation in the PCNN
algorithm is modified phase-wise. Tsai and Wang [18] men-
tions that χE changes the numbering and height of each firing
phase, whereas γE alters the matrix width of each firing
phase. For instance, each firing neuron’s step narrows down
with the χE , reduces which subsiding its numerical coupling
characteristics, and the network behavior of the pulse deliv-
ery is displayed. The algorithm efficiency is affected by the
gradual reduction of χE , and as a result, the duration of each
iteration of the algorithm increases. The neuron parallel to the
pixel value and the most considerable normalized gray-scale
value (IDefmax) in the entire image must be fired for the
initial iteration duration. Thus, γE is usually assigned as
IDefmax. Each neuron needs to fire at a single time to avoid
overlapping firing cycles of neurons. The threshold value
is set to infinity when the neuron is fired. Consequently,
the neuron will not be able to fire again in the algorithm’s
cycle, as illustrated in Eq. (15). The input defocus image
IDef is normalized as the matrix ω. This process is usually
called the refractory period of the firing (pulsing in this case)
neuron.

γE ← max(ω) (15)

The proposed method applies simple pre-processing steps
of the images that contain measurements of the gray-level
statistical distribution, spatial-level frequency statistics, and
gray-scale normalization. The parameters are settled accord-
ing to the images’ pre-processing results to improve the
proposed algorithm’s adaptability. The parameter THmin is
identified as the gray level distribution of the entire image.
Therefore, the pixel numbers along with gray-scale values in
the parameter interval [THmin, 1 >= 93%] of the pixels in
ω are produced in the entire image. Three level-descriptive
regions such that low, mid, and high-frequency information
are extracted from the image. Each descriptive region is the
image block with the highest pixel numbers in the resultant
frequency band. The gray-level mean values of low, mid,
and high-level frequency are represented as µLF , µMF , and
µHF , respectively, along with standard deviations αHF . The
algorithm used for defocus images requires to fulfill the
following criteria by these parameters: the neurons alongwith
low frequency must be fired at a time; neurons with mid-level
frequency fire continuously, and the firing sequence for neu-
rons having the high-level frequency has more significant
differences.

The two possible conditions for the low-level frequency
region are the firing neuron at n1th iteration that corresponds
gray level pixel value µLF + αLF . Subsequently, the firing
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FIGURE 5. LBP histogram in focused and out of focused regions.

neuron at the n2th iteration that corresponds to gray level
pixel value µLF - αLF . The χ fulfills the below inequality
conditions as described in Eq. (16):

µLF + αLF ≥ γEe−(n1−1)χE (16)

µLF − αLF ≥ γEe−(n2−1)χE (17)

n2 − n1 ≤ 1 (18)

Simplifying the Eq. (16) to Eq. (18), the resultant equation
is given by the expression below Eq. (19):

χE = ln
(µLF + αLF )
(µLF − αLF )

(19)

The assumption about other conditions for the high-level
frequency region is the firing neuron at the n3th iteration that
corresponds to gray level pixel value µLF +αLF . The second
firing neuron at the n4th iteration for corresponding gray level
pixel µLF − αLF . The conditions must be fulfilled by the
parameters used in Eq. (20) to Eq. (22):

µHF + αHF ≥ γEe−(n3−1)χE (20)

µHF − αHF ≥ γEe−(n4−1)χE (21)

n4 − n3 > ρ (22)

Simplifying the Eq. (20) to Eq. (22), the resultant equation
is illustrated in Eq. (23):

ρ <
1
χE

ln
(µHF + αHF )
(µHF − αHF )

(23)

According to the criteria of classification, the simplifica-
tion of Eq. (22) and Eq. (23) is givn as follows in Eq. (24)
and Eq. (25):

0 ≤ ρ ≤ 8 (24)

ρ = min 8
1
χE

ln
(µHF + αHF )
(µHF − αHF )

(25)

The 3× 3 neighbor neurons are fired and that is the major
reason for neuron firing at the mid-level frequency region.
At a time the neurons probably gray-scale µM in the 3 × 3
neighborhood fired in the n5th iteration. In pulse coupling,
these neurons are fired in the n6th iteration. The simplifica-
tions of parameters are given by Eq. (26) to Eq. (28):

µM ≥ γEe−(n5−1)χE (26)

µM −
2ρ
3
βµM ≥ γEe−(n6−1)χE (27)

n6 − n5 = 1 (28)

Solving Eq. (26) to Eq. (28), the result is given in Eq. (29)
as follows:

β =
3αLF

ρ(µLF − αLF )
(29)

The parameters γE ,THmin, chiE , ρ, and, β in Algo-
rithm 1 are adaptively assigned as the pre-processing output
of the images.

IV. ALGORITHM EVALUATION
We used a blurred detection dataset that is publicly avail-
able [16], consisting of 1000 blurred natural images of var-
ious categories, i.e., humans, animals, airplanes, ships, trees,
beeches, and natural scenes. It must be noted that some of the
images present in the dataset are among the most challenging
for focus segmentation tasks. Each test image in the defocus
dataset has referenced images and one of the best databases
for focus segmentation comparisons. The blurred detection
dataset is used to analyze the proposed approach because it
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FIGURE 6. The proposed block diagram. The major phases are illustrated on the left while the right depicted each
image produced and its role in the algorithm.

contains different classes and several human-generated defo-
cus images. The dataset has been classified into five different
sub-classes in this study according to a few specific defocus
images for more focus segmentation evaluation.

A. PERFORMANCE METRICS
The proposed approach is compared in this section with other
methods in the art for validation purposes. The dataset images
were partially segmented into focus and out of focus regions
using the method explained in Section IV. The proposed
approach for each segmentation algorithm is performed as
in Fig.7. The resulting images in Fig.7 are decomposed in

black and white colors. The patches corresponding to the
sharp region and the blur region in Fig.7 are classified using
the proposed hybrid approach. The black color indicates
the blur region, while the white color identifies the sharp
region. The region corresponding to the blur region is given
by the pixel value zero, and the sharp region is given by
the value one. In the output, only the sharp objects are
noticeable, whereas the blur objects are not visible. In the
proposed method, the main errors are attributed, which were
the significant limitations of Shi et al. [47], Vu et al. [46],
and Su et al. [48] (Section II). The obtained results are very
close to the ground truth images with smooth backgrounds,
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FIGURE 7. Segmentation result performed by numerous blur detection techniques.
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while alternate blur detection techniques produce noisy back-
grounds. In Shi et al. [47], Su et al. [48], and Zhu et al. [50],
one cannot differentiate between the sharp and blur regions
as both categories of regions are mixed up and the objects are
not properly visible in the output images. Thus, the proposed
method is more robust to differentiate the blur backgrounds
than previous algorithms.

The proposed method is compared with seven state-of-
the-art methods which were concisely discussed in Section II.
Yi and Eramian [62] measured the sharpness metric mLBP
along with ThLBP. The mSVD was used by Su et al. [48] for
computing the sharpness map. Vu et al. [46] merged the both
spectral S1 and spatial sharpness S2 by applying the geometric
mean method. Shi et al. [47] applied the techniques such that
mGHS , mK , mLDA, mAPS collectively along with a multi-scale
inference model and Naïve Bayes classifier. Shi et al. [45]
designed a sparse type representation of image patches apply-
ing a trained dictionary for minor perceivable blur detection.
Zhuo and Sim [49] calculated an edgewidth based depthmap.
Zhu et al. [50] analyzed the statistical model-based PSF of
the local frequency-spectrum of the gradient field.

These techniques’ full results are gray-scale images where
the more incredible sharpness indicates the greater intensity
and other methods except for Zhu and the proposed approach
applied the simple thresholding segmentation, Tseg, in the
final step for generating the segmentation. The parameters in
the reference algorithms were used in their original imple-
mentation code. Meanwhile, getting the original code for
Zhu’s method was impossible because it is affiliated with
Adobe Systems Inc. Our algorithmic implementation pro-
duced all the output results illustrated in this study. The
sharpness map was normalized by using the interval [0,8].
In the literature, only three performance metrics, i.e., Pre-
cision, Recall, and F-measure, are used to evaluate the blur
segmentation algorithm. These three matrices are also used
for evaluating the proposed approach along with the ref-
erenced methods, besides some other additional metrics,
i.e., accuracy, Matthew’s Correlation Coefficient (MCC),
Jaccard Coefficient Measure (JC), Dice Similarity Coeffi-
cient (DSC), and Specificity are also used in this study and
was not used in previous techniques. The performance met-
rics are given as follows:

1) PRECISION AND RECALL
Precision and recall are produced for deblurring the seg-
mentation algorithm to change the threshold Thseg using the
interval [0, 255] for generating the final segmentation of the
sharpness metric in Eq. (30) and Eq. (31).

Precision =
Rseg ∩ Rgtr

Rseg
(30)

Recall =
(Rseg ∩ Rgtr)

Rgtr
(31)

whereRseg denotes the pixels in the blurred segmented region,
Rgtr identifies the pixels in the blurred ground truth region.
The resultant output of precision is 0.9784 while Recall is 1.

The proposed approach produced remarkable precision com-
pared to the existing methods, and the presented approach
also generated the enhanced output compared to the LBP
method.

2) ACCURACY
The accuracy is calculated from the error matrix, and they
are determined by distributing the complete quantity, which
properly categorized pixels by thewhole quantity of reference
pixels. Similarly, the accuracy of distinct groups is calculated
by a different number which is properly classified pixels in
each column. Accuracy indicates the training set pixel of
a given cover type, classified and determined by dividing
the number of properly categorized pixels in each group by
several training data set, and it is used in the different classes.
Accuracy presents the systematic errors, and the precision
is related to the random errors. True positive(TP) indicates
its segmented output is one and the ground truth results are
also one, and true negative (TN ) values mean the segmented,
as well as the ground truth both, are 0. False-positive (FP)
means the segmented result is one while the ground truth
result is 0. In contrast, false-negative (FN ) leads to a segmen-
tation result is one, whereas the ground truth result is one, and
these terms are used to measure the accuracy, and it also mea-
sures the total number (N ) of cases. The resultant outcome
of the accuracy is 0.9964. which is depicted in Fig.10. The
retrieved proportion result is defined in Eq. (32) as follows:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(32)

3) F1-MEASURE
The adaptive threshold approach [56] for deblur segmentation
along with the threshold given in Eq. (33) as follows:

Thseg =
2

(Y .H )

Y∑
(u=1)

H∑
(v=1)

Smap(u, v) (33)

where Y and H are symbolized as the width and height of the
sharpness metric Smap. As mentioned in [57], the F1-measure
is applied for finding the test accuracy. The average value
of precision and recall were calculated by F1-score, which
is explained in Eq. (34) as follows:

Fα =
((1+ α2) · precision · recall)
((α2) · precision+ recall)

(34)

In [57], the α2 was assigned as 0.3. Zhu et al. used
the graph cut technique for creating segmentation instead
of the thresholding method. The same LBP parameters
which are allocated in that paper were also assigned the
same values, i.e., ω0 = 1000, ∂ω = 0.04, τ = 2.
However, the PCNN parameters are assigned as: alphabet
W = [0.5, 1, 0.5; 1, 0, 1; 0.5, 1, 0.5], α = 5, slide window=
110 by 110, neighboring pixels = 3 by 3. The segmented
images explained in Fig.7 are reported in Fig.9. The com-
parison graph is shown in Fig.8 which explains the clear-cut
difference of the proposed approach concerning the compared
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FIGURE 8. Comparative results of Precision, Recall and F-measure for adaptive thresholds. The Zhu result is accomplished by applying graph cut instead
of thresholding as mentioned in their paper while LBP method result is achieved by using a smaller threshold (i.e., Tseg = 0.3). The proposed approach
can achieve comparative performance (precision = 0.9784, recall = 1, F1-score = 0.9891).

FIGURE 9. Binary map segmentation comparison between the proposed approach and Zhu et al..

works. The graph clearly shows that the proposed approach
achieves the best results compared to the existing methods:
precision = 0.9784, recall = 1, F1-score = 0.9891.

4) MATTHEW’s CORRELATION COEFFICIENT (MCC)
MCC is another metric to analyze two binary images’ simi-
larity measures, such as the resultant image and ground truth
image. Its result ranges between [-1, 1], where−1 denotes the
inaccurate result while 1 identifies the accurate output. MCC
is considered to be more explainable than the F1 measure
and accuracy for binary image evaluation as it takes all four
balance ratios of the confusion matrix (TP,TN ,FP, and FN ).
The presented output of MCC is 0.9870 as reported in Fig.10.
It can be illustrated in the following Eq. (35).

MCC =
((TP) · (TN )− (FP) · (FN ))

√
([TP+ FP][TP+ FN ][TN + FP][TN + FN ])

(35)

where TP indicates True Positive, TN denotes True Negative,
FP and FN indicate False Positive and False Negative values,
respectively.

5) JACCARD COEFFICIENT MEASURE (JC)
The Jaccard coefficient measure is the opposite of Jaccard
distance (JD) that calculates the distance similarity between
the two images such as segmented image, and ground truth
image is explained in Eq. (36) as below:

J (x, y) =

∑
jmin (xj, yj)∑
jmax (j, yj)

(36)

The JC values lies between the interval [0,1] which is
illustrated in Fig. 10. The zero value measures the lower
similarity while one identifies the higher similarity between
the two images.
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FIGURE 10. Histogram of various evaluation metrics of all 1000 deblur dataset.

6) DICE SIMILARITY COEFFICIENT (DSC)
As its name implies, DSC is used to measure labeled regions’
similarities between two binary images. DSC measure is
frequently used in the segmentation process for measuring
the performance with efficient weighting instances. These
instances are in the range [1, 0]. If the DSC coefficient value
is one, this entails an accurate value, whereas a zero value
implies a low accuracy. The resultant output of DSC is 0.9891
as shown in Fig.10. It defines in Eq. (37) as follows:

DSC =
2TP

(FP+ 2TP+ FN )
(37)

7) SPECIFICITY
The expected test evaluates in specific results without dis-
playing an FP result denotes the specificity of the numer-
ical value. The expected output of specificity is 0.9957.

The specificity is defined in the following Eq. (38):

Specificity =
TN

(TN + FP)
(38)

The comparative running time of the proposed approach
concerning the reference segmentation methods is summa-
rized in Table 3. The proposed approach’s running time is
spent on the hybrid method (PCNN and LBP) and ranked
fourth.

The histogram about different evaluating measures
of 1000 datasets is reported in Fig.10. It is worth mention-
ing that the histogram of all datasets’ Recall output value
is 1, which indicates a perfect segmentation. Moreover,
the histogram output of most images is one or near to 1 in
F1-measure, Dice, and specificity, respectively. Furthermore,
the histogram output of most of the images of accuracy is
near 0.99. Additionally, the precision and Jaccard’s output
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TABLE 3. Running time comparative analysis of various schemes. The
proposed approach is based on PCNN and LBP methods.

of most of the images’ histogram is nearly 1. The histogram
output of the MCC of 1000 images dataset is mostly lying
under 0.98 value. It is concluded that the resultant output of
mostly metric is almost 1, which proves that the proposed
approach created accurate segmentation compared to the
existing methods.

B. RANKING BASED EVALUATION OF PERFORMANCE
METRICS
In this study, the fuzzy logic-based Evaluation Based on Dis-
tance fromAverage Solution (EDAS)method is used for eval-
uating the ranking of the proposed approach with reference
algorithms in terms of accuracy and possible time complexity
reduction. The numerous performance metrics for evaluating
the proposed approach are compared with reference methods
in this section. In this research, the EDASmethod is presented
to accumulate cross-efficient outputs of numerous parameters
of a total of nine techniques, including ours. The EDAS eval-
uation in this research is based on three performance metrics
only, i.e., Precision, Recall, and F-measure, while the rest of
the metrics are only adopted in the proposed approach. The
Appraisal Scores (λ) aggregate can be calculated for previous
techniques ranking to measure the positive distance from the
average solution symbolically represented in the equation
as (PI) and negative distance from the average solution is
represented by the symbol (NI).
In Table 4, the performance metrics are considered the

referenced schemes criteria. According to Table 4, the pro-
posed approach and mLBP [62] achieved higher precision
than other methods. Likewise, the proposed approach and
Zhuo and Sim [49] have the highest Recall, while the
high-rank F-measure is reported by the proposed method and
Zhu et al. [50]. LBP [62], and Zhu et al. [50] also record the
high precision values, whereas the rest got a lower precision
score. The high recall values are achieved by Shi et al. [45],
and Vu et al. [46] compared to other referenced schemes,
while the high score F-measure is attained by LBP [62]
and Shi et al. [45] than previous techniques. Hence, the pro-
posed approach got the best scores of Precision, Recall, and
F-measure.

TABLE 4. Performance metrics of the various schemes.

Step 1st : Calculate the solution of the average value ( ψ)
of all matrices in Eq. (39);

( ψ) = [ψβ ]1×δ (39)

where,

( ψ) =

∑x
i=1 Xαβ
x

(40)

TABLE 5. Cross-efficient values.

Step 1st determines the performance metrics as criteria of
numerous approaches. The aggregate calculation of Eq. (39)
and Eq. (40) can be obtained as the average value (ψ) for
every criterion value calculated as mentioned in Table 5.
Step 2nd : This EDAS step calculates the positive distances

from average (PI) in the Eq. (41), Eq. (42), and Eq. (43) as
given below:

PI = [(PI)αβ ]δ×δ (41)

If the criterion βth is more beneficial then:

(PI)αβ =
Maximum(0, (AVβ − Xαβ ))

AVβ
(42)
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TABLE 6. Analysis results of average (PI).

Furthermore, if the criterion is non-beneficial, then the
below equation will be changed as follows:

(PI)αβ =
Maximum(0, (Xαβ − AVβ ))

AVβ
(43)

The results reflect in Table 6 following as:
Step 3rd : This EDAS step determines negative distances

from the average (NI) using the Eq. (44), Eq. (45), and
Eq. (46) as follows:

(NI) = [(NI)αβ ]δ×δ (44)

If the β th criterion is more beneficial then the following
Eq. (45) is:

(NI)αβ =
Maximum(0, (AVβ − Xαβ ))

AVβ
(45)

Moreover, if the criterion is non-beneficial, then the given
equation will be calculated as follows:

(NI)αβ =
Maximum(0, (Xαβ − AVβ ))

AVβ
(46)

where (PI)αβ and (NI)αβ denoted the positive distance and
negative distance of βth rated algorithms from the aver-
age value concerning αth rating performance parameters,
respectively.

The results reflected in Table 7 as given below:
Step 4th: Calculate the aggregate of (PI) for the rated

algorithms in Table 8 as given below in Eq. (47):

(SPI)α =
x∑
β=1

yβ (PI)αβ (47)

Step 5th: Calculate the aggregate of (NIαβ ) for the rated
algorithms in Table 9 is as follows in Eq. (48):

(SNI)α =
x∑
β=1

yβ (NI)αβ (48)

The results are reported in Table 9, below:

TABLE 7. Analysis results of average (NI).

Step 6th: The scores of (SPI)α and (SNI)α for the rated
algorithms as measured and normalizes as given below in the
Eq. (49) and Eq. (50):

N (SPI)α =
(SPI)α

maximumα((SPI)α)
(49)

N (SNI)α = 1−
(SNI)α

maximumα((SNI)α)
(50)

Step 7th: This step calculates the score of N (SPI)α and
N (SNI)α to get an appraisal-score (AS) which is equal to (λ)
for the rated algorithms mentioned in Eq. (51) as below:

λα =
1
2
(N (SPI)α − N (SPI)α) (51)

where 0 ≤ λα ≤ 1.
(λ) is calculated by the aggregate score ofNSPm andNSNm
Step 8th: Determine the appraisal score (λ) in terms of

decreasing order and then measure the ranking of rated
algorithms. The best ranking algorithms have the lower (λ).
So, in Table 10, the proposed approach has the lowest (λ).

The final ranked result is shown in Table 10 as follows:
The ranking results in Table 10 indicate that the proposed

algorithm is on the top rank compared to previous methods.

C. DISCUSSION
The proposed approach may fail in specific images such that
noise corrupted images. The problem can be resolved by
using some noise-reducing filters before applying the pro-
posed algorithm. The proposed metric was developed by the
statistical difference of LBP and PCNN on a partially blurred
dataset. Subsequently, the blurriness source is the defocus
blur. The proposed metric at present is only able to detect
defocus blur. This approachmay reduce the segmentation per-
formance in over-exposed images. The over-exposed regions
are interpreted as focused regions and which will result
in poor segmentation. Furthermore, the concepts adopted
in noise-resistant LBP(NRLBP) [58], handle those pixels
that are susceptible to noise and have an unspecified state.
The evaluation section is further improved by adding the
EDAS ranking scheme based on three metrics, i.e., Precision,
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TABLE 8. Analysis results of the aggregate (PI).

TABLE 9. Analysis results of the aggregate (NI).

TABLE 10. Analysis results of 9 referenced schemes.

Recall, and F-measure, that declared the proposed approach
on top-level rank.

V. CONCLUSION
The proposed approach is based on the PCNN and LBP
techniques. The neuron firing sequence comprises the nec-
essary information about image features containing the edge
region and texture information soon after detecting the focus

region. The suggested method displays the LBP pattern on
the focus and out-of-focus regions of the image. The pro-
posed approach has all about the firing sequence of the
PCNN model with the design and criterion for pixel clas-
sification for creating critical parameters and the sharpness
metric-based LBP model. The proposed approach extracts
the acceptable regions of images and achieves high accu-
racy and low computation time compared to state-of-the-art
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methods mentioned in the literature review section and a
suitablemethod for defocus blur images. The proposed sharp-
ness metric evaluates the specific LBP patterns in the local
neighboring pixels. For more clarification and evaluation,
the final outputs of the EDAS ranking technique illustrated
that the presented approach is on the top rank, Zhu et al. [50],
and mLBP [62] on the second and third ranks, respectively,
while LBP [62] and Shi et al. [45] on the fourth and fifth
rank respectively. The algorithms on the seventh and eighth
rank are Su et al. [48], and Shi et al. [47] respectively. The
algorithm on the 9th rank is Zhuo and Sim [49]. Henceforth,
the complete experimental results and evaluation noticeably
report the proposed scheme’s outperformance rather than
reference schemes in terms of time complexity reduction and
possible accuracy in defocus image segmentation.

This research study suggested the focus segmentation of
the defocus blur image dataset. Our future direction is to
extend the proposed area in medical and 3D image measure-
ment and run on GPU implementation for substantial speed
improvement than other defocus segmentation techniques.
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