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ABSTRACT Attribute selection is the process of selecting relevant attributes being used in model
construction to enhance model accuracy. For general medical oriented classification applications, classical
attribute selection methods principally select common attributes in the dataset for all individuals. The idea
of using individual attributes is proposed in this study to represent the difference among individuals for
self-diagnosis. Consequently, this study proposes a new attribute selection method, called information gain
based distance (IGD), for individual attribute selection, which represents an individual’s health condition
differently and can be used for effective classification. The proposed method combines the concept of infor-
mation gain and objective distance to select individual attributes affecting classification. The IGD method is
expected to provide higher classification performance than classical attribute selection methods. To assess
the performance of the IGD method, classification accuracy between data with classical attribute selections
and with the IGD method is compared. The case study is conducted with 971 secondary data used for
group classification of elderly people with hypertension. The classification result of different classifiers was
compared, including K-nearest neighbors, neural network, and naive Bayes. The comparison revealed that
the classification of data with the IGD attribute selection method provided an average classification accuracy
of 98.73%. In comparison, those classifications of data with classical attribute selection methods provided
62.99%, 62.99%, 62.62%, and 62.85% for information gain, Gini index, chi-squared, and decision tree,
respectively. The results showed that data classification with the IGD method provided higher performance
than those with the classical attribute selection methods.

INDEX TERMS Attribute selection, individual attributes, information gain, hypertension, elderly people.

I. INTRODUCTION
Generally, data classification is widely used in medical ori-
ented applications [1]–[3]. Currently, many applications are
developed for promoting the well-being of an aging soci-
ety [4], such as self-monitoring [5], self-diagnosis [6], and
self-management [7]. For these applications, clinical factors
are normally used as mandatory factors. However, the use of
clinical factors for these applications is still facing challenges
because of the difficulty of gathering clinical data [8] and
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processing irrelevant data [9], [10]. Normally, clinical data
is very diverse. It can have a small size and a low frequency
of change. At the same time, it can have a large amount of
irrelevant data. The existing machine learning based classi-
fiers commonly face challenges in dealing with this diversity.

Furthermore, a principle of personalized healthcare is
about providing the proper treatment for the individual
patient [11]. The analysis of individual factors is thus neces-
sary for self-diagnosis, self-monitoring, and individual treat-
ment. For this study, the assumption is made that a different
set of individual factors affect different health conditions
so that they can be used for healthcare services of each
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individual differently. The main objective of this study is to
propose the individual attributes selection, which can repre-
sent the difference among individuals and can be used for
medical oriented classification problems effectively.

For this study, the group classification is conducted with
elderly people with hypertension. Hypertension is a condition
of higher than normal blood pressure when blood is pumped
out of the heart into the arteries. Hypertension is a long-term
medical condition that causes around 10.4 million deaths per
year [12]. Particularly, it is expected to increase to 1.56 billion
deaths by 2025 [13]. To reduce these huge numbers of
deaths, hypertensive patients must seriously manage their
hypertension levels according to healthcare professionals’
suggestions.

Nevertheless, an increasing number of elderly hyperten-
sive patients create a shortage of healthcare professionals.
To aid the shortage of healthcare providers, personalized
healthcare applications designed for hypertension manage-
ment through digital technology have been applied for sup-
porting elderly people with hypertension and their healthcare
providers [14], [15]. According to healthcare professionals’
suggestions, a lifestyle change is recommended for hyperten-
sion management [16]. Generally, healthcare providers pro-
vide healthcare recommendations to adjust patient lifestyle
behaviors based on individual health conditions representing
different abilities of hypertension control. Therefore, the clas-
sification of hypertension controllability among individuals is
important for providing proper recommendations.

For this study, the individual attributes affecting the clas-
sification of elderly groups are selected based on individual
abilities to control hypertension. More specifically, this study
proposes a novel attribute selection method called informa-
tion gain based distance (IGD) for individual attribute selec-
tion to obtain better classification performance. The IGD
method is a modification of information gain to the origi-
nal objective distance [17], [18]. The objective distance is
used for determining a distance between the current health
status and the expected health status to achieve the target
goals for individuals. The information gain can select the
important factors bymeasuring reductions in entropy. For this
study, the combination reveals the potential attribute selec-
tion by considering the individual health conditions having
high entropy, called individual attributes, resulting in bet-
ter classification performance. To evaluate the performance,
the comparisons of group classification with different clas-
sifiers using classical attribute selection methods and the
proposed attribute selection method are conducted.

II. LITERATURE REVIEW
Attribute or feature selection is the process of selecting a
subset of relevant attributes or variables from all features
by eliminating the redundant and irrelevant attributes in a
dataset [19]. The selected subset of relevant attributes will
be used in predictive model building. The existing fea-
ture selection methods have been used to select relevant
features or attributes to improve classification accuracy in

diverse medical problems. For example, a metaheuristic algo-
rithm [20], information gain [21], and chi-squared [22] were
proposed to determine the relevant attributes in the heart
disease prediction problem by reducing the number of irrele-
vant attributes obtained from patients. In the coronary artery
disease (CAD) prediction problem, a hybrid Particle swarm
optimization based Extreme learning machine (PSO-ELM)
was proposed as a model for the diagnosis of CAD. A feature
selection algorithm named Fisher was used to determinemore
discriminative feature subsets to enhance the performance of
the proposed model [23]. In addition, a heuristic approach for
feature selection based on information gain and Gini index
was proposed to select the disease-related features for CAD
prediction [24]. Besides, the decision tree algorithm was
proposed to select the best features for Parkinson’s disease
predictions [25]. Medical datasets often have large attribute
sets where some attributes are insignificant to some patients,
so eliminating the insignificant attributes is important for
improving the performance of classifiers [26]. From those
studies, all categories of attribute selection method were
applied to select the relevant attributes which are the same for
all individuals. Conversely, the concept underlying this study
is that to select the relevant attributes which are different for
everyone.

Generally, attribute selection methods are divided into
three categories: filter, wrapper, and embedded methods
[27], [28]. Filter methods depend on the characteristics
of attributes to select attribute subsets without using any
machine learning algorithm. Examples of filter methods
are chi-squared, information gain, Gini index, etc. Wrapper
methods use a predictive machine learning algorithm to select
the subsets of attributes. Examples of wrapper methods are
forward feature selection, backward feature elimination, etc.
Embedded methods perform attribute selection as part of
the model construction combining the qualities of filter and
wrapper methods, which are implemented by algorithms that
have their own built-in attribute selection methods. Exam-
ples of embedded methods are a decision tree algorithm,
random multinomial logit, etc. Among the three categories
of attribute selection methods, this study only focuses on the
filter method. The reason is that this study aims to select the
relevant attributes for each individual depending on the actual
effect of attributes toward classification, without using any
machine learning algorithm in the attribute selection process.

Currently, the attribute selection method with instance-
level information is widely introduced. For example, the
saliency-based feature selection (SFS) [29] was proposed
as a new feature selection method based on deep-learning
saliency techniques. This method aims to rank the importance
of each feature at the instance level rather than concerning
the entire dataset. It helps to customize feature relevance
information for each sample. Then, those features will be
used by the classifier to predict a certain outcome for obtain-
ing better classification accuracy. It can also be used in
classification or regression problems, particularly in medical
datasets. Similarly, this study is also interested in selecting
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the individual attributes based on instance-level information
for obtaining better classification accuracy. However, this
individual relevant attribute subset is selected without using
any machine learning algorithm.

To obtain individual relevant attributes, this study proposes
the IGDmethod as a novel attribute selectionmethod to select
individual relevant attributes from the dataset. For this study,
the case study is the classification of elderly people with
hypertension. The selected individual attributes represent the
relevant attributes affecting the development of hypertension
levels for each elderly person. The IGD method is modi-
fied from information gain and combined with the concept
of objective distance [17], [18]. Information gain is known
as one of the most utilized attribute selection methods to
choose irrelevant attributes [30], [31]. This method generally
determines the attribute importance by measuring reductions
in entropy, introduced by Shannon in 1948 [32]. The low
entropy provides high information gain due to entropy indi-
cates the degree of uncertainty for the impurity of the dataset.
At the same time, the concept of objective distance measures
the distance at the current health status representing the path
for achieving the expected level of each attribute. The combi-
nation of information gain and objective distance can enhance
the competency of selecting individual relevant attributes.
Those attributes are selected from prioritizing the important
levels of attributes based on individual health conditions to
obtain the attributes affecting the classification.

For this study, the proposed IGD method will be particu-
larly beneficial for enhancing the classification performance
of the elderly group and providing personalized healthcare
recommendations. This study assumes that the proposed IGD
method will enhance the classification performance more
than the classical attribute selection methods. To assess the
effect of individual attributes on classification, this study
compares classification performance between the classifica-
tion of the data set obtained from the IGD attribute selection
method and classical attribute selection methods.

III. RESEARCH METHODOLOGY
The research methodology of this study comprises four main
processes: data collection, attribute selection with classical
methods, attribute selection with IGDmethod, and evaluation
of classification results, as shown in Figure 1. The details of
each procedure are described in the following sections.

A. DATA COLLECTION
The case study of this research is the classification of the
elderly with hypertension group based on their ability to con-
trol hypertension development. The collected dataset contains
971 samples of secondary data related to clinical and lifestyle
data for elderly people with hypertension and aged 65 and
older. The data was collected from hospitals in Chiang Rai,
Thailand. The clinical and lifestyle data gathered are total
cholesterol, low-density lipoprotein cholesterol, high-density
lipoprotein cholesterol, body mass index, and smoking, and
indicate the risk factors associated with hypertension devel-
opment as described below.

FIGURE 1. Research methodology.

1) CLINICAL DATA
Total cholesterol (TC) refers to the total amount of cholesterol
in the blood, which cannot be dissolved in blood or water.
High TC levels result in the development of hypertension,
particularly among elderly people. The essential components
of TC include low-density lipoprotein cholesterol (LDL-C)
and high-density lipoprotein cholesterol (HDL-C) [33].
LDL-C is known as bad cholesterol that accumulates on
artery walls. High LDL-C levels are associated with hyper-
tension development, so maintaining LDL-C levels below
100 mg/dL is recommended [34]. HDL-C refers to good
cholesterol that eliminates bad cholesterol in the body with
contributing to its removal by the liver. High HDL-C levels
can prevent hypertension development and protect against
heart disease [35]. Body mass index (BMI) is a measurement
of a person’s body fat level, which can indicate overall health.
High BMI levels cause the development of hypertension and
other complications, so maintaining BMI levels at a normal
weight is highly suggested [36]. A normal weight for the
Asian elderly group is between 23–25 kg/m2 [37]–[39].

2) LIFESTYLE DATA
Smoking (SM) refers to inhaling and exhaling the smoke
of burning plant material, which is associated with a risk
factor for hypertension development. Smoking is defined
as three types: a non-smoker (a person who has never
smoked), an ex-smoker (a person who was once a daily
smoker but currently does not smoke), and a smoker (a per-
son who smokes any tobacco product, either daily or
occasionally) [40].

The above risk factors affecting hypertension development
are based on previous studies [17], [18]. However, physical
activity was not considered in this study because the data
gathered by hospitals related to a patient’s physical activity
is inadequate. Examples of secondary data related to current
health data for elderly people collected from hospitals are
shown in Table 1. In this table, ‘‘No’’ and ‘‘Yes’’ for the SM
attribute indicate a non-smoker and a smoker, respectively.
SBP indicates a level of blood pressure for each person.
If a level of SBP is equal to or more than 130 mmHg,
it represents a level of hypertension. If a level of SBP is less
than 130 mmHg, it represents hypertension under control.
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TABLE 1. Examples of secondary data related to current health data for
elderly people.

The university ethical committee approved this study
in accordance with the Declaration of Helsinki of 2002.
Informed consent was not required in this study because
the data used for an experiment was secondary. In addition,
the hospitals have already approved the gathered data, so all
data will never imply any individual, and there is no conflict
of interest in this study.

B. ATTRIBUTE SELECTION WITH CLASSICAL METHODS
A principle of the classical attribute selection method is
demonstrated in the following sections.

1) A PRINCIPLE OF THE CLASSICAL ATTRIBUTE
SELECTION METHOD
A classical attribute selection method selects a relevant
attribute from a set of all attributes in the whole dataset,
as shown in Figure 2.

FIGURE 2. A principle of classical attribute selection method.

The principle of attribute selection underlying the classical
attribute selection methods is a consideration of the whole
dataset for selecting the relevant attributes. In this study,
a dataset, or a set of all attributes in the whole dataset (D),
as shown in Figure 2, is represented by a matrix. The j × n
matrix D represents the n rows and j columns. Each ele-
ment of a matrix is denoted by jth attribute containing nth

subsets (Ajn). Then, the dataset is conducted by a classical
attribute selection method to select relevant attributes from
the whole dataset. A set of relevant attributes is denoted by
Sa, for example, Sa = [A1,A3,A5] represents a set of relevant
attributes, including A1,A3,A5, which were selected by the
classical method, as illustrated in Figure 2.

2) CLASSICAL ATTRIBUTE SELECTION METHODS
This study applied four different attribute selection methods
to select relevant attributes affecting the classification, includ-
ing information gain, Gini index, chi-squared, and decision
tree.
A detail of each method is explained as follows:

a: INFORMATION GAIN
Entropy is firstly determined to obtain information gain for
an attribute. The entropy is calculated as:

Entropy (D) =
∑m

i=1
−Pilog2Pi (1)

where D refers to a sample of training examples, Pi is the
proportion of the examples in D that belong to the ith class.
Then, the information gain is calculated as:

Gain (D, j) = Entropy (D)−
∑

v∈Values(j)

|Dv|
|D|

∗Entropy (Dv) (2)

where Gain (D, j) is the information gain of an attribute j
which is relative to the collection of instances D, Values (j)
represents the set of all possible classes for attribute j, andDv
is the subset of D for the attribute j, which has the value v.

b: GINI INDEX
Gini index is one of the attribute selection methods, which
measures the purity of the attributes with respect to the class.
In other words, the Gini index is a reduction in impurity. The
minimum Gini index represents the relevant attribute. If the
data setD containing samples fromm classes, the Gini index,
Gini (D), is computed as:

Gini (D) = 1−
∑m

i=1
p2i (3)

where pi is the relative frequency of class i inD. If a data setD
is split on attribute j into v subsets, theGinij (D) for attribute j
after splitting is calculated as:

Ginij (D) =
∑n

v=1

|Dv|
|D|

Gini(Dv) (4)

After calculating Gini index for all subsets of an attribute,
the subset that provides the minimum Gini index for that
attribute is selected. The reduction in impurity that would be
incurred by splitting on attribute j is calculated as:

Gini (j) = Gini (D)− Ginij (D) (5)

The attribute that provides the maximum reduction in
purity, which has the minimum Gini index, is selected as the
relevant attribute.

c: CHI-SQUARED
Chi-squared is a method of mathematical statistics, which is
applied for a feature selection. This method computes the
value of attributes with respect to the class attribute. The
higher value represents the more relevant attributes. The chi-
squared statistic is used to find if a distribution of observed
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frequencies is different from the expected frequencies. The
formula for chi-square is calculated as:

X2
=

∑ (O− E)2

E
(6)

where X2 is the value of the chi-squared statistic, O is the
observed frequency, E is the expected frequency.

d: DECISION TREE
Decision tree is one of the supervised machine learning
algorithms, which can be used for attribute selections. This
algorithm selects an attribute in each recursive step of the
tree growth process and splits the sample into smaller subsets.
It results in obtaining the best attributes from a given dataset
for the purpose of classification. The decision tree is a tree
structure including internal nodes, branches, and leaf nodes.
Each internal node represents an attribute. The first internal
node is indicated as the root node. Each branch represents
the attribute category. Each leaf node represents a class label.
Decision tree includes three algorithms. The first algorithm
is ID3 (Iterative Dicotomizer 3), developed by Ross Quinlan.
ID3 applies greedy algorithms to generate multiple branch
trees. The trees extend to maximum size before pruning.
The second algorithm is C4.5, which is an extension of
ID3 by overcoming limitations of features that are required
to be categorical. It defines distinct attributes for numerical
features by converting the trained trees with if-then condi-
tions. The third algorithm is C5.0, an extension of C4.5 using
less space, creating smaller rule sets, and performing faster
than C4.5.

C. ATTRIBUTE SELECTION WITH IGD METHOD
To select relevant attributes for better classification perfor-
mance, the novel attribute selection method IGD is proposed
based on applying individual attributes. Accordingly, this
section demonstrates a principle of the IGDmethod, proposed
IGD method, and sample calculation as follows.

1) A PRINCIPLE OF THE IGD METHOD
The principle of attribute selection underlying the proposed
IGD method is a consideration of individual attributes for
selecting the individual relevant attributes, as represented
in Figure 3. The individual relevant attribute represents the
actual effect of attribute toward classification for each indi-
vidual. The concept of the IGD method is based on the prin-
ciple of a general diagnosis normally performed by healthcare
professionals that focuses on a few significant individual fac-
tors of patients affecting disease diagnosis [41]. In addition,
the health data obtained from the patients is varied because
each person has different health conditions, resulting in dif-
ferent disease diagnoses.

From Figure 3, a dataset or a set of all attributes (D)
is denoted by a matrix, which is identified as the dataset
used for classical attribute selection methods. The j × n
matrix D represents j columns, indicating an attribute’s col-
umn, and n rows, indicating attributes of each individual.

FIGURE 3. A principle of the IGD method.

Each element of a matrix is denoted by jth attribute containing
nth subsets (Ajn). Then, the dataset is conducted by the pro-
posed IGDmethod to select relevant attributes of individuals.
A set of relevant attributes for each individual selected by
the proposed method is denoted by San, which represents
different relevant attributes among individuals. For example,
a set of relevant attributes for the 1st individual selected by the
proposed method is Sa1 = [A11,A21], while a set of relevant
attributes for the 2nd individual is Sa2 = [A12,A32,A52], as
shown in Figure 3.

2) PROPOSED IGD METHOD
The attribute selection using the proposed IGD method con-
sists of five steps, as shown in Figure 4. A detail of each step
is explained as follows. A table of symbols for the proposed
IGD method is presented in Appendix A.

FIGURE 4. Steps of the proposed IGD method.

a: DETERMINING THE ENTROPY OF POSSIBLE TARGET
CLASSES REGARDING ALL ATTRIBUTES
The equal proportion of the target class is determined. This
equal proportion is assumed that the proportion of being a
positive class and a negative class is equal as:

Ep+ = Ep− =
Nj
Ng

(7)

where Ep+ means the value of equal proportion for a posi-
tive class (+) regarding all attributes, Ep− means the value
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of equal proportion for a negative class (−) regarding all
attributes, Nj refers to a total number of attributes, and
Ng refers to a total number of possible target classes.

Then, the target class fraction representing a chance of
being a positive class or a negative class regarding all
attributes is determined as:

fg+ =
Ep+
Nj
= fg− =

Ep−
Nj

(8)

where fg+ means the positive class fraction (+) and fg−
means the negative class fraction (−), in which both classes
are balanced.

Hence, the entropy of possible target classes regarding all
attributes (E(G)) is determined as:

E (G) = −fg+ ∗ log2
(
fg+

)
− fg− ∗ log2

(
fg−

)
(9)

where E (G) = 1 indicates a high uncertainty of the class pre-
diction representing the equivalent chance of being a positive
class and a negative class.

b: DETERMINING THE ENTROPY OF EACH ATTRIBUTE
To obtain the entropy of each attribute, the objective distance
[17], [18] is initially modified to compute the acceptable dis-
tance (dABj) and the current distance (dAC j) of each attribute.
The acceptable distance refers to the expected distance for the
j attribute to achieve the expected goal. The current distance
refers to the distance that must be controlled to achieve the
expected distance or the expected goal for the j attribute.
Specifically, conditions (i) and (ii) are predefined for the dABj
and dAC j calculations as follows.
Condition (i) will be considered for an attribute that has

either a maximum or minimum value which is in between the
acceptable range as:

Let Aj = aj,Bj = bj,C j = cj and aj, bj, cj ∈ R.

Bj =

{
cj if K < k and cj > bj or cj < bj
bj otherwise

where aj, bj, cj are a value of each level, K is an actual value
of the target, and k is the significant value for identifying the
target class.

Condition (ii) will be considered for an attribute that has
minimum and maximum values which are in between the
acceptable range as:

Let Aj = alj,Bj = b1lj or b2lj,C j = clj, which alj, b1lj,
b2lj, clj ∈ R and Bj ∈ R :=

[
b1lj, b2lj

]

Bj =


b1lj if K ≥ k and clj < b1lj
b2lj if K ≥ k and clj > b2lj
clj if K < k and clj < b1lj,

or K < k and clj > b2lj

where alj, b1lj, b2lj, clj are the values of each level, l is an
attribute with minimum and maximum values which are in
between the acceptable range, b1lj and b2lj are a minimum

value and a maximum value for the acceptable level of j
attribute, respectively. dABj and dAC j are computed as:

dABj =
√
(Aj − Bj)

2 (10)

dAC j =

√
(Aj − Cj)

2 (11)

where dABj represents the expected distance of each attribute
to reach the expected goal, dAC j represents the current dis-
tance that needs to be controlled to reach the expected dis-
tance of each attribute, Aj is the expected level of j attribute,
Bj is the acceptable level of j attribute, and Cj is the current
level of j attribute.

After obtaining all variables, condition (iii) is predefined
for the dAC j as:

dAC j=


0 if Cj ≥ Bj,Cj ≤ Bj;Bj /∈ R :=

[
b1lj, b2lj

]
,

or Cj ∈ Bj;Bj ∈ R :=
[
b1lj, b2lj

]
dAC j otherwise

Then, the proportion of the acceptable distance (pABj)
and the current distance (pAC j) for each attribute are calcu-
lated as:

pABj =
dABj

dABj + dAC j
(12)

pAC j = =
dAC j

dABj + dAC j
(13)

Hence, the entropy of each attribute (E(Gj)) is computed
by applying pABj and pAC j, which are indicated as a positive
class (pABj+) and a negative class (pAC j−) respectively, as:

E
(
Gj
)
=−pABj+ ∗ log2

(
pABj+

)
−pAC j− ∗ log2

(
pAC j−

)
(14)

The value of E(Gj) is under the predefined condi-
tion (iv) as:

E
(
Gj
)
=

{
0 if pAC j− = 0
E
(
Gj
)

otherwise

where E
(
Gj
)
= 0 represents that the dAC j has already

reached the dABj.

c: DETERMINING INFORMATION GAIN OF THE TARGET
CLASS REGARDING ALL ATTRIBUTES
The entropy of all attributes (E(Ga)) is used to find informa-
tion gain of the target class regarding all attributes. E(Ga) is
computed as:

E (Ga) =
∑Nj

j=1

[
E
(
Gj
)
∗

(
pABj + pAC j

Nj

)]
(15)

Hence, the information gain of the target class regarding
all attributes (Gain (G, j)) is computed as:

Gain (G, j) = E (G)− E (Ga) (16)

whereGain (G, j) indicates the amount of information gained
from the distances of all attributes, Gain (G, j) = 1 if
E (Ga) = 0, which means that all attributes have already
reached the expected distance.
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d: DETERMINING THE NORMALIZED INFORMATION
GAIN OF EACH ATTRIBUTE
The normalized information gain of each attribute (Zj) is
computed as:

Zj =
E
(
Gj
)

Gain (G, j)
(17)

where Zj represents the attribute influencing the classification
if Zj > 0.

e: SELECTING THE RELEVANT ATTRIBUTE FOR
EACH INDIVIDUAL
The relevant attribute for each individual is selected as:

Fj =

{
et if Zj = 0
st otherwise

(18)

where Fj is the j attribute, et is an eliminated attribute, st is a
selected attribute.

3) SAMPLE CALCULATION
The sample calculation for selecting the individual relevant
attribute using the proposed IGD method is demonstrated by
selecting the relevant attributes for elderly person no.1 with
hypertension, which employed information from Table 1.
The individual relevant attributes represent the attributes of
each elderly person that affect hypertension development.
To calculate IGD, the expected level and the acceptable level
of all attributes were also applied, as shown in Table 2. The
expected level is the level of each attribute representing an
optimal level for maintaining hypertension under control. The
acceptable level is the level of each attribute that can be
accepted for maintaining hypertension under control.

The expected level and acceptable level of TC, LDL-C,
and HDL-C demonstrated in Table 2 were obtained from
the previous work [17], [18]. The levels of BMI are based
on the literature and the experts’ suggestion. The acceptable
BMI level should be between 23 kg/m2 and 25 kg/m2, which
is the acceptable range for elderly people. Consequently,
the minimum value of the acceptable BMI level is equal to
23 kg/m2 if the current BMI of elderly people is less than
23 kg/m2. The maximum value of the acceptable BMI level
is equal to 25 kg/m2 if the current BMI of elderly people is
higher than 25 kg/m2. The expected BMI level is the average
for normal weight elderly people, which is equal to 24 kg/m2.
The SM category was assigned as scores: 3 (non-smoker),
2 (ex-smoker), and 1 (smoker) for the IGD calculation. The
expected level and the acceptable level of SM include 3 and 2,
respectively.

The five attributes used in this study are TC, LDL-C,
HDL-C, BMI, and SM. The target class comprises a poten-
tial controllable individual group (PC) representing a pos-
itive class, and a potential uncontrollable individual group
(PU) representing a negative class. The sample calculation of
selecting the relevant attribute for elderly person no. 1 using
the proposed IGD method is demonstrated below.

TABLE 2. Expected level and acceptable level of each attribute.

a: DETERMINING THE ENTROPY OF POSSIBLE TARGET
GROUPS REGARDING ALL ATTRIBUTES
Initially, the equal proportion of target groups representing
an equal proportion of being PC group (Ep+) and PU group
(Ep−) was determined by (7). The value ofEp+ andEp− were
equal to 2.5 as follows:

Ep+ = Ep− =
5
2
= 2.5

Then, the target class fraction representing a chance of
being a PC group (fg+) or a PU group (fg−) regarding all
attributes was determined by (8) as follows:

fg+ =
2.5
5

fg− =
2.5
5

Hence, the entropy of the target group regarding all
attributes was determined by (9). The value of E (G) was
equal to 1 as follows:

E (G) = −
2.5
5
× log2

(
2.5
5

)
−

2.5
5
× log2

(
2.5
5

)
= 1

b: DETERMINING THE ENTROPY OF EACH ATTRIBUTE
To obtain the entropy of each attribute, TC and BMI were
presented as an example of entropy calculation. Initially,
the acceptable distance of TC (dABTC ) and BMI (dABBMI )
were computed by (10). The current distance of TC (dACTC )
and BMI (dACBMI ) were computed by (11). According to
Table 1 and Table 2, ATC = aTC = 199,ABMI = aBMI =
24,CTC = cTC = 235,CBMI = cBMI = 27.34. K and
k variables were considered to indicate Bj, as denoted in
conditions (i) and (ii). In this study, K variable is the current
SBP that indicates the current hypertension level. The current
SBP of elderly person no. 1 was 140, so K = 139. k variable
is the target level of SBP for the current SBP that needs to
be maintained under this level, which k = 130. TC is in
the condition (i) because TC has a maximum value for the
acceptable level at 219.5 mg/dL, so BTC = bTC = 219.5
due to K ≥ k(139 ≥ 130). BMI is in the condition (ii)
because BMI has a minimum value (b1BMI ) at 23 kg/m2 and a
maximum value (b2BMI ) at 25 kg/m2 of the acceptable range.
The acceptable BMI level for this person was considered
by K ≥ k (139 ≥ 130) and cBMI > b2BMI (27.34 > 25),
so BBMI = b2BMI = 25. The dABTC and the dACTC were
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TABLE 3. Entropy of each attribute for elderly person no. 1.

equal to 20.5 and 36 respectively as follows:

dABTC =
√
(199− 219.5)2 = 20.5

dACTC =

√
(199− 235)2 = 36

The dABBMI and the dACBMI are equal to 1 and 3.34 as
follows:

dABBMI =
√
(24− 25)2 = 1

dACBMI =

√
(24− 27.34)2 = 3.34

Then, the proportion of the acceptable distance (pABTC )
and the current distance (pACTC ) for TC were calculated by
(12) and (13), respectively. The pABTC and the pACTC were
equal to 0.36 and 0.64 as follows:

pABTC =
20.5

20.5+ 36
= 0.36

pACTC =
36

20.5+ 36
= 0.64

The proportion of the acceptable distance (pABBMI ) and
the current distance (pACBMI ) for BMI were calculated by
(12) and (13), respectively. The pABBMI and the pACBMI were
equal to 0.23 and 0.77 as follows:

pABBMI =
1

1+ 3.34
= 0.23

pACBMI =
3.34

1+ 3.34
= 0.77

Hence, the entropy of TC (E(GTC )) was computed by (14).
The E (GTC ) was equal to 0.95 as follows:

E (GTC ) = −0.36 ∗ log2 (0.36)− 0.64 ∗ log2 (0.64)

= 0.95

The entropy of BMI (E (GBMI )) was computed by (14).
The E (GBMI ) was equal to 0.78 as follows:

E (GBMI ) = −0.23 ∗ log2 (0.23)− 0.77 ∗ log2 (0.77)

= 0.78

The entropy of TC, LDL-C, HDL-C, BMI, and SM was
presented in Table 3.

c: DETERMINING INFORMATION GAIN OF THE TARGET
GROUP REGARDING ALL ATTRIBUTES
Initially, the entropy of all attributes (E(Ga)) was computed
by (15). The E (Ga) was equal to 0.67 as follows:

E (Ga) = 0.95 ∗
(
0.36+ 0.64

5

)
+ 0.66 ∗

(
0.17+ 0.83

5

)
+ 0.97 ∗

(
0.40+ 0.60

5

)
+0.78 ∗

(
0.23+ 0.77

5

)
+ 0 ∗

(
1+ 0
5

)
= 0.67

Hence, the information gain of the target group regard-
ing all attributes (Gain (G, j)) was computed by (16). The
Gain (G, j) was equal to 0.33 as follows:

Gain (G, j) = 1− 0.67 = 0.33

d: DETERMINING THE NORMALIZED INFORMATION
GAIN OF EACH ATTRIBUTE
The normalized information gain of each attribute (Zj) was
calculated by (17). The normalized information gain of the
TC attribute was presented as an example. The ZTC was equal
to 2.87 as follows:

ZTC =
0.95
0.33
= 2.87

The normalized information gain of each attribute is shown
in Table 4.

TABLE 4. The normalized information gain of each attribute for elderly
person no. 1.

e: SELECTING THE RELEVANT ATTRIBUTE FOR
EACH INDIVIDUAL
The relevant attributes for elderly person no. 1 were selected
by (18) as follows:

FTC = st, as ZTC = 2.87

FLDL−C = st, as ZTC = 2.01

FHDL−C = st, as ZHDL−C = 2.94

FBMI = st, as ZBMI = 2.36

FSM = et, as ZSM = 0

Therefore, it can be concluded that TC, LDL-C, HDL-C,
and BMI were selected as the relevant attributes for elderly
person no. 1 in order to use in the elderly group classification
process.
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D. EVALUATION OF CLASSIFICATION RESULTS
The evaluation process for classification results is presented
in Figure 5. The relevant attributes were applied in elderly
group classification using different classifiers. Then, classi-
fication results obtained from each classifier were compared
to evaluate the classification results. The comparison results
regarding elderly group classification performance are clari-
fied in the results and discussion section.

FIGURE 5. The evaluation process for classification results.

The classifiers were applied to compare results between
relevant attribute selections with classical attribute selection
methods and with the IGD method. The target group for
classification includes two groups: potentially controllable
individuals (PC) and potentially uncontrollable individuals
(PU). PC represents an individual who has SBP< 130mmHg
because this level has been recommended as the optimal
target blood pressure for elderly people [42]–[44]. PU rep-
resents an individual who has SBP ≥ 130 mmHg. Then,
the predicted group and the actual group were compared to
obtain an accuracy of classification. The classifiers employed
in this study are K-nearest neighbors (K-NN), neural net-
work (NN), and naive Bayes. A K-fold cross-validation tech-
nique was applied for validation because it is appropriate
for small input data and provides minimum bias during the
training process [45]. For this study, the dataset was split into
10 folds (K = 10). The classifiers used for evaluating results
are described below.

1) K-NEAREST NEIGHBORS
K-NN is a classification method for categorizing data by
using the principle of comparing the data of interest with
other information to see how similar it is. This method does
not use training data to create a model but instead uses this
data as a model. This technique decides which data class
is similar or close to by examining certain numbers (K).
It is suitable for numerical data to find a way to measure
the distance of each attribute in the dataset. K-NN starts by
calculating the distance between a new point and each point in
the training set to find the closest point to the new point. The
obtained distances are sorted, and then the nearest neighbors
are found based on the Kth minimum distance to predict the
class.

2) NEURAL NETWORK
A NN is a mathematical model that is inspired by the struc-
ture and functional aspects of biological neural networks.
NN comprises an interconnected group of artificial neu-
rons, and it processes information using a connectionist
approach to computation. This method can learn a model
by a feed-forward NN trained by a backpropagation algo-
rithm (multi-layer perceptron [MLP]). A feed-forward NN
indicates connections between the units that do not form a
directed cycle, in which the information forwards from the
input nodes through the hidden nodes to the output nodes.
TheMLP principle is an operation of each layer of the hidden
layer that has a function to calculate when it receives a signal
output from a node in the previous layer, called the activa-
tion function. The hidden layer has an important function to
convert the data coming into the layer in order to distinguish
it using a linearly separable line before sending the data to
the output layer. The difference between the actual output
and the target output is calculated by propagating forward to
notice the error. If the error is large, the parameters (weights
and biases) will be updated by propagating backward until
the error becomes minimum. Then, the model will make a
prediction.

3) NAIVE BAYES
Naive Bayes is a machine learning method built on the
principle of probability. This method is used to analyze
the probability relying on the Bayesian probability theory.
It represents the relationship of conditional probabilities of
statistical quantities that determines the probability of a class
given some observed attributes presented as:

P (i|j) =
P(j|i)× P(i)

P(j)

where P (i | j) refers to the posterior probability that is pre-
served to attribute j along with class i values. In contrast,
P (j | i) reverses the relation between the class values of
the training data, where class i opposes attribute j. P (i) is
the prior probability of class i. Moreover, value j denotes
j1, j2, . . .∩ jn, whereas n is the attributes of each training data.

IV. RESULTS AND DISCUSSION
Results of attribute selections and comparison results
between the proposed IGD method and classical attribute
selection methods are presented and discussed in this section.

A. RESULTS OF ATTRIBUTE SELECTION WITH CLASSICAL
ATTRIBUTE SELECTION METHODS
Table 5 demonstrates the results of attribute selection using
classical attribute selection methods, including information
gain, Gini index, chi-squared, and decision tree. This table
presents the selected and eliminated attributes based on the
whole dataset. From the table, the attributes selected by using
information gain and Gini index were TC, LDL-C, HDL-C,
and BMI, while SM was eliminated. The attributes selected
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TABLE 5. Attribute selection results using the proposed IGD method.

by using chi-squared included all attributes. The attributes
selected by decision tree were TC, LDL-C, and HDL-C,
while BMI and SM were eliminated. The selected attribute
represents the relevant attribute that can affect the classifica-
tion, whereas the eliminated attribute represents the irrelevant
attribute that does not affect the classification.

B. RESULTS OF ATTRIBUTE SELECTION WITH
IGD METHOD
Table 6 demonstrates the results of attribute selection using
the proposed IGD method. In this table, the selected attribute
is indicated by the value of normalized information gain
that is more than zero (Zj > 0). The eliminated attribute
is indicated by the value of normalized information gain
that is equal to zero (Zj = 0). For example, the values of
normalized information gain of TC, LDL-C, HDL-C, BMI,
and SM for elderly person no. 3 were 2.14, 2.07, 0.00, 1.63,
and 0.00, respectively. Accordingly, TC, LDL-C, and BMI
were selected as the relevant attributes that can affect the
classification of elderly person no. 3. At the same time,
HDL-C and SM were eliminated, representing the irrelevant
attributes that do not affect the classification of elderly person
no. 3. The values of normalized information gain of TC,
LDL-C, HDL-C, BMI, and SM for elderly person no. 4 were
0.00, 1.47, 0.00, 1.12, and 0.00, respectively. LDL-C and
BMI were selected as the relevant attributes that can affect
the classification of elderly person no. 4, while TC, HDL-C,
and SMwere eliminated, representing the irrelevant attributes
that do not affect the classification of elderly person no. 4.
From this result, it can be recognized that each individual has
different selected and eliminated attributes because of diverse
health problems for individuals.

C. COMPARISON RESULTS
This section presents comparison results between the pro-
posed IGD method and classical attribute selection methods.
Attribute selection is performed in order to select the appro-
priate attributes according to different feature selection
method, which is used for both training and testing set.
The comparison results for those methods were performed
by applying the selected attributes for classifying groups of
elderly people with hypertension, usingK-NN,NN, and naive
Bayes classifiers. The results of the proposed IGD method
and classical attribute selection methods were compared by

average classification accuracy using the existing classifiers,
as shown in Table 7.

In Table 7, accuracy for elderly group classification
employing the relevant attributes selected by information
gain and Gini index method provided 59.11% for K-NN,
64.98% for NN, and 64.88% for naive Bayes classifiers.
The classification accuracy for information gain and Gini
index method was equal because the relevant attributes
selected by both methods were the same. In addition, the rel-
evant attributes selected by chi-squared and decision tree
method for elderly group classification provided accuracy of
59.53% and 59.01% for K-NN, 64.88% and 64.98% for NN,
and 63.44% and 64.57% for naive Bayes, respectively. For
elderly group classification employing the relevant attributes
selected by the proposed IGD method provided accuracy
of 98.76% for K-NN, 98.66% for NN, and 98.76% for naive
Bayes.

To compare the classification accuracy results, overall clas-
sification performance was explained based on each classifier
as follows.

1) K-NEAREST NEIGHBORS
An overall classification performance applying the relevant
attributes selected with classical attribute selection methods
demonstrates that half of the elderly people were incorrectly
classified based on the 5th minimum distance. It was caused
by selecting the relevant attributes from the whole dataset,
including all attributes of all elderly people, for training,
although some attributes were already eliminated. Addition-
ally, some relevant attributes may not apply to some indi-
viduals, representing irrelevant attributes for that individual,
but those attributes were considered to calculate the distance
for all elderly people during the classification process. Using
many irrelevant attributes to calculate the distance between
a target person for identifying the elderly group and the
observed elderly people in the training set can cause poor
classification performance. In contrast, based on consider-
ing individual attributes, most elderly people were correctly
classified. K-NN used only individual relevant attributes to
calculate the distance of each elderly person for finding the
nearest neighbors based on the 5th minimum distance to
classify the elderly group.

2) NEURAL NETWORK
Based on selecting the relevant attributes from the whole
dataset, an overall classification performance indicated that
almost half of the elderly people were incorrectly classified.
It was caused by some relevant attributes selected with clas-
sical attribute selection methods that may not apply to some
individuals, but those attributes were considered to be input
values for training the model. The relevant attributes selected
from the whole dataset, including all attributes of all elderly
people, and weights with some random values for each
attribute were applied to train themodel using a backpropaga-
tion algorithm. The classification result provided poor accu-
racy because elderly people have different individual relevant
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TABLE 6. Attribute selection results using classical attribute selection methods.

TABLE 7. Comparison results between the proposed IGD method and
classical attribute selection methods.

and irrelevant attributes. Although the updated weights used
tomultiplywith attributeswere adjusted to fitwith those input
data, the result still provided unsatisfactory classification
performance because of diverse individual health conditions.

In contrast, based on considering individual attributes,
most elderly people were correctly classified because the
proposed IGD method eliminated some individual attributes
indicating the irrelevant attributes for developing hyperten-
sion levels by transforming its value to zero. The classifi-
cation result provided good accuracy because the irrelevant
attributes for each elderly person were represented as a zero
value, which does not affect the classification process. More-
over, the updated weights were adjusted to fit with those
attributes.

3) NAIVE BAYES
Overall performance of elderly group classification using a
naive Bayes classifier provided half of the elderly people that
were incorrectly classified. The relevant attributes obtained
from classical attribute selectionmethods, based on the whole
dataset, including all attributes of all elderly people, were
applied to classify elderly groups. Some selected attributes
may not apply to some individuals, but those attributes were
used to find the probability of a target group for all people,

FIGURE 6. Average classification accuracy for each attribute selection
method.

which results in poor accuracy. In contrast, using the proposed
IGDmethod to select the relevant attributes based on individ-
ual attributes revealed that most elderly people were correctly
classified. This satisfying result was obtained by eliminating
irrelevant attributes of each elderly person by transforming its
value to be zero, which did not affect the classification.

To compare the classification performance, the average
classification accuracy for each attribute selection method
is presented in Figure 6. Overall, the average classification
accuracy of data with the IGD attribute selection method
is better than those with classical attribute selection meth-
ods. The comparison results confirm that the proposed IGD
attribute selection method can improve classification per-
formance, particularly for the case study of elderly people
with hypertension. The IGD method selects the individual
attributes that are different among individuals, while the clas-
sical attribute selection method selects the attributes that are
common for all individuals. From this study, the individual
attribute’s point of view thus presents its potential for use in
other medical classification problems for future study.

To summarize, the proposed IGD method was inspired
by the concept of a general diagnostic principle of health-
care professionals that considers some individual factors
of patients. This concept led to generate the IGD method
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TABLE 8. Table of symbols for the proposed IGD method.

for selecting individual attributes and eliminating irrelevant
attributes for each individual. The proposed IGD method
works well with a small dataset for selecting individual
attributes representing the actual effect of attributes toward
the classification for each individual. However, it is also
worth testing the proposed IGD methods with medical clas-
sification problems with a larger data set in the future study.

V. CONCLUSION
This study proposes IGD as a new attribute selection method
for selecting individual attributes for achieving better clas-
sification performance. The experiment is conducted with
the group classification of elderly people with hypertension.
In this study, classical attribute selection methods, including
information gain, Gini index, chi-squared, and decision tree,
were employed for selecting relevant attributes. For perfor-
mance evaluation, the secondary data for 971 elderly people
with hypertension were collected. The classification results

of data with the IGD attribute selection method and classi-
cal attribute selection methods were compared using K-NN,
NN, and naive Bayes classifiers. Classification with the IGD
attribute selection method provided an average accuracy of
98.73%, which was higher than that of classical attribute
selection methods.

APPENDIX A
See Table 8.
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