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ABSTRACT Aiming at object grasping of indoor mobile robots, this paper develops an object localization
system based on the fusion of a monocular camera and a two-axis-controlled laser ranging sensor. The
system can locate the specified object in space without obtaining the background depth information of
the object, which reduces the consumption of computational resources and has a low cost. According to
the coordinate mapping of the object in the image, the measurement point of the laser ranging sensor is
controlled to coincide with the target point by two servo motors in perpendicular axes. Thus, the spatial
location of the target point can be determined from the rotation angles of the cradle head motors and the
laser-measured distance together. To accurately control the rotation angles, a compound strategy combining
feedback and feedforward is proposed. On the one hand, the feedback of the laser measurement point is
introduced in the image coordinate to realize the close-loop control of the measurement point. On the other
hand, a feedforward compensator based on disturbance observation is designed to reduce the influence of
robot motion. An experimental setup is developed and substantial experiments are implemented to evaluate
the performance of the proposed system. The results show that object localization can be effectively achieved
with good accuracy and dynamic response.

INDEX TERMS Mobile robot, object localization, sensor fusion, laser ranging sensor, disturbance
observation.

I. INTRODUCTION
Mobile robots can serve human beings in daily life and
replace human beings to engage in dangerous and harsh
work [1]–[3]. When mobile robots perform tasks such as
detection and operation, they usually need to obtain the spa-
tial location information of the object in the local coordi-
nate of the robot. Therefore, real-time and accurate object
localization technology is the premise to ensure the task
completion of the robots.

At present, there have been a number of researches on
object localization methods of mobile robots, including ultra-
sonic [4], Lidar [5], millimeter-wave radar [6], vision sen-
sor [7] and other methods. Ultrasonic object localization is
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characterized by low cost and simple structure, but it is easily
affected by ambient temperature [8]. It is often employed
in the obstacle detection of the mobile robots [4]. Lidar
object localization uses three-dimensional object segmenta-
tionmethod and directional enclosing box technol-ogy to sep-
arate point cloud objects, in which point cloud data directly
contains the three-dimensional location information of the
object [5]. Millimeter-wave radar is less affected by weather
conditions and night, has a long detection range and is widely
used outdoors. In addition to single sensor, object localization
methods based on the fusion of radar and vision sensor have
also been proposed in [6], [9], [10]. However, the point
cloud data obtained by multi-line Lidar and millimeter-wave
radar is relatively large and includes redundant background
information, which requires more computational resources
and hardware costs.
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Computer vision includes monocular vision and depth
vision. Monocular vision cannot directly obtain the
three-dimensional space location of the object, and con-
straints such as known relative location of the camera [11],
known shape and size of the object [12], and known ratio
of distance to pixel area [7] must be added, leading to poor
universality of this object localization method. Depth vision
can be divided into binocular vision, multi-camera vision,
structured light vision and time-of-flight vision according to
different principles of depth information acquisition. Binocu-
lar vision imitates the perception principle of human eyes and
uses two cameras with left and right distribution to simultane-
ously collect images and analyze the three-dimensional space
location of the object. This method involves complex algo-
rithms and requires good environment. At present, relevant
studies mainly focus on feature matching and algorithm com-
plexity reduction [13]–[15]. Multi-camera vision employs
three or more cameras for object localization, to solve the
problem of occlusion of the localization areas, but it requires
complex computation. Structured light RGB-D cameras, such
as Kinect v1 and Iphone X, adopt laser speckle coding princi-
ple to obtain depth information, which solves the problem of
binocular feature matching. Time-of-flight RGB-D cameras,
such as Kinect v2, utilize the time difference of optical signals
to obtain depth data and have strong anti-interference ability.
Since the depth image contains a lot of redundant background
depth information, the measurement distance per unit power
is relatively limited, and the data processing consumes a lot
of computational resources.

Aiming at object grasping of indoor mobile robots, such
as bottles, cups, apples, etc., it is only required to obtain the
spatial location information of the object, and the background
depth information is redundant. In order to meet the practi-
cal application requirements, the object localization method
should have good dynamic performance and low cost. The
object localization method based on single sensor is difficult
to satisfy the requirement. Therefore, this paper proposes an
object localization method based on the fusion of monocular
camera and two-axis-controlled laser ranging sensor. Firstly,
the image of the object is acquired by a monocular camera.
Secondly, the coordinate of the target point in the image is
determined by the existing object detection algorithm. After
that, the measurement point of the laser ranging sensor is
coincident with the target point by controlling the two-axis
cradle head motors. Finally, the spatial location of the target
point is solved jointly by integrating the rotation angles of
the cradle head motors and the laser-measured distance. This
method has the advantages of low cost, wide distance mea-
suring range and good dynamic performance.

The contribution of this work is summarized as follows:
1) An object localization method based on fusion of monoc-
ular camera and two-axis-controlled laser ranging sensor
is proposed, and the working principle of the method is
described in detail; 2) A prototype is designed and assembled
according to the object localization method; and 3) To realize
the effective object localization of the mobile robot,

a compound control strategy combining feedback and feed-
forward is developed. The effectiveness of the object localiza-
tion method and the control strategy is verified by substantial
experiments.

The rest of this paper is organized as follows. Relevant
work is briefly reviewed in section II, the working principle
and system design are discussed thoroughly in section III,
the control strategy of the object localization system is
expounded in detail in section IV, the experiments are demon-
strated and analyzed in section V, and conclusions are drawn
in section VI.

II. RELATED WORKS
Researchers have done a lot of research on different object
localization methods based on single sensor. According to
the known ratio of distance to pixel area, Bent et al. [7]
used a monocular camera to locate the underwater object
and completed the capture of the object by the under-water
robot. Aim at solving the problem of picking cherry tomato,
Kondo et al. [16] used binocular stereo vision technology to
determine the three-dimensional position of fruit clusters and
completed the automatic picking of fruits with a success rate
of 70%. Bouazzaoui et al. [17] used an RGB-D camera to
perceive and locate the surrounding environment of mobile
robots, and the impact of the sensor acquisition modes on the
localization accuracy was highlighted through a depth exper-
imental research. Halterman et al. [18] used the Velodyne
HDL-64E lidar to detect and locate obstacle on the water
surface, and completed the obstacle avoidance of unmanned
surface vehicle.

Although the object localization technology based on sin-
gle sensor has realized its application value in different robot
operating environments, each kind of sensor must have its
own advantages and disadvantages, and different kinds of
sensors have different advantages and disadvantages. It is dif-
ficult to achieve complementary advantages by using single
sensor for object localization. Therefore, the object local-
ization method based on fusion of multiple sensors is also
proposed by researchers.

Broggi et al. [19] developed a pedestrian detection sys-
tem aiming at localizing potentially dangerous situations
under specific urban scenarios. This system uses the method
based on fusion of laser scanner and vision system to search
for pedestrians in key areas, which improves timewise per-
formance and reduces false alarms. Nie et al. [20] pro-
posed a multimodality fusion framework called Integrated
Multimo-dality Fusion Deep Neural Network (IMF-DNN)
for the multi-sensor information fusion of intelligent vehicle,
which can flexibly accomplish the task of object detection
and localization, and has superior robustness and generaliza-
tion ability. In order to improve the navigation performance
of mobile robots, Zhu et al. [21] proposed a rule-based
reinforce-ment learning algorithm with space reduction. The
obstacle environment perception of mobile robot is carried
out by using lidar and ultrasonic sensors, and it is veri-
fied that the algorithm had good scalability by experiments.

VOLUME 9, 2021 79215



H. Ge et al.: Object Localization System Using Monocular Camera and Two-Axis-Controlled Laser Ranging Sensor

Muresan et al. [22] used a loosely coupled sensor fusion
approach to fuse the information obtained from trifocal cam-
era, fisheye camera, long-range radar, 4-layer and 16-layer
lidars. They realized the perception and localization of the
objects on the road for autonomous vehicles.

At present, there have been a large number of researches
on object localization methods based on fusion of monocu-
lar vision and laser, but most of them use monocular cam-
era and multi-line lidar. The fused information contains a
large amount of redundant background information which
increa-ses the algorithm complexity and the consumption of
computational resources, and leads to high cost. In this paper,
the object localizationmethod based on fusion of amonocular
camera and two-axis-controlled laser ranging sensor solves
this problem effectively. It is mainly suitable for mobile
robots to grasp specific objects and other applications.

III. PRINCIPLE AND DESIGN
A. WORKING PRINCIPLE
Fig. 1 shows the structural principle of the object localization
system. It mainly includes monocular camera, laser ranging
sensor, cradle head pitching motor, cradle head horizontal
motor and related structural parts. The object localization
system obtains the image of the object by the monocular
camera, selects the location of the object in the image through
the frame of the existing object detection method, and selects
the center point of the object as the target point which needs to
be located. By controlling the rotation of the horizontal motor
and the pitching motor of the two-axis cradle head, the yaw
angle and pitching angle of the laser ray of the laser ranging
sensor are adjusted to make the laser measurement point
coincide with the desired target point, and the spatial location
of the target point is solved jointly by integrating the rotation
angles of the cradle head motors and the laser-measured
distance. As shown in Fig. 1, OC , OJ and OY represent
camera optical center, laser optical center and laser light
source respectively. Point OJ is located at the intersection of
the central axis of the cradle head pitching motor, the central
axis of the horizontal motor and the extension line of the laser
light. When the cradle head motors rotate, the position of the
laser optical center is fixed. In order to facilitate coordinate
conversion and control of cradle headmotors, the laser optical
center is placed in the vertical downward direction of the
camera optical center. Because of the offset distance between
the laser optical center and the laser light source, the actual
laser-measured distance is the sum of the OJOY distance and
the measured distance of the laser ranging sensor.

According to the image-forming principle of monocular
camera [23], the target point in the world coordinate has only
one coordinate point corresponding to it in the camera image-
forming plane. Camera optical center, the target point in the
image and the target point in the world coordinate are on
the same straight line. Combined with the structural principle
of the object localization system, the working principle as
shown in Fig. 2 can be obtained. In Fig. 2, point A1 is the

FIGURE 1. 3D structure of object localization system.

FIGURE 2. Working principle of object localization system.

target point which needs to be located, and point A′1 is the
pixel coordinate point of the target point in the image. The
image coordinate OXY and camera coordinate OCXCYCZC
are respectively established with the image center point O
and camera optical center OC as the origin. The straight line
OJA1 is the laser ray, and that point B1 is the projection of
the point A1 in the plane OCXCZC . The angle θ1 is the angle
between the straight line OCB1 and XC -axis. The angle θ2 is
the angle between the straight line OCA1 and OCB1. The d
is the distance of OJA1, and the coordinate of laser optical
center OJ in camera coordinate is (0, −a, 0).

When the laser ray is parallel with the straight line OCA1,
namely rotation angles of cradle head horizontal motor and
pitching motor are θ1 and θ2 respectively, laser measure-
ment point and the actual target point are in the same plane
OCYCB1, then the laser measurement point can be coincident
with the actual target point only by adjusting the rotation
angle of the cradle head pitching motor. It is assumed that
the coordinate of the point A1 in the camera coordinate is
(xc, yc, zc), and the coordinate of the point A′1 in the image
coordinate is (x, y). When the laser measurement point coin-
cides with point A1, the rotation angle of cradle head pitching
motor is θ ′2. Equations (1) and (2) can be described as

θ1 =
π

2
− arctan

(
xp
f

)
θ2 = arctan

(
yp
f

) (1)
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where f is the focal distance of the camera, and p is the pixel
size.  xcyc

zc

 =
 d cos θ1 cos θ ′2d sin θ ′2 − a
d sin θ1 cos θ ′2

 (2)

According to (1) and (2), the coordinate of the target point
in the camera coordinate can be obtained.

B. SYSTEM DESIGN
The operating range of grasping daily objects of indoor
mobile robots is required to be less than 10 meters, the accu-
racy of object localization is centimeter level, and the
response frequency is 8 Hz. The selected parameters related
to the laser ranging sensor and the monocular camera are
shown in Table 1 below, where L is the measured distance
of the laser ranging sensor.

TABLE 1. Parameters of laser ranging sensor and monocular camera.

The main parameters of the cradle head motors is
determined according to the dynamic requirement of the
object localization system. According to the measurement
frequency of the laser ranging sensor, the required adjust-
ment time of position control of cradle head motor is cho-
sen as 0.125 s, and the sampling frequency of the encoder
is 200 Hz. In order to facilitate the calculation of the rated
speed and rated torque of the cradle head motors, the follow-
ing assumptions aremade: 1) themass distribution of the laser
ranging sensor, cradle headmotors and related structural parts
is uniform and continuous; 2) ignore the influence of the cable
of the laser ranging sensor and the cradle head motors.

For the cradle head pitchingmotor, the angular acceleration
α is described as

α =
4δ
t2

(3)

where t is the adjustment time for the position control of the
cradle head motor, and δ is the vertical angle of view of the
monocular camera.

The rated speed n of the cradle head pitching motor is
described as

n =
αt
12

(4)

According to (3) and (4), the required rated speed of the
cradle head pitching motor is 129 r/min. Similarly, it can
be obtained that the required rated speed of the cradle head
horizontal motor is 206 r/min.

For the cradle head pitching motor, the moment of inertia J
is described as

J =
∫∫∫

Vj
l2j ρjdVj +

∫∫∫
Vjy
l2jyρjydVjy (5)

where ρj is the density of the laser ranging sensor, lj is the
distance between the mass element of the laser ranging sensor
and the rotating shaft of the pitching motor, and Vj is the
volume of the laser ranging sensor. The ρjy is the density of
the laser ranging sensor connector, ljy is the distance between
the mass element of the laser ranging sensor connector
and the rotating shaft of the pitching motor, and Vjy is the
volume of the laser ranging sensor connector.

The rated torque M of the cradle head pitching motor is
described as

M = Jα (6)

According to (3), (5) and (6), the required rated torque of
the cradle head pitching motor is 0.028 N.m. Similarly, it can
be obtained that the required rated torque of the cradle head
horizontal motor is 0.48 N.m. According to the required rated
speed, rated torque and overall dimensions of the cradle head
motors, relevant parameters of the pitching motor and the
horizontal motor are selected as shown in Table 2 below.

TABLE 2. Parameters of pitching motor and horizontal motor.

IV. CONTROL STRATEGY
To make the laser measurement point and the target point
overlap accurately in real time during the movement of
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FIGURE 3. Block diagram of control strategy of object localization system using monocular camera and two-axis-controlled laser ranging sensor.

the mobile robot, the pixel coordinate feedback of the
laser measurement point in the image is introduced to
realize the close-loop control of the laser measurement
point in the image coordinate. In addition, the influ-
ence of robot motion on object localization is analyzed,
and the coordinate position error of laser measurement
point is compensated through feedforward. The control
block diagram of the object localization system is shown
in Fig. 3.

A. CLOSED-LOOP CONTROL OF IMAGE COORDINATE
POSITION OF LASER MEASUREMENT POINT
Due to the deviation of the actual installation position,
the laser optical center and the camera optical center cannot
be at the same point. When the laser ray is parallel with
the connecting line between the target point and the camera
optical center, the laser measurement point and the target
point cannot overlap, namely it is impossible tomake the laser
measurement point and the target point overlap directly by
controlling the two-axis cradle head motors. Therefore, the
coordinate position feedback of laser measurement point in
the image coordinate is introduced to carry out closed-loop
feedback control in order to improve the accuracy of object
localization.

Feedback information is usually obtained in two ways:
direct feedback and indirect feedback. Generally speaking,
the feedback information of pixel coordinate of laser mea-
surement point is mainly obtained by image processing, but
when the laser measurement point is far away and the illumi-
nation is strong, the recognition effect of laser measurement
point in the image is poor, and it is difficult to be universal.
In this paper, a new feedback method of pixel coordinate of
laser measurement point in the image is proposed. The coor-
dinate of laser measurement point in the camera coordinate
is solved according to the rotation angles of the cradle head
motors and the laser-measured distance, and the coordinate of
laser measurement point in the image coordinate is reversely
solved by coordinate transformation.

It is assumed that the rotation angles of the horizontal
motor and the pitching motor of the cradle head are θ and ϕ,
the coordinates of the laser measurement point are (x1, y1) in
the image coordinate, and (xc1, yc1, zc1) in the camera coordi-
nate. Equations (7) and (8) can be obtained by combining (2)
and the image-forming principle of camera. xc1yc1

zc1

 =
 d cos θ cosϕd sinϕ − a
d sin θ cosϕ

 (7)

[
x1
y1

]
=


xc1f
zc1p
yc1f
zc1p

 (8)

According to (7) and (8), the coordinate of the laser
measurement point in the image coordinate can be
obtained.

The closed-loop controller of image coordinate position
of laser measurement point adopts proportional integral (PI)
control, which has the characteristics of easy implementation,
simple structure, convenient parameter adjustment, etc. It is
widely used in the industrial control process [24], [25].The
discretization difference equation of PI control of image coor-
dinate position of laser measurement point is described as

u (k) = Kp (R (k)− H (k))+ Ki
k∑
i=0

(R (i)− H (i)) (9)

where u(k) is the angle increment value of the cradle head
motors at k moment, Kp is the proportion coefficient, Ki is
the integration coefficient, R(k) is the image pixel coordinate
value of the target point at k moment, and H (k) is the image
pixel coordinate value of the laser measurement point at
k moment.
According to (7), (8) and (9), the closed-loop control of

laser measurement point in image coordinate is illustrated
in Algorithm. 1.
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Algorithm 1 Closed-Loop Control of Image Coordinate
Position of Laser Measurement Point

Input: angle of horizontal motor at k moment θ(k);
angle of pitching motor at k moment ϕ(k); actual
laser-measured distance at k moment d(k);
image pixel coordinate of the target point at k moment
R(k)
Output: coordinate of the laser measuring
point in camera coordinate at k moment J (k)

1 Initialize k = 0
2 Initialize θ (k) = 0; ϕ(k) = 0
3 while pixel coordinate error between the laser

measurement point and the target point is not 0 do
4 Get J (k) using (7)
5 Get H (k) using (8)
6 Get u(k) using (9)
7 Send position control instruction of servo cradle

head motors
8 k ← k + 1
9 Update θ (k); ϕ(k); d(k)
10 End

B. COORDINATE POSITION ERROR COMPENSATION FOR
ROBOT MOTION
If the laser measurement point is completely coincident with
the target point at the current moment, the target point can be
accurately located. However, the object localization system is
mounted on the mobile robot. As the robot moves, the object
localization system will move relative to the target point, and
the coordinate position error between the laser measurement
point and the target point in the image will increase. Since the
movement state of the mobile robot can be directly measured
by the sensors, the coordinate position error caused by the
robot motion can be directly compensated by analyzing the
influence of the robot motion on the object localization. Due
to the fast speed of image processing to obtain the pixel coor-
dinate position of the target point and short sampling time,
the displacement movement of the robot within the sampling
period can be approximated as uniform accelerated linear
motion, and the attitude movement can be approximated as
uniform rotation.

The world coordinate OWXWYWZW is established with
the target point as the origin OW and the horizontal plane
as the plane XWOWZW . The robot coordinate ORXRYRZR is
established with the geometric center of the mobile robot as
the origin OR and the transverse and longitudinal axes of the
vehicle body asXR-axis and ZR-axis. The robot absolute coor-
dinate OAXAYAZA is established with the geometric center of
the mobile robot as the origin OA. Its XA-axe, YA-axe and
ZA-axe are parallel to XW -axe, YW -axe, ZW -axe respectively.
The working principle of coordinate position error compens-
ation between the target point and the laser measurement
point for robot motion is shown in Fig.4, and the angle θ0
is the yaw angle of robot motion in the horizontal ground,
namely that is the angle between the ZR-axis and the ZA-axis.

FIGURE 4. Working principle of coordinate position error compensation
between the target point and the laser measurement point for robot
motion.

It is assumed that at k moment, the coordinate position
error between the target point and the laser measurement
point is 0, the coordinates of the target point are (xck , yck , zck )
in the camera coordinate, (xrk , yrk , zrk ) in the robot coordinate
and (xak , yak , zak ) in the robot absolute coordinate. The yaw
angle is θ0k . Equation (10) can be obtained from (7). xckyck

zck

 =
 d cos θ cosϕd sinϕ − a
d sin θ cosϕ

 (10)

The monocular camera is fixed on the mobile robot, so the
coordinate transformation relationship of the target point
in the robot coordinate and the camera coordinate can be
obtained through the rotation matrix Rcr and the translation
vector Tcr as shown in (11).

xrk
yrk
zrk
1

 = [Rcr Tcr
0 1

]
xck
yck
zck
1

 (11)

In order to facilitate coordinate conversion, the monocular
camera lens is mounted in the front of the mobile robot, then
the camera coordinate only translates relative to the robot
coordinate. Equation (12) is described as

Rcr =

 1 0 0
0 1 0
0 0 1

 , Tcr =

 a1b1
c1

 (12)

where (a1, b1, c1) is the coordinate of the camera optical
center in the robot coordinate.

The coordinate transformation relationship of the target
point in the robot coordinate and the robot absolute coordi-
nate can be described as

xak
yak
zak
1

 = [Rra Tra0 1

]
xrk
yrk
zrk
1

 (13)
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where

Rra =

 cos θ0k 0 sin θ0k
0 1 0

− sin θ0k 0 cos θ0k

 , Tra =

 0
0
0

 .
It is assumed that the coordinates of the center point of

the robot in the world coordinate at k moment and k + 1
moment are (xw1k , yw1k , zw1k ) and (xw1k+1, yw1k+1, zw1k+1)
respectively. According to the relative position of the object,
Equation (14) can be obtained.{
(xw1k , yw1k , zw1k) =

(
−xak, − yak,zak

)
(xw1k+1, yw1k+1, zw1k+1) =

(
−xak+1, − yak+1,zak+1

) (14)
The road surface on which indoor mobile robots drive is

relatively flat, and the change of the YW -axis coordinate of
the center point of the mobile robot in the world coordinate
is small. It is assumed that the displacement of mobile robot
changes only in the plane XWOWZW . IMU is fixed on the
mobile robot, and the acceleration and angular velocity of the
robot in its own coordinate aremeasured by the accelerometer
and gyroscope in IMU. It is assumed that the velocity of
the robot in its own coordinate at k moment is (vxk , vzk ),
the acceleration is (axk , azk ), and the angular velocity is wk .
Kalman filter method is an optimal estimation algorithm

based on linear minimum variance estimation [26], which
mainly consists of prediction and correction. The recursion
formula of Kalman filter method is given as

X̂ ′k+1 = AX̂k + BUk
Pk+1′ = APkAT + Q

K =
Pk+1′HT

HPk+1′HT + R
X̂k+1 = X̂ ′k+1 + K (zk+1 − HX̂k )
Pk+1 = (I − KH )Pk+1′

(15)

where A is the system state transition matrix, B is the input
gain matrix, X̂k is the system state matrix at k moment,
X̂ ′k+1 is the system prediction state matrix at k + 1 moment,
Uk is the system input matrix, Pk is the system error covari-
ance matrix at k moment, P′k+1 is the system prediction error
covariance matrix at k + 1 moment, Q is the process noise
covariance matrix,K is the Kalman gain,H is the observation
matrix, R is the measurement noise covariance matrix, zk+1
is the system observation value at k + 1 moment, X̂k+1 is
the optimal estimation matrix of the system state at k + 1
moment, Pk+1 is the optimal estimation matrix of the system
error covariance at k+1 moment, and I is the identity matrix.
In the current system, X̂k = [xw1k , zw1k , vxk , vzk , θ0k , ωk ]T ,

Uk = [axk , azk ]T . According to the robot kinematics formula
and Kalman filter recursive formula, the system state predic-
tion equation can be described as follows (16), as shown at
the bottom of the next page. where TR is the sampling period.
Since the attitude movement of the robot within the

sampling period can be approximately uniform rotation,

Equation (17) can be obtained as follows
xrk+1
yrk+1
zrk+1
1

 = [R′ar T ′ar
0 1

]
xak+1
yak+1
zak+1
1

 (17)

where

R′ar =

 cos (θ0k + ωkTR) 0 − sin (θ0k + ωkTR)
0 1 0

sin (θ0k + ωkTR) 0 cos (θ0k + ωkTR)

 ,
T ′ar =

 0
0
0

 .
According to (11), the coordinate of the target point in the

camera coordinate is described as follows.
xck+1
yck+1
zck+1
1

 = [Rcr Tcr
0 1

]−1
xrk+1
yrk+1
zrk+1
1

 (18)

According to the modeling principle of the camera, Equa-
tion (19) can be obtained as follows

1ex =
xk+1 − xk

p
=

(
xck+1
zck+1

−
xck
zck

)
f
p

1ey =
yk+1 − yk

p
=

(
yck+1
zck+1

−
yck
zck

)
f
p

(19)

where (xk , yk ) is the coordinate of the target point in the image
coordinate at k moment, (xk+1, yk+1) is the coordinate of
the target point in the image coordinate at k + 1 moment,
1ex is the pixel error value of the target point in the X-axis
of the image coordinate, and 1ey is the pixel error value of
the target point in the Y-axis of the image coordinate.

According to (10)-(19), the implementation details of the
coordinate position error compensation for robot motion are
illustrated in Alg. 2.CT (k) is the coordinate of the target point
in the camera coordinate at k moment. CT ′(k + 1) is the pre-
diction coordinate of the target point in the camera coordinate
at k+1 moment. RT (k) is the coordinate of the target point in
the robot absolute coordinate at k moment. RT ′(k + 1) is the
prediction coordinate of the target point in the robot absolute
coordinate at k + 1 moment. WR(k) is the coordinate of the
center point of the robot in the world coordinate at k moment.
WR
′(k + 1) is the prediction coordinate of the center point of

the robot in the world coordinate at k + 1 moment.

V. EXPERIMENTS AND RESULTS
A. EXPERIMENTAL PLATFORM
The mobile robot used in the experiment is Scout2.0 ver-
sion of AgileX Robotics, its maximum speed without load
is 1.5 m/s and it can take a spin turn. The control unit of
cradle headmotors adopts STM32F4 development board. The
STM32F4 development board is equipped with more than ten
kinds of standard peripheral interfaces which can effectively
meet the data transmission of sensors such as laser ranging
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Algorithm 2 Coordinate Position Error Compensation for
Robot Motion

Input: angle of horizontal motor at k moment θ (k);
angle of pitching motor at k moment ϕ(k); actual
laser-measured distance at k moment d(k); velocity of
robot at k moment v(k); angular velocity of robot at k
moment w(k); acceleration of robot at k moment a(k);
system error covariance matrix at k moment Pk
Output: pixel coordinate error compensation of the
target point at k moment 1e(k)

1 Initialize k = 0
2 Initialize CT (k) using (10)
3 while the robot is moving do
4 Get RT (k) using (11) and (13)
5 GetWR(k) using (14)
6 GetWR

′(k + 1) using (16)
7 Get RT ′(k + 1) using (14)
8 Get CT ′(k + 1) using (17) and (18)
9 Get 1e(k) using (19)
10 k ← k + 1
11 Update θ (k), ϕ(k), d(k), a(k)
10 Update v(k), w(k), Pk , CT (k) using (10) and (15)
11 End

sensor, cradle head motors, inertial measurement unit, etc.
It is also equipped with multiple 5V and 3.3V power sup-
ply interfaces to directly supply power to the sensors which
reduces the number of the batteries. The image recognition
and processing unit adopts Jetson Nano board. The Jetson
Nano board has strong ability of image processing, and we
used its GPU to realize the existing object detection algo-
rithm. The STM32F4 development board communicates with
the Jetson Nano board by a USB to serial-port line. Pro-
gramming languages used on STM32F4 development board
and Jetson Nano board are C language and C++ language
respectively, and their integrated development environments
are Keil µ Vision5 software and robot operating system
respectively. Fig.5 shows the assembly picture of experimen-
tal platform for the object localization system.

FIGURE 5. Assembly picture of experimental platform for the object
localization system.

B. CLOSED-LOOP CONTROL PERFORMANCE
Single shot multibox detector (SSD) is an object detec-
tion algorithm which has high accuracy and fast processing
speed [27]. In this paper, we used SSD algorithm to detect
specific object in the image, and the target point needed to be
located in the object is selected and marked with a blue circle
in the image. The experimental results are shown in Fig. 6 by
comparing the target point and the actual laser measurement
point, in which the red and white spot is the actual laser
measurement point.

The closed-loop control of image coordinate position of
laser measurement point adopts PI controller. In order to
evaluate its control performance, the pixel coordinate error
between the target point and the laser measurement point
in the image is selected as the quantitative index. The pixel
size of the image plane used is 640 × 360, and the center
of image is determined as the initial target point, namely the
coordinate of initial target point is (320, 180). The coordinate
of terminate target point is (220, 280), and the graph of
pixel coordinate error between the target point and the laser
measurement point in the image is shown in Fig. 7.



x̂ ′w1k+1
ẑ′w1k+1
v̂′xk+1
v̂′zk+1
θ̂ ′0k+1
ŵ′k+1

 =

1 0 cos θ0kTR − sin θ0kTR 0 0
0 1 − sin θ0kTR − cos θ0kTR 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 TR
0 0 0 0 0 1




xw1k
zw1k
vxk
vzk
θ0k
wk



+


0.5 cos θ0kT 2

R −0.5 sin θ0kT 2
R

−0.5 sin θ0kT 2
R −0.5 cos θ0kT 2

R
T 0
0 T
0 0
0 0


[
axk
azk

]
(16)
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FIGURE 6. Comparison of the selected target point and the laser
measurement point in the image.

FIGURE 7. Pixel coordinate error between the target point and the laser
measurement point in the X-axis and Y-axis directions of the image
coordinate.

The pixel coordinate steady-state error between the target
point and the laser measurement point in the X-axis and
Y-axis directions of the image coordinate are both within the
interval of [−2,2]. This method can well match the target
point and the laser measurement point, and it has a high
control performance.

The running time of the whole process from obtaining
the image of the object to completing the accurate object
localization is 0.6 s through actual measurement.

C. ACCURACY EVALUATION
In order to evaluate the location accuracy of this object
localization system, the target points at different positions in
the camera coordinate are located. By comparing the given
standard value of the three-dimensional position of the target
point with the actual measured value, the location error of
the object localization system prototype is obtained as shown
in Table 3 below. It can be seen from Table 3 that the location
accuracy of object localization system prototype designed in
this paper reaches the centimeter level, which can meet the
requirements of indoor mobile robots grasping daily objects
and other operations.

TABLE 3. Location error of object localization system prototype.

D. COORDINATE POSITION ERROR COMPENSATION
Fig. 8 shows the experimental principle of coordinate position
error compensation for robot motion. A stationary target
point is selected as the origin and the world coordinate is
established. When the mobile robot is stationary, the laser
measurement point of the object localization systemmounted
on the mobile robot can fall on the target point. To test
the performance in dynamic situation, the mobile robot is
controlled to rotate with a constant speed of 3◦/s from the
same position and posture under two conditions, with and
without compensation. The pixel coordinate errors between
the laser measurement point and the target point in the X-axis
and Y-axis directions of the image coordinate are recorded
when the system runs steadily, and the change curves of pixel
coordinate error are shown in Fig. 9 and Fig. 10 respectively.

FIGURE 8. Experimental principle of coordinate position error
compensation for robot motion.

The pixel coordinate errors between the laser measure-
ment point and the target point in the X-axis and Y-axis
directions of the image coordinate are affected by external
interference, such as image pixel coordinate error of target
point due to target detection, speed control precision of robot
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FIGURE 9. Pixel coordinate error between the laser measurement point
and the target point in the X-axis and Y-axis directions of the image
coordinate without compensation in dynamic situation.

FIGURE 10. Pixel coordinate error between the laser measurement point
and the target point in the X-axis and Y-axis directions of the image
coordinate with compensation in dynamic situation.

motion, so there is fluctuation in the pixel coordinate error
curve. However, for the trend of overall changes, the pixel
coordinate error in the X-axis direction with compensa-
tion is closer to zero, and the pixel coordinate error in the
Y-axis direction with compensation is basically within
the range of the steady-state error [−2,2]. By comparing
Fig. 9 and Fig. 10, it is proved that the effect of object
localization with coordinate error compensation is better than
that without coordinate error compensation, which verifies
the validity of the coordinate error compensation theory when
the robot is moving.

E. APPLICATION IN ROBOT GRASPING
Finally, the object localization system is applied in mobile
robots to grasp daily objects. The object localization

system prototype is installed on the mobile robot. The mobile
robot searches the object within the operating range by its
own motion. When the object is captured by the monocular
camera, the three-dimensional location information of the
object is provided to the mobile robot through the object
localization system, which guides the robot to move close
to the object. When the mobile robot reaches the specified
position, the robot arm and soft claw are controlled to grasp
the object, and the mobile robot transfers it to the desired
position. Fig. 11 shows the experimental results of object
grasping.

FIGURE 11. Experimental results of object grasping by the mobile robot
using the object localization system.

VI. CONCLUSION
In this paper, an object localizationmethod based on fusion of
a monocular camera and a two-axis-controlled laser ranging
sensor is developed. The working principle of the method is
described in detail and a prototype of the object localization
system is designed. The prototype can be applied to the actual
needs of grasping daily objects for indoor mobile robot, with
good dynamic localization performance and low cost. It can
locate the selected object without obtaining the background
depth information of the whole object, which reduces the
consumption of computational resources. In order to improve
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dynamic performance and accuracy, this work designs the
closed-loop controller of laser measurement point in image
coordinate and the disturbance compensator for robot motion.
An experimental platform is built and a large number of
experiments are carried out. The results show that the pro-
posed system has good feasibility. In the future, the object
localization system will be combined with object segmenta-
tion technology to achieve more interesting function.
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