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ABSTRACT Although schedule design has further potential to reduce airline operation costs and flight
delay, the effectiveness of the globally optimal schedule design integrating air traffic flow has not been
discussed thus far. This paper presents a global multi-objective takeoff time optimization to design efficient
flight schedules that lead to minimal congestion and provide sufficient resilience against traffic problems.
NSGA-II is adopted as the multi-objective optimization technique in this study. The objective functions
include minimization of the total arrival delay and total fuel consumption because these are key performance
indicators of air traffic management (ATM). The design variable used in this study is the takeoff time offset
of each flight landing at the Tokyo International Airport. 607 design variables were used in this study. The
range of the design variables was ±300 s to investigate the effect of a minor variation in the takeoff time.
A cellular automaton-based model was utilized to simulate the interaction of the flights with each other. The
results of the simulations demonstrated that the obtained optimal solutions could drastically reduce the total
arrival delay and total fuel consumption by 1500 min and 80 tons, respectively. The spacing adjustments
of one of the optimum flight schedules, in comparison to the original flight schedule, were reduced by
80% in the en-route and terminal airspaces. Additional analyses suggest that it is preferable to have longer
takeoff time intervals for flights originating from the same point during congestion hours than those during
non-congestion hours. This indicates that the optimization of ground movements in airports improves the
efficiency of air traffic operations.

INDEX TERMS Air traffic control, air traffic management, cellular automaton, flight scheduling, ground
holding program, NSGA-II, schedule design.

I. INTRODUCTION
Air traffic demand has rapidly grown across the world in
previous decades [1]. Despite the sharp reduction in rev-
enue passenger kilometers due to COVID-19, the air traffic
demand is expected to recover in the next 4 years, albeit
with uncertainty [2]. The International Civil Aviation Orga-
nization (ICAO) has proposed a unique operational concept
for air traffic management (ATM), so-called trajectory-based
operations (TBO), to meet the increasing demand for air
traffic [3]. This involves the management of the trajectories
of all flights from their departure to arrival. The implemen-
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tation of TBO requires collaborations among the industries,
academia and governments, which was encouraged by the
promotion of industrial and academic techniques in local
areas, such as the Next-Generation Air Transportation Sys-
tem (NextGen) [4] in the U.S., Single European Sky Air
TrafficManagement (SESAR) [5] in European countries, and
Collaborative Actions for Renovation of Air Traffic Systems
(CARATS) [6] in Japan. Various studies have been conducted
as part of these programs in collaboration with ATM stake-
holders to enhance ATM performance.

Air traffic flow management (ATFM) is one of the most
crucial operations in the ATM framework. ATFM generally
involves strategic regulation of flights to capacity-constrained
airports or flights that will pass through capacity-constrained
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airspace areas at a national scale. Traffic regulation at airports
with limited capacity has been widely discussed in previous
studies and is commonly referred to as the ground holding
problem (GHP). Several GHP mathematical programming
methods have been developed to determine the optimal allo-
cation of ground delays and minimize the expected cost of the
overall delays [7]–[13]. Existing models are able to decide
the allocation of ground delays once at the beginning of
the planning period, assuming that the all airspace capac-
ities are known [7], [8]. Those models have been updated
to incorporate the uncertainties in the airspace capacity
[9], [11], [13], and to develop dynamic decision making by
utilizing the updated capacity information during the GHP
planning period [10], [12]. Machine learning (ML) tech-
niques have recently been implemented by using historical
data of actual operations to improve the accuracy in the
ground delay prediction [14]–[17]. These studies have inves-
tigated the effect of various factors, related to the traffic
demand and weather conditions on the GHP, understood the
mechanism underlying GHP, and predicted necessary ground
delays. Those mathematical and machine learning models
have focused on delaying the takeoff time using a reactive
approach.

Developing optimal flight schedules beforehand to adjust
the takeoff time falls under a different paradigm. Flight
scheduling traditionally comprises of the following four
stages: (1) schedule design, (2) fleet assignment (3) route
construction, and (4) crew pairing [18]. These stages are
closely associated with each other, which indicates that dis-
turbances in any of the stages often affects the other stages
negatively. As noted in [19], disruptions are mainly catego-
rized into flight delays, flight cancellation, fleet availability,
and airport disruption. To minimize the overall probability
of the aforementioned disruptions, several researchers have
developed robust flight scheduling models integrating two
or three of the flight scheduling stages. Sherali et al. (2010)
proposed an integrated fleet assignment and schedule design
model in which the characteristics of passenger demand
were considered [20]. Jiang and Barnhart (2013) developed
a robust schedule design model, which dynamically sched-
uled the departure time in response to the fluctuations in
demand in a de-banking environment [21]. Pita et al. (2014)
proposed the fleet assignment and schedule design model to
minimize the overall costs in air transportation network, and
they implemented networkwelfare analysis [22]. Cadarso and
Celis (2017) presented an airline planning model integrating
schedule design, fleet assignment, and passenger use, consid-
ering the stochastic demand value and uncertain operational
conditions, to minimize the number of passengers who miss
the connecting flight [23]. Faust et al. (2017) proposed the
schedule design and aircraft maintenance routing model to
maximize the profit of medium-sized point-to-point airlines
with a homogeneous fleet while considering the demand for
the various fare classes [24]. Kenan et al. (2018) developed an
integrated scheduling model, including schedule design, fleet
assignment, and aircraft routing, in consideration of delay

propagation and deadhead flights under the uncertainty in
demand [25]. Wei et al. (2019) proposed an integrated opti-
mization approach for schedule design and fleet assignment
focusing on the potential revenue obtained from the customer
satisfaction, attractiveness of each itinerary, and passenger
repurchasing determinants [26].

These robust flight scheduling studies, however, applied
heuristic optimization approaches, although the flight
scheduling problem is NP-Hard in nature. This suggests that
the obtained flight schedules are not necessarily globally
optimal. Further, assuming a linearity, the objective function
formulatedwith a singleweighted linear sumwas aminimiza-
tion of the overall costs and/or maximization of the overall
profit. This indicates that the relationships among the terms
in the function had not been quantitatively investigated. In the
field of ATM research, including flight scheduling, there have
been few studies that conducted multi-objective optimization
with meta-heuristic approaches and analyzed the obtained
optimal solutions in detail with the data-mining approaches
[27]–[29], although significant design knowledge can be
potentially extracted from those optimal or sub-optimal solu-
tions. Furthermore, optimal schedules obtained in the related
works were not created in consideration of the weather con-
ditions and air traffic flow although they have a large impact
on flight delay, which is one of the four disruption types [19].
The other three disruptions, namely, flight cancellation, fleet
availability, and airport disruption, occur as irregular events,
complicating the mitigation of thereof probabilities, and are
thereby often managed through recovery-based approaches
[19], [30], [31]. In contrast, flight delays, whose causes
vary depending on the locations [32], could relatively be
reduced using a proactive approach such as simulation-based
approaches and delay analyses, including the aforementioned
GHP studies. Therefore, it would be of interest (1) to eval-
uate the effectiveness of the multi-objective flight schedule
global optimization combined with air traffic flow simulation
and (2) to analyze the optimal solutions to enhance our
understanding of the factors contributing to ground holding
operation and flight scheduling.

This study aims to develop efficient and environmen-
tally friendly flight schedules with minimal congestion. We
utilized a multi-objective optimization technique based on
NSGA-II [33]. NSGA-II is one of the most used genetic
algorithms (GA). The objective functions include (1) mini-
mization of the total arrival delay and (2) minimization of the
total fuel consumption, which correspond with the demands
of the customers and airlines, respectively. The difference
between the scheduled and actual takeoff time of each flight
arriving at Tokyo International Airport (RJTT) was used as
the design variable. The number of design variables used
in this study was 607. The design variables were varied
by ±300 s to investigate the effect of the minute takeoff
time difference in consideration of takeoff time error with
a few minutes in the flight schedules. Although true opti-
mality is not guaranteed as the obtained sub-optimal solu-
tions are computed based dependent on the GA variant, this
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study emphasizes the importance of analyzing the obtained
sub-optimal solutions for efficient schedule design through
the data-mining approaches. A cellular automaton-based sim-
ulator was adopted to simulate air traffic flow because it
consists of various complex rules and is heavily dependent
on the installed equipment and weather.

The remainder of this paper is organized as follows.
Section II provides a brief overview of the simulator used
in this study. The existing simulator, which has been con-
structed by the author’s research group, is based on the
cellular automaton model. Section III describes the problem
statement for the multi-objective optimization of the schedule
design. Section IV presents the computational configuration
of the simulator. The optimization framework used to solve
the multi-objective schedule design problem is mentioned
in Section II and Section III. Section V analyzes and dis-
cusses the results of a case study wherein the proposed
multi-objective optimization model is adopted for inbound
traffic at the RJTT. Finally, our conclusions are then presented
in Section VI.

II. MODEL DESCRIPTION AND FORMULATION
Air traffic flow has been simulated previously in demand
capacity balancing (DCB) studies, congestion analysis, and
other ATM-related studies, using mathematical models, such
as queue [34]–[37], the differential equation [38]–[43], and
network [44]–[47]. Many strategic ATM concepts based on
these models have been proposed, and these concepts enable
a low computational cost. However, mathematical and theo-
retical models are not necessarily able to explain air traffic
flow precisely because they are based several complex rules
and are strongly affected by aircraft facilities and the weather.
Agent-based modeling is a different approach that has also
been utilized in the field of ATM by several researchers
[29], [48]–[51]. Although multiagent models can describe
phenomena in detail, it is difficult to develop a highly accurate
model due to the high degree of freedom required. The cellu-
lar automatonmodel is similar to themultiagent-basedmodel,
but is simpler. As mentioned by Sun et al. [52], the cellular
automaton model is computationally friendly compared with
the Eulerian flow theory and PDE models, which are theoret-
ical models. Thus, we focused on a cellular automaton model
that can simulate complex phenomena by following simple
rules.

A. CELLULAR AUTOMATON
A cellular automaton model (CA) is a discrete computational
model [53] that consists of a regular grid of cells, with each
cell existing in one of the finite number of states, such as
0 and 1. The state of each cell is updated after each discrete
time interval in accordance with simple rules.

Several CA models [54]–[60] have been proposed to
analyze air traffic flow. Kim et al. [54] proposed a
two-dimensional CA model to demonstrate an airborne
self-separation system by describing aircraft that move in
all directions within adjacent airspaces. Yu et al. [55] and

He et al. [56] utilized a one-dimensional CA model that can
simulate the aircraft landing process for scheduling aircraft
landing time in real time. Jin Wang and Hui Gong [57] and
Lim and Zhong [58] adopted a two-dimensional CA model
for en-route airspace by combining optimization techniques,
to search for flight paths that avoid prohibited airspace,
restricted airspace, and dangerous airspace. Enayatollahi and
Atashgah [59], [60] constructed a two-dimensional CAmodel
considering a standard terminal arrival route (STAR) to inves-
tigate the impact of weather on delays and to optimize the
flight path following performance-based navigation (PBN).
Most studies have not focused on constructing a CAmodel in
the global airspace, such as Japan and Europe, but in terminal
airspace or specific en-route airspace.

To address this gap, we propose a one-dimensional CA
model with step back movement (SBCA) that was con-
structed considering Tokyo International Airport (RJTT) [61]
and Japan [62]. Our objective was to contribute to the pro-
duction of a fast-time simulation and optimization toolset
in which ATM stakeholders can quickly and easily change
airspace and routes for verifying new ATM concepts. There-
fore, the unique characteristics of SBCA is its ability tomodel
air traffic flow with only a few parameters, simple input files,
and simpler rules than those followed in previous related
studies. Our models [61], [62] were updated according to
the aircraft characteristics using the Base of Aircraft Data
(BADA) [63] and data on international flights arriving at
RJTT.

B. BASIC RULE
SBCA consists of three basic rules that utilize two parame-
ters, d BD, and aircraft speed s. d is the minimum in-trial
separation between aircraft, and BD is the step-back distance.
s [cells/timestep] is the ground speed of each aircraft. s is
calculated following the BADA model [63] according to the
status of each aircraft, such as climb, cruise, and descent.
Then, air speed closest to the position of each aircraft is added
to the s calculated based on the BADA model. An aircraft
travels according to the rules listed below (Fig. 1).

1) If there is no aircraft in the front for a distance of d
cells, then the aircraft moves forward by s cells (step
forward).

2) If there are one or more aircraft in the front within a
distance of d cells, and there is no aircraft in the rear for

FIGURE 1. Basic rules.
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a distance ofBD cells, then the aircraft moves backward
by BD cells (step back).

3) If there are one or more aircraft in the front within a
distance of d cells and in the rear within a distance of
BD cells, then the aircraft remains in its current position
(stop).

Rules (2) and (3) correspond to spacing adjustments, such as
vectoring and holding. Although Rule (3) temporarily allows
for the introduction of a conflict, by violating the separation
minima d , the aircraft to which Rule (3) is applied will stop
by Rule (2) or step back by Rule (3) in the next time step,
thereby solving the conflict immediately.

C. CASE STUDY DATA DESCRIPTION-TOKYO
INTERNATIONAL AIRPORT
This study focuses on the domestic and international flights
arriving at the Tokyo International Airport (RJTT). Tokyo
International Airport (RJTT is the busiest airport in Japan,
and the fourth busiest airport in the world, which witnessed
85,408,975 passengers in 2017 [64].

The airport makes use of four runways: a set of paral-
lel north-south runways (34L/16R and 34R/16L) and two
southwest-northeast crosswind runways (22/04 and 23/05).
Two major runway configurations (see Fig. 2) are operated
depending on the wind direction. At the northerly operating
wind runway, an aircraft arrives at either runway 34L or run-
way 34R, and a departing aircraft takes off from runway 05 or
runway 34R, depending on their origin/destination airports
(see Fig. 2(a)). Basically, the northbound traffic utilizes run-
way 34R for both departure and arrival, while the southbound
traffic makes use of runway 05 and runway 34L for depar-
ture and arrival, respectively. The southerly operated wind
runway, at which an aircraft arrives at runway 16L and 16R
(see Fig. 2(b)) was started in 2020. In this operation, departure
aircraft to south-western destination takeoff from runway 22,
and the others depart from runway 16L and runway 16R in
combination with the arrival aircraft.

FIGURE 2. Runway configuration of departures (blue lines) and arrivals
(red lines) at RJTT.

Climate and seasonal fluctuations change runway con-
figurations. According to the operational records between
6:00 AM and 11:00 PM for the years from 2016 to 2018,

the northerly wind operation accounted for 70% of the total
operations, indicating a larger rate over execution of the
southerly wind operation. Based on these statistics, this paper
focuses on the northerly wind operation.

Figure 3 shows the flight paths to RJTT, which is indicated
by a black square in Fig. 3. The flight paths are created
by connecting the flight paths written in flight plan (FP)
of the flights arriving at RJTT in a single day. The flights
landing on 34R do not affect the flights landing on 34L
because the flight paths ending at 34L, depicted by red lines
in Fig. 3, and the flight paths ending at 34R, depicted by
blue lines in Fig. 3, are independent. SBCA is constructed
between confluence points. Each domestic flight departs from
a domestic airport in Japan, while each international flight
starts at the designated fix. The scheduled takeoff or departure
time is extracted from the time written in the first line in
each FP. These flights merge into other routes continuously
until they arrive at RJTT. The first-come-first-serve protocol
is applied to each merging point as a confluence rule. If more
than two aircraft arrive at a confluence point, the flight that
is scheduled to arrive at RJTT earlier is prioritized over the
other. This is the procedure followed in simulating air traffic
flow between taking off and landing.

FIGURE 3. Flight path to Tokyo International Airport (RJTT).

The meso-scale model grid point value (MSMGPV), pro-
vided by the Japan Meteorological Agency, is employed
to study the impact of weather. The data were collected
by the Research Institute for Sustainable Humanosphere,
Kyoto University (http://database.rish.kyoto-u.ac.jp/index-
e.html). The data include atmospheric properties such as wind
and temperature mapped on a three-dimensional grid. These
data are published every 3 hours. The grid points are located
after 0.125◦ of longitude, 0.1◦ of latitude, and 50–100 hPa of
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pressure of altitude. In this study, the data of the grid point
closest to the aircraft were used to add the wind speed to the
true air speed in the traveling direction.

III. DESCRIPTION AND FORMULATION OF THE
OPTIMIZATION PROCESS
A. MULTI-OBJECTIVE OPTIMIZATION
The multi-objective evolutionary algorithm (MOEA),
as shown in Fig. 4, is used to find the optimal solution of the
optimization problem. The MOEA is capable of calculating
multiple optimal solutions in a single simulation run due
to its population-based approach, as shown in Fig. 4. The
MOEA creates initialized populations, which are also known
as ‘‘parent solutions’’ and serve as design variables. The algo-
rithm then assigns fitness values by calculating the objective
function’s values. Certain populations are selected to repro-
duce the new populations, which are termed as ‘‘offspring
solutions.’’ The crossover andmutation techniques are used in
the reproduction phase. These are the ways to stochastically
generate new solutions from an existing population, imitating
the crossover that happens during sexual reproduction in
biology. Thus, a certain number of solutions are selected from
the offspring solutions to form the parent solutions of the next
generation. This process is iterated until the end of the number
of generations in MOEA. Finally, non-dominated solutions,
so-called ‘‘pareto front,’’ are obtained as the result of MOEA.

FIGURE 4. Flowchart of the general multi-objective evolutionary
algorithm (MOEA).

B. PROBLEM SETTING
We attempted to develop a flight schedule with minimal con-
gestion and fuel consumption in this study. Thus, the objec-
tive functions are (1) minimization of the total arrival delay
and (2) minimization of the total fuel consumption. The
optimization problem is mathematically defined by using the

TABLE 1. Definitions of the parameters used in the optimization problem.

parameters listed in Table 1 as follows:

minimize
Nd∑
i=1

(TAAfi − TSAfi )

Nf∑
i=1

TAAfi∑
j=TADfi

Fi,j

subject to Ol ≤ OSDfi ≤ Ou (1)

Arrival delay is defined as the difference between the actual
landing time (TAAfi ) and the scheduled landing time (TSAfi )
written in the flight plans. Total arrival delay is calculated
by summing up the arrival delay of each flight, fi, to the
number of delayed flights, Nd (i ∈ 1, 2, · · · ,Nd ). The taxi
time durations at the departure and arrival airports are not
accounted for in the simulation. Therefore, the arrival delay
for each flight is calculated by subtracting the scheduled
landing time from the actual landing time.With respect to fuel
consumption, the performance table files (PTF) of BADA are
utilized to calculate the amount of the in-flight fuel burned
based on the aircraft type. In the PTF, the nominal fuel con-
sumption [kg/min] is described in each FL between FL0 and
approximately FL430 based on the status of the aircraft
(i.e., climb, cruise, or descent). These values are converted
into the values using time step in SBCA [kg/timestep]. Thus,
the total fuel consumption is calculated by summing up the
fuel consumption per time step, Fi,j, from the actual departure
time (TADfi ) to the actual arrival time (TAAfi ) for all flights,
Nf (i ∈ 1, 2, · · · ,Nf , j ∈ TADfi , · · · ,TAAfi ). In addition,
we investigated the effects of the takeoff time difference on
the arrival time and fuel consumption by fixing the arrival
time and offsetting the takeoff time. Thus, the design variable
of the simulation is the takeoff time offset of each flight
(OSDfi ) between the lower bound (Ol) and upper bound (Ou).

IV. COMPUTATIONAL CONDITIONS
Table 2 shows the parameter setting of the optimization
framework. Multi-objective air traffic flow optimization is
conducted by using the non-dominated sorting genetic algo-
rithm II (NSGA-II) [33]. This algorithm has proven to be
an effective and efficient multi-objective search technique in
various engineering applications. The design variables are the
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FIGURE 5. Arrival interval.

TABLE 2. Optimization configuration.

TABLE 3. Parameter setting in SBCA.

takeoff time offsets of each flight arriving at RJTT. Therefore,
the number of design variables is equal to the number of
flights arriving at RJTT, which is equal to 607. The design
variables vary between −300 s and +300 s to investigate
the impact of a minute difference in the takeoff time on the
arrival delay and fuel consumption. The value interval for the
decision variables is 1 s corresponding to the time step in
SBCA, 1t , as shown in Table 3.
As described in Section II, SBCA is the rule-based deter-

ministic simulator. Therefore, the computational parameters
of SBCA listed in Table 3 determine the behavior of each
aircraft. The simulation was performed on 11/15/2016, which
is one of the nominal dates when the north wind operation
was applied at RJTT. The MSMGPV data were collected
on that date. The number of flights landing on runways
34R and 34L were 140 and 467, respectively. There are
51 departure airports, which include 49 domestic airports,
the Taiwan Taoyuan International Airport (RCTP), and the

Taipei Songshan Airport (RCSS). The flights departing from
these airports follow the climb phase specified by the BADA
model. However, the other international flights start with the
cruise phase at 17 designated fixes. 119 unique flight paths
were used to construct the SBCA in this simulation. The cell
length was 70 m in the lateral direction and 20 m in the
vertical direction. A CA analysis with a time step of 1 second
was then implemented to update the state of each flight. The
values of d and BD were adjusted on the basis of a previous
study [61] to account for the arrival interval of the actual traf-
fic data (CARATSOpenData [65]) on 11/15/2016 at runways
34L and 34R (see Fig. 5). These values determine the in-trail
separation in each flight phase and virtually control the arrival
capacity at RJTT. 40,000 simulations were performed by
using the parameters listed in Table 2 and Table 3 to calculate
the optimal takeoff time and therebyminimize the total arrival
delay and total fuel consumption.

V. RESULTS AND DISCUSSION
This section discusses the results of the numerical simula-
tions from the four perspectives mentioned in Section V-A
(i.e., the validation result), Section V-B (i.e., the arrival delay
and fuel consumption), Section V-C (i.e., the attribution of
the reduction of the arrival delay and fuel consumption), and
Section V-D (i.e., the takeoff time adjustments). Section V-A
focuses on generating trust in our model by comparing the
nominal simulation result with the radar track by calculating
four metrics. After the validation, Section V-B focuses on the
impact of the objective functions of the multi-objective opti-
mization by quantifying the benefits of controlling the minute
variations in the takeoff time. Analyzing the optimal solutions
in detail, along with optimizing the schedule design, is crucial
for efficient ground delay operation and flight scheduling.
Therefore, Section V-C analyzes the attribution of the suc-
cessful reduction in the arrival delay and fuel consumption.
Section V-D discusses the efficient control of the takeoff time
by analyzing the design variables and their effects.

A. VALIDATION RESULT
Figure 6 presents a comparison between the simulation result
and the radar track. Four comparison metrics are calculated.
Additional distance is the difference between the scheduled
flight path and the actual traveling distance. Arrival delay is
the difference between the scheduled landing time and actual
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FIGURE 6. Calculated metrics for validation.

landing time. Considering that the statistical distributions of
the calculated metrics are quite close, it is implied that our
model can capture the dynamics of individual flights accu-
rately. With respect to the additional distance in Figure 6(a),
some flights in the radar track take a shortcut. Although our
model cannot represent the shortcut mechanism, the other
calculated metrics of our model are in agreement with those
of the radar track, as shown in Figs. 6(b), 6(c), and 6(d).
Further comparative analyses will be provided in our future
work.

B. ANALYZING ARRIVAL DELAY AND FUEL CONSUMPTION
Figure 7 depicts the objective results of the original sched-
ule and the solutions obtained by using the multi-objective
evolutionary algorithm MOEA. From the engineering per-
spective, this figure enables to analyze the tradeoff between
the objective functions and the degree of improvement of the
optimal solution from the original solution. The horizontal
axis represents the total arrival delay, whereas the vertical
axis represents the total fuel consumption. The blue circles

represent the solutions obtained by using the MOEA. A total
of 40,000 solutions are generated because the number of
generations and populations are 200 each. The red circles
are non-dominated solutions, while the green square is the
solution corresponding to the original schedule. A total of
18 non-dominated solutions were obtained in the current
set of simulations. The non-dominated solutions are supe-
rior to the solution corresponding to the original schedule
(hereinafter referred to as the ‘‘original solution’’), as shown
in Fig. 7. The total arrival delay and total fuel consumption
decreased by approximately 1500 min and 80 tons, respec-
tively. As shown in Table 4, averaged values of the reduced
arrival delay and fuel consumption are approximately 100 s
and 130 kg, respectively. Thus, the current optimization tech-
nique successfully generates flight schedules that minimize
delay and fuel consumption. Further, the values of objective
functions with non-dominated solutions are almost the same
although there is a quite weak tradeoff relationship between
the total arrival delay and total fuel consumption, as shown
in Fig. 7. The degree of similarity should be investigated in the
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TABLE 4. Representative solutions of the results of multi-objective optimization.

FIGURE 7. Scatter plot in objective function space.

FIGURE 8. Histogram of the correlation coefficient for all pairs of the
non-dominated solutions.

space of the design variables, as well as that of the objective
functions.

Figure 8 depicts a histogram of the correlation coefficient
for all pairs of the non-dominated solutions. As the number
of obtained non-dominated solutions is 18, the total number
of pairs is 153 (18C2). The pairs are distributed between

0.90 and 1.00, with most being located between 0.95 and
1.00, as shown in Fig. 8. This indicates the existence of
a strong positive correlation between each non-dominated
solution. Thus, each non-dominated solution is similar in the
space of the design variables, as well as the objective space.
This result suggests that the appropriate adjustment of the
takeoff time contributes to the reduction of both the arrival
delay and fuel consumption. Thus, these two objective func-
tions can be replaced by one objective function by consider-
ing the minute takeoff time difference to be a design variable
in the problem setting of the multi-objective optimization.

There is a significant difference between the original
solution and the non-dominated solutions, as shown in
Figs. 7 and 8. However, the non-dominated solutions are
identical to the original solution in the objective space and the
design variables space. Therefore, we compared the original
solution with one of the non-dominated solutions. The impact
of the total arrival delay and total fuel consumption were both
accounted for while choosing the non-dominated solutions.
As shown in Table 4, the averaged arrival delay and averaged
fuel consumption values of the non-dominated solutions was
approximately 6 s and 10 kg, respectively. These values indi-
cate that the impact of fuel consumption is greater than that of
the arrival delay from customers’ and airlines’ perspectives.
Therefore, we selected the solution that provided minimum
total fuel consumption (hereinafter referred to as ‘‘minimum
fuel solution’’), which is indicated by the light blue square
in Fig. 7.

Figure 9 depicts the arrival delay of each flight. The
horizontal and vertical axes represent the arrival delay and

FIGURE 9. Arrival delay of each flight.
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FIGURE 10. Mapping of spacing adjustments.

flights, respectively. The blue and red lines indicate the
flights landing at runway 34R and 34L, respectively. The
arrival delay values of several flights in the original solution
were greater than 5 min, as shown in Fig. 9(a). In addition,
a few flights reported arrival delays in excess of 10 min at
both 34L and 34R. However, the arrival delays of several
flights were drastically reduced in the minimum fuel solu-
tion, as shown in Fig. 9(b). In particular, the minimum fuel
solution successfully reduced the arrival delays of several
flights landing on runway 34L. In addition, the arrival delays
of several flights landing at 34L were reduced to less than
5 min. Some of the flights even touched down approximately
5 min before the flights on the original schedule. Hence,
we can state that the minute takeoff time adjustments made
in the minimum fuel solution contributed to relieving traffic
congestion.

Several factors contribute to the simultaneous reduction of
arrival delay and fuel consumption. An additional analysis
demonstrated that the reduction of these parameters coin-
cided with the reduction of conflicts in the en-route airspace.
Therefore, SectionV-C analyzes the impact of spacing adjust-
ments, such as the ‘‘Step Back’’ and ‘‘Stop’’ CA rules.

C. ANALYZING SPACING ADJUSTMENT
Table 5 lists the number of spacing adjustments, such as the
‘‘Step Back’’ and ‘‘Stop’’ movements, made in each solution.

TABLE 5. Total number of the spacing adjustments.

The total number of ‘‘Step Back’’ and ‘‘Stop’’ movements in
the minimum fuel solution are significantly less than those
in the original solution, as presented in Table 5. The total
number of ‘‘Step Back’’ and ‘‘Stop’’ movements in the orig-
inal solution are 2687 and 28238, respectively. These values
are reduced by approximately 80 % in the minimum fuel
solution. The minor takeoff time adjustments for each flight
drastically decreased the number of conflicts in the en-route
air space. Therefore, the arrival delay and fuel consumption
were successfully reduced, as mentioned in Section V-B.

Figure 10 depicts the points of implementation of the spac-
ing adjustments according to the CA rules. Air routes leading
to RJTT are divided into four representative groups according
to their origin points. Table 6 summarize the characteristics
of each air route cluster depicted in Fig. 10. Although only
598 flights have been mentioned in Table 6, the other 9 inter-
national flights fly on the other route cluster depicted as black
lines in Fig. 10 with few interactions. Air route clusters 1,
2, and 3 include the traffic arriving at RJTT from the south-
western direction, whereas air route cluster 4 includes the
traffic coming from the northern direction. Air route cluster 1
includes short-haul flights, while air route clusters 2 and 3
are predominantly composed of long-haul flights. Air route

TABLE 6. Total number of flights in each air route cluster.
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FIGURE 11. Number of spacing adjustments for different radii of entry.

cluster 3 had more pop-up flights than air route cluster 2. The
blue and red circles represent the geographical points where
the ‘‘Step Back’’ and ‘‘Stop’’ rules were applied, respectively.
The concentric purple circles are plotted after every 10 NM
within a radius of 200 NM. The ‘‘Step Back’’ movement is
implemented across the area close to RJTT, while the ‘‘Stop’’
movement is conducted primarily at the confluence points,
as shown in Fig. 10(a). These spacing adjustments are largely
implemented in the region between longitudes of 130◦ E and
140◦ E and latitudes of 30◦ N and 35◦ N. However, the num-
ber of the spacing adjustments implemented in the minimum
fuel solution is significantly less than that in the original
solution, as shown in Fig. 10(b). Specifically, the number of
geographical points representing the application of the ‘‘Step
Back’’ in the area between the 40 NM and 200 NM radii in
the southwestern direction is reduced in the minimum fuel
solution. Further, the number of ‘‘Step Back’’ adjustments
made in the region between the 100 NM and 200 NM radii
on air route clusters 1 and 2 was significantly reduced in
the minimum fuel solution. Similarly, the number of ‘‘Step
Back’’ adjustments made in the region beyond the 200 NM
radius on air route clusters 3 and 4 was less in the minimum
fuel solution than that in the original solution. In addition,
the geographical points of application of the ‘‘Step Back’’
rule were absent in the regions beyond the 100 NM radius
on air route cluster 3. Several pop-up flights merged on this
route cluster. Thus, the conflicts in the en-route airspace are
substantially reduced due to the minute takeoff time differ-
ences, as shown in Fig 14. Notably, the number of spacing
adjustments in the minimum fuel solution is reduced not
only in the en-route airspace but also in the terminal airspace
enclosed within the 100 NM radius centered at RJTT.

Figure 11 depicts the number of spacing adjustments made
after 10 NM radius segments. The horizontal axis represents
the radius of entry for the aircraft, and the vertical axis
represents the number of spacing adjustments. The flights
coming from the northern and southwestern directions are
independent of each other because their routes are separated.
Hence, Fig. 11(a) includes the flights arriving from the north-
ern direction, whereas Fig. 11(b) includes the flights arriving
from the southwestern direction. There are significant differ-
ences among the number of spacing adjustments made in the
original solution in the regions enclosed between the 70 NM
and 100 NM radii, the 130 NM and 140 NM radii, and the

170NMand 180NM radii in the northern direction. Themax-
imum mean number of spacing adjustments is approximately
30. These adjustments occur in the region between the 70 NM
and 80 NM radii, which corresponds to the last merging point
before arrival. However, the variation among the number
of spacing adjustments made in these areas is considerably
reduced in the minimum fuel solution. The mean number of
spacing adjustments is significantly reduced as well. These
areas correspond to the confluence points and surroundings
in the northern direction, as shown in Fig. 10. Similarly,
the variation of the number of spacing adjustments in the area
between the 50 NM and 70 NM radii in the southwestern
direction is significantly less in the minimum fuel solution
than that of the original solution, as shown in Fig. 11(b).
The maximum mean number of spacing adjustments in the
airspace between the 50 NM and 60 NM radii is approxi-
mately equal to 60, which corresponds to the last merging
point before arrival. The maximum mean and variance in
the airspace between the 50 NM and 60 NM radii in the
southwestern direction are significantly greater than the cor-
responding values in the airspace between the 70 NM and
80 NM radii. Therefore, we can state that the reduction in the
number of spacing adjustments around the confluence points
that are located before the terminal maneuvering area reduces
both the arrival delay and fuel consumption.

The most remarkable result to emerge from the data com-
parison is the significant reduction in the number of spacing
adjustments in the terminal airspace. Terminal airspaces wit-
ness a large number of spacing adjustments because of the
simultaneous arrival of the inbound traffic at RJTT, as shown
in Fig. 11(a). According to the specified CA parameters d
and BD, these flights attempt to maintain a sufficient in-trial
separation when they come close to each other. Feasible
solutions to avoid conflicts can be automatically generated
by using the evolutionary algorithm. In particular, the ‘‘Step
Back’’ movement would have a more negative impact than
the ‘‘Stop’’ movement because the former would reduce the
space between the proceeding and succeeding flights. Hence,
the number of ‘‘Step Back’’ movements in the en-route space
are reduced, as depicted in Fig 10. These results indicate
that the operation wherein the flights takeoff in order to
maintain sufficient separation in the terminal airspace sig-
nificantly reduces the arrival delay and fuel consumption as
a result of the reduced conflicts. In reality, there are many
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FIGURE 12. Sscatter plot of the design variable.

flights excluding the arrival flights for RJTT. However, this
study focuses to adjust the takeoff time at the level of delay,
which gets overlapped with the in-flight phase. Therefore,
the airspace demand in the en-route sectors would not change
drastically. In this situation, air traffic controllers in those
sectors could safely provide directions to the pilots to avoid
any conflicts in the flight travels. Additional analyses are
conducted in Section V-D to clarify the possibility of imple-
menting this operation.

D. ANALYZING DESIGN VARIABLES
AND THE TAKEOFF TIME
Figure 12 shows the scatter plot of the design variable. The
horizontal axis represents the actual arrival time obtained in
the minimum fuel solution. The vertical axis represents the
value of the design variable. The marginal distributions are
additionally depicted according to each axis. The design vari-
ables are allotted different shapes according to the air route
clusters. The symbols representing the flights whose delays
have been recovered have larger sizes than those representing
other statuses. Flights arriving 5 min after the scheduled
arrival time are classified as delayed flights. Benefit refers
to the quantitative benefit of the design variables. Benefit(i)
(i = 1, 2, · · · , 607) is calculated as follows:

Benefit(i) = Delayorg(i)− Delayfuel(i)+ Var(i) (2)

where i denotes the number allocated to a flight. Further,
Delayorg(i) represents the arrival delay reported in the orig-
inal schedule, and Delayfuel(i) represents the arrival delay
reported in the minimum fuel solution. Var(i) is the takeoff
adjustment time for each flight. A large benefit indicates that
the takeoff time adjustment of the flight is more efficient
than that of a flight with a small benefit. As the benefit
values of almost all flights are greater than 0, as shown
in Fig. 12, it can be stated that the takeoff time adjustments
are successfully implemented in general. The red-colored
design variables, which represent high benefit values, were

clustered between 13 and 18 hours for traffic inbound from
the northern direction, as shown in Fig. 12(a). However,
the traffic inbound from the southwestern direction reported
high benefit design variables between 8 and 11 hours and
17 and 22 hours. Flights with such design variables arrive
during congested hours because the number of arrivals during
these hours is higher than it is during other hours according
to the marginal distribution of the actual arrival time. Further,
most flights with high benefits have recovered time delays
status and are depicted by the symbols having a larger size
than the rest, as shown in Fig 12. The number of flights having
a takeoff time earlier than that mentioned in the original
schedule is slightly higher than the number of flights having
a delayed takeoff, as shown in the marginal distribution of the
takeoff adjustment time. Notably, someflights arriving during
congested hours recovered from their delayed statuses by
delaying their takeoff time. Further, the flights whose delays
are recovered during the morning hours generally belong to
air route cluster 1 and are represented by a circle in Fig 12(b).
This is because the number of flights belonging to air route
cluster 1 is higher than that of the other air route clusters,
as shown in Table 6.
The above results indicate that controlling the takeoff time

during congested hours would be highly effective, as shown
in Fig. 12. Several perspectives could be considered to adjust
the takeoff time appropriately. We further studied two per-
spectives, namely, the takeoff time difference at the same
origin and the time interval at specific fixes that are close
to the entry points of the terminal airspace. According to
the perspective of the takeoff time difference at the same
origin, the number of flights departing from the same origin
to RJTT tends to increase within a few minutes due to the
high demand during congested hours. Therefore, the takeoff
time interval at such origins is likely to be less than that
of other low-demand origins. However, this narrow interval
could negatively impact the in-trail separation in the ter-
minal region. In addition, pop-up flights could disturb the
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FIGURE 13. Scatter plot of the takeoff time interval at the same origin.

tailored separation. Thus, according to the current perspec-
tive, the time interval at the point of merging of the pop-up
flights is important.

Figure 13 depicts the scatter plot of the takeoff time interval
at the same origin. The horizontal axis represents the takeoff
time of successive flights at the same origin. The vertical axis
represents the takeoff time interval between the proceeding
and succeeding flights at the same origin. The marginal den-
sity distributions are additionally depicted for each axis.

The flights obtained from the original solution and the
minimum fuel solution are represented by red and blue sym-
bols, respectively. The size of the symbol corresponds to the
number of spacing adjustments. In addition, the shape of the
symbol varies according to the distance of the flight to RJTT
(e.g., ‘‘>0200 NM’’ indicates that the distance to RJTT is
greater than 200 NM and less than 300 NM). The number
of spacing adjustments in the original solution increased sig-
nificantly during the morning and evening hours in air route
clusters 1–3, while it increased during the afternoon in air
cluster route 4. This corresponds to a congested time when
the benefit depicted in Fig 12 is remarkably high. In contrast,

the number of spacing adjustments in the minimum fuel
solution depicts a reduction during these congested hours.
In addition, the marginal density distribution of the original
solution is higher than that of the minimum fuel solution
during these hours. This indicates that the minimum fuel
solution reduces the number of flights that have a takeoff time
interval greater than 10 min. However, the marginal density
distribution of the original solution during non-congested
hours is lower than that of the minimum fuel solution. Hence,
the minimum fuel solution adjusts the takeoff time such that
the interval is as long as possible during congested time and as
short as possible during non-congested hours. The peak of the
density distribution of the takeoff time interval is relatively
higher in theminimum fuel solution, as shown in themarginal
density distribution of the takeoff time interval. The peak of
the marginal density distribution of the takeoff time interval
in the original solution was approximately 4 min, whereas the
peal of the minimum fuel solution was greater than 4 min.
Therefore, the takeoff time interval of flights traveling to the
same destination from the same origin should be relatively
higher.
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FIGURE 14. Air route and final merging point around RJTT.

TABLE 7. Summary of the time interval at 7 NM before the final confluence point of each air route cluster.

Figure 15 and Table 7 depict the histogram and the sum-
mary of the time interval before the final merge point of
each air route cluster that is depicted in Fig. 14. The con-
centric purple circles are plotted after 60 NM within a radius
of 180 NM. The results of air route clusters 1, 2, and 3 are
discussed separately from that of air route cluster 4 because
the parameters of the model, namely, d and BD, are different,
as shown in Table 3. The mean time interval of the final
merge point of air route cluster 1 increased by 16.9 s, and
its standard deviation decreased by 18.8 s. The frequency of
the time interval of the original solution, which is depicted
in red, is higher than that of the minimum fuel solution,
which is depicted in blue, at approximately 1 min, as shown
in Fig. 15(a). In contrast, the frequency of the minimum
fuel solution at approximately 3 min is higher than that of
the original solution. Therefore, more succeeding flights are
sufficiently separated from proceeding flights at the final
merge point of air route cluster 1. Similarly, the mean time
interval of the final merge point of air route cluster 2 increases
by 17.6 s, as shown in Table 7. The time interval of this
cluster was greater than air route clusters 1 and 2 because the
number of flights in this cluster was the lowest in air route
clusters 1, 2, and 3. Therefore, the mean time interval of air
route cluster 2 obtained from the minimum fuel solution is
greater than those of air route clusters 1 and 3. In contrast,
the mean and standard deviation of the time interval of air
route cluster 3 before the finalmerge point reduced drastically
declined. It is noteworthy that several pop-up and long-haul

flights merge at the final merge point in air route cluster 3.
The standard deviation of the time interval in air route clus-
ter 3 obtained from the original solution is greater than the
other clusters, as shown in Table 7. However, this variation
is suppressed in the minimum fuel solution. Consequently,
the values of the resulting mean and standard deviation of the
time interval are similar to the values of air route cluster 1.
The mean time interval of air route cluster 4 increases by
24.7 s, while its standard deviation reduces by 18.9 s. The
absolute values of the mean and standard deviation of air
route cluster 4 are greater than those of air route clusters 1,
2, and 3 because the parameters of the model, namely d and
BD, are greater for air route cluster 4 than they are for the
other air route clusters. In addition, the distribution of the
time interval of air route cluster 4 is similar to a normal
distribution because the final merge point of air route cluster 4
is identical to the final merge point of the traffic coming
from the northern direction, as depicted in Fig. 15(d). The
peak of the distribution increases, and its variance decreases,
as shown in Table 7.
Barring a few exceptions, these results demonstrate that

the time interval at the final merge point that is close to
the terminal increases with minimal variation in the min-
imum fuel solution, as shown in Fig 15 and Table 7.
This result implies that the spacing adjustments can be
reduced by not only maintaining a sufficient in-trial sep-
aration while also minimizing the deviation of this time
interval.
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FIGURE 15. Histogram of the time interval before the final confluence point of each air route cluster.

VI. CONCLUSION
We conducted the multi-objective air traffic optimization of
schedule design by using a step-back cellular automaton in
this study. The objective functions were to minimize (1) the
total arrival delay and (2) total fuel consumption. The design
variable used in the study was the time difference between the
scheduled and actual takeoff time within±300 s. The number
of the design variables was equal to 607 and included both
domestic and international flights landing at Tokyo Interna-
tional Airport (RJTT).

The results of the multi-objective optimization produced
several non-dominated solutions that were superior to the
solution corresponding to the original schedule. The total
arrival delay and total fuel consumption were reduced by
approximately 1500 min and 80 tons, respectively. This study
highlights the importance of making minor adjustments in
the takeoff time. The analyses of the objective function and
design variable indicate that both objective functions can be
minimized simultaneously by performing takeoff time adjust-
ments in an identical manner.

Detailed comparisons between the original solution and
the minimum fuel solution presented two significant find-
ings. Minor takeoff adjustments contribute to a significant

reduction in the number of spacing adjustments. These
adjustments lead to the reduction of arrival delay and fuel
consumption. Further, the takeoff time adjustment is highly
effective during periods of high traffic demand in the terminal
space. The quantitative benefit provided to several flights is
expected to be more than 5 min during the congested time
periods.

Two effective operations can be proposed on the basis
of the current findings and additional analyses. The take-
off time interval of flights originating from the same point
during congestion hours should be longer than those dur-
ing non-congestion hours. Pop-up flights should merge
with sufficient in-trail separation and minimum variation
of the time interval. Therefore, we can conclude that the
optimization of airport operations, such as takeoff time,
spot assignment, and taxi routes, has a significant impact
on air traffic flow. Although this paper focuses on traf-
fic arriving at RJTT on a specific date, the proposed
approach is applicable for any type of traffic on differ-
ent dates because NSGA-II is a meta-heuristic optimization
method, which has the potential to provide sufficient solu-
tions to the problem of takeoff time adjustments for each
flight.
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In the future, we intend to conduct optimization stud-
ies considering various scenarios, such as runway changes
and inclement weather, to provide an ATM with sufficient
resilience. We hope that it will eventually be possible to
improve the SBCAmodel to consider flights excluding arrival
traffic at RJTT.
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