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ABSTRACT Fuzzy Time Series (FTS) models are commonly used in time series forecasting, where they
do not require any statistical assumptions on time series data. FTS models can handle data sets with a small
number of observations or with uncertainty. This is a general advantage of FTS as compared with other
techniques. However, FTS models still have some criticisms, such as the optimal lengths of intervals and
the proper weights, which always influence the model accuracy and still have been of many concerns in
literature. The work in this paper proposes a novel FTS forecasting model based on a new tree partitioning
method (TPM) and Markov chain (MC), called FTSMC-TPM, for determining the optimal partitions of
intervals and the proper weights vectors respectively, and this will greatly improve the model accuracy.
The efficiency of the FTSMC-TPM model is tested using two types of time series consisting of the air
pollution index (API) data, which is collected from Kuala Lumpur, Malaysia and the benchmark data of the
yearly enrollments for the University of Alabama. Three statistical criteria have been used for investigating
the accuracy of the proposed model. The results indicate that the proposed model outperforms the existing
classic and advanced time series models in terms of forecasting accuracy. In addition, the proposed model
shows the ability to successfully deal with forecasting problems to obtain higher model accuracy, which is
examined in comparison with the existing models to validate its superiority. Hence, this study demonstrates
that the proposed model is more suitable for the accurate prediction of air pollution events as well as for
forecasting any type of random time series.

INDEX TERMS Air pollution, Kuala Lumpur, fuzzy time series, fuzzy logical relation, Markov chain, tree
partition method.

I. INTRODUCTION
Forecasting is one of the most important topics of research
that has attracted the concern of many researchers and scien-
tists. Amongst various well-known and developed forecasting
models, fuzzy time series models are successfully employed
better than traditional forecasting methods. Fuzzy time series
forecasting model is the application of linguistic mathemat-
ical reasoning to model and predicts the future from a time
series of linguistic historical observations. In contrast to tra-
ditional time series forecasting, fuzzy time forecasting mod-
els consider uncertainties in observations over time, do not
require restrictive assumptions and too much background
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knowledge of the observations [1]. Also, fuzzy time series
forecasting methods are able to work with a very small set of
observations [2].

Air pollution is a serious environmental problem that has
drawn worldwide attention. It can be described as the pres-
ence of harmful substances in the air at higher concen-
trations than their normal ambient rates, which can cause
damage or undesirable changes to human health and the envi-
ronment. From these substances, particulate matter (PM10),
ozone (O3), sulphur dioxide (SO2), nitrogen dioxide (NO2),
and carbon monoxide (CO), which are the most materials that
could impact negatively on human life, ecosystems, and other
living creatures in the natural environment. Thus, monitoring
and forecasting the parameters of air quality are necessary for
assessing the air pollution level where the results found can be
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used for managing the air quality. Accordingly, air pollution
forecasting is one of the most powerful ways, providing infor-
mation on air quality and developing early warning systems,
which help in preventing negative effects on human health
and improving life quality that produces from air pollution.
In addition, it considers a fundamental tool for the anticipated
implementation of strategies in public health.

Several statistical and soft computing methods are used
for predicting the transition of air pollutants in the lower
atmosphere. Up to now, statistical methods and soft comput-
ing techniques are the main categories that have been used
and developed in order to forecast air pollution in order to
improve the accuracy of air quality prediction. The major
purpose of these techniques is to analyze the past behav-
ior of air pollutant concentration to predict future values,
assuming they will be similar in the future. For instance,
regression analysis [3], autoregressive integrated moving
average (ARIMA) [4], [7]–[11], artificial neural network
(ANN) [5], [6], [15] and Markov chain model [13], [14] are
applied for air pollution forecasting. However, these tech-
niques have some drawbacks on generalization issues, satisfy
the statistical assumptions, and treating with subjectivity and
uncertainty data, that can extant in the issues of environmen-
tal, such as air pollution.

Accordingly, fuzzy time series (FTS) models are most
appropriate for the data that consists of a small number of
observations, incomplete, include uncertainty, and do not
require statistical assumptions. Particularly, forecasting air
pollution data that generally collects in the form of time
series doesn’t satisfy such assumptions. Thus, it is believed
that the FTS model is suitable for modeling air pollution.
However, very few studies have been done using FTS models
as in [16]–[18] and others. For instance, the authors in [19]
proposed an FTS model for predicting the daily O3 pollutant
in Taiwan. A seasonal FTSmodel for forecasting air pollution
inAnkarawas applied in the study by [20]. In [21], the authors
conducted an analysis in order to evaluate the forecasting
performance of five models, which are ARIMA, ANN and
three models of FTS for predicting air pollution in Malaysia.
In [22], the authors proposed fuzzy time series based on
the Markov transition probability matrix, which is used for
obtaining the largest probability using a transition probability
matrix to establish weights of fuzzy relationships between the
observations of the stochastic pattern of time series. They also
used a random length of interval for the universe of discourse,
which leads to a negative effect by abnormal observations
and outliers. In [16], the authors proposed a fuzzy time series
model using clustering techniques, which is used for min-
imizing the negative effects of abnormal observations and
outliers on the model accuracy. According to the literature,
it is observed that the fuzzy time series have some issues in
determining the appropriate length of intervals, and various
methods have been presented to investigate the length of the
interval and partition number of the universe of discourse in
fuzzy time series to achieve high-level forecasting accuracy.
Nevertheless, the issue of interval length is still a matter of

concern and thus, influencing the forecasting accuracy. Thus,
FTS models in air quality forecasting may present interesting
issues where it impacts forecasting accuracy.

In order to increase accuracy and to decrease the level
of complexity and the overload of calculation in forecast-
ing, this study proposes a novel fuzzy time series Markov
chain model based on a new Tree Partition Method (FTSMC-
TPM). The FTSMC-TPMmodel improves the interval length
along with the partition number of the universe of discourse,
simplifies the partitioning of the universe of discourse and
minimizes the undesirable influences of abnormal data points
on the performance of forecasting. TPM is a novel linguis-
tic partition method developed as a re-partitioning approach
based on the average length of first sub-intervals (the average
inter-quartile range). This method is simpler and more effec-
tive than clustering methods in determining the proper length
of intervals in order to provide an optimal partition of the
universe of discourse. In addition, in the forecasting method,
the first-differencing data is also considered to obtain a better
forecast. The proposed FTSMC-TPM model in this study
is an extension and development of the existing fuzzy time
series Markov chain model proposed by [22]. For validating
and evaluating the performance of the proposed method,
we demonstrate an application of the proposed forecasting
model using two different types of real-world data set, includ-
ing 1) the hourly air pollution index (API) data from Kuala
Lumpur, Malaysia. 2) the benchmark data of enrollment at
the University of Alabama. Finally, we perform a comparison
between the FTSMC-TPMmodel and the existing fuzzy time
series models. The main advantage of the proposed model is
to decrease the level of complexity in the partition method
and the overload of calculation in forecasting.

The rest of this paper is outlined as follows: Section II
presents the preliminary of the study, which includes a
brief introduction, definitions related to fuzzy time series
and reviews of existing FTS models. Section III introduces
the research framework and algorithm used for analysis.
Section IV gives an implementation of the proposed model
and validates the effectiveness of the proposed model with a
real dataset, and by comparison with the prediction accuracy
of some existing various models that have been developed.
Section V offers the model evaluation. Finally, Section VI
presents the conclusion of the study.

II. PRELIMINARY
This section involves a brief introduction, main definitions of
fuzzy time series and reviews its related literature

A. FUZZY TIME SERIES
A fuzzy set [23] is a class of objects with a continuum of the
grade of membership. LetU be the universe of discourse with
U = {u1, u2, . . . , un}, where ui are possible linguistic values
of U . Fuzzy time series is a combination of the concept of
fuzzy sets with the time series model. The aim of the essential
steps for designing fuzzy time series models is to i) determine
the universe of discourse U , ii) split U into a fixed number
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of intervals, and fuzzification, iii) determine fuzzy logic rela-
tion, iv) define forecasted values and defuzzification. Fuzzy
time series definitions have been presented in the past works
as follows.
Definition 1: [24] Let X (t) , (t = 1, 2, . . .) a subset of

real numbers, be the universe of discourse in which fuzzy
sets fj (t) (j = 1, 2, . . .) are defined. If F (t) is a collection
of f1 (t) , f2 (t) , . . . , then F (t) is called a fuzzy time series
of X (t).
Definition 2: [24] A fuzzy set is a class of objects with a

continuum of the grade ofmembership. LetU be theUniverse
of discourse with U = {u1, u2, u3, . . . , un}, where ui are
possible linguistic values of U , then a fuzzy set of linguistic
variables Ai of U is defined by

Ai =
fAi (u1)
u1

+
fAi (u2)
u2

+ . . .+
fAi (un)
un

(1)

where fAi is the membership function of fuzzy set Ai; fAi :
U → [0, 1]. fAi (ur ) ∈ [0, 1] and 1 ≤ r ≤ n. If uj is a member
of Ai, then fAi

(
uj
)
is the degree of belonging of uj to Ai.

Definition 3: [20] Let us consider the fuzzy logical rela-
tionship (FLR) R (t, t − 1) such that F (t) = F (t) =
F (t − 1) ∗ R (t − 1, t) , where ∗ represents an operation,
then F (t) is said to be caused by F (t). Then, the logical
relationship between F (t) and F (t1) is denoted as

F (t − 1)→ F (t) (2)

Definition 4: [20] Let F (t) = Ai and F (t) = Aj. The
relationship between two consecutive observations ,F (t) and
F (t), referred to as an FLR, can be denoted by Ai → Aj,
where Ai is the left-hand side of the FLR and Aj is the right-
hand side of the FLR.

B. REVIEW AND FRAMEWORK OF THE FUZZY TIME
SERIES
In 1993, the Fuzzy time series model was proposed
by [24], [25] by replacing the values of time series with fuzzy
sets, to establish fuzzy relationships among observations.
As creating fuzzy relations need a complex matrix process,
therefore, it takes a long time of computation to execute it.
Song and Chissom’s model was modified by [26] employing
a simpler arithmetic process rather than a complex max-min
process to simplify the use of the model.

Fuzzy time series models consist of three steps, and these
are: i) split the universe of discourseU into fixed intervals and
fuzzification of classical time series, ii) generate fuzzy logical
relations between fuzzy sets (Ai), and iii) defuzzification and
forecasting. However, in the FTS models mentioned above,
no information has been offered on how the length of intervals
is set, so, it is determined arbitrarily. Therefore, several FTS
models have been introduced to determine the length of the
interval and enhance the forecasting performance of [26]
model. For instance, two heuristic FTS models depend on
the mean of differences and distribution of differences were
presented by [27]. An approach that depends on ratios rather

than equivalent lengths of intervals was proposed by [28].
The authors in [29], [30] employed genetic algorithms. The
particle swarm optimization was applied by [12], [31]–[34].
An optimization technique with a single-variable restriction
was employed by [35], [36]. In addition, [37] applied the
sliding window technique with the type-2 fuzzy time-series
model for determining the appropriate length of intervals.
Also, an interval type-2 fuzzy logic system (IT2FLS) based
on a fuzzy time series was proposed by [38]. A fuzzy
time series model has been developed by combining the
model with some techniques such as network traffic anomaly
detection algorithm [39], complex network analysis [40] and
C-Means clustering algorithm [41].

In most studies on fuzzy time series, the universe of
discourse is split into equivalent-length intervals. However,
when the distribution of the universe of discourse is not
uniform, fuzzy time series models may not generate pretty
forecasting outcomes. Thus, many studies used clustering
techniques to set the distribution of universe discourse from
itself and discovered a different fuzzy partition at a different
interval length [16], [33], [35], [36], [42]–[44] in order to par-
tition the universe of discourse. Nevertheless, the clustering
techniques are difficult in determining an optimal partition
number in many cases. According to the literature reviewed
above, it is believed that determining an optimal and appro-
priate partition method for the universe of discourse presents
interesting issues.

III. METHOD
In this section, an algorithm of the proposed partition method
called Tree Partition Method (TPM) and the proposed model
building algorithm are presented in the next sub-section.

A. ALGORITHM OF THE PROPOSED PARTITION METHOD
This sub-section involves an algorithm of the proposed par-
tition method called the Tree Partition Method (TPM). This
method can be applied for determining the optimal partition
number for the partitioning of the universe of discourse that
may improve the model accuracy. A pseudo-code of the
algorithm is presented in Table1. The steps of the proposed
partition method (TPM) algorithm are in detail as following:

1) Define the universe of discourse, U for the his-
torical data, based on the range of available his-
torical time series data, by the formula U =

[Dmin − D1,Dmax + D2], where Dmin denotes the min-
imum value in the universe of discourse U , Dmax
denotes themaximumvalue in the universe of discourse
U ,D1 andD2 represent positive values, which are used
for extending the length on both sides of U to preserve
a variation space and to ensure that the future results
fall in U .

2) Partition the universe U into at most five equal-length
intervals and not less than three, as it is the smallest
number of partitions in many previous studies. In addi-
tion, usually, we consider applying the inter-quartile
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range partition method to guarantee that each interval
consists of a number of observations and its length is
greater than zero especially for the dataset of a small
number of observations (small sample size).

3) Calculate the average of the sub-intervals found in
step 3.

4) Re-divide the interval in Step 2. If there are one or more
of the sub-intervals that have a size greater than the
average found in step 3, then the particular sub-interval
with a size greater than the average should be further
partitioned into half.

5) If there is any of the sub-interval found in step 4 still
has a size greater than the first average value found
in step 3, then the particular sub-interval with a size
greater than the average should be further partitioned
into half.

6) Repeat the operation in step 3 until all sub-intervals’
size becomes less than the first average amount.

7) The latest partitions with sub-intervals size less than
average length are considered in the calculation.

B. PROPOSED MODEL BUILDING ALGORITHM
In this subsection, the simplified arithmetic operations intro-
duced by [22] are used in the proposed model algorithm. The
steps of the proposed model algorithm can be described in
detail as follows:
Step 1: Define the universe of discourse, U for the histori-

cal data.
Step 2: Partition U for the historical data following the

algorithm’s steps of the proposed partition method (TPM) as
presented in Table 1.

TABLE 1. Pseudo-code of the proposed partition method (TPM.)

Step 3: Define the fuzzy sets Ak on the universe of dis-
course U . Fuzzy sets Ak are determined based on the interval
uk that already have been formed using the grid method in the

previous step with the function membership as follows.

Ak =



1
u1
+

0.5
u2

k = 1

0.5
u1
+

1
u2
+

0.5
u3

2 ≤ k ≤ n− 1

0.5
un−1

+
1
un

k = n

(3)

Step 4: Fuzzify the observations into linguistic values
based on the maximum membership value. Then, the obser-
vations are mapped into a fuzzy set.
Step 5: Construct the fuzzy logical relationships (FLRs)

and establish fuzzy logical relation groups (FLRGs) to build
frequencies (count) matrix of fuzzy relation between obser-
vations.
Step 6: Establish transitions count matrix and calculate the

Markov transition probabilitymatrix based on the frequencies
of the fuzzy relationship groups found in Step 5. State transi-
tion probability Pij, from state Ai to state Aj is the probability
of observing yt+1 given yt , i.e., Pij = Pr (yt+1 = j|yt = i),
which can be calculated as follows

Pij =
Nij
Ni.

, i, j = 1, 2, . . . , n (4)

where Nij and Ni. represent transition time in one step from
state Ai to state Aj and the number of observations in the state
Ai, respectively. Thus, Markov transition probabilities matrix
P can be given as follows

P =


p11 p12 · · · p1n
p12 p22 p2n
...

. . .
...

pn1 pn1 · · · pnn

 (5)

where Pij ≥ 0 and
∑n

j=1 Pij = 1.
Step 7: Defuzzify the linguistic value and calculate fore-

casted values. More specifically, in the calculations of
forecasts, there are two cases, which are one-to-one, and
one-to-many are considered.
Case 1: In the case of the fuzzy logical relationship group

of Ai is one-to-one, in which there only one transition for Ai
(i.e., Ai → Ak , with Pik = 1 and Pij = 0, j 6= k), then the
forecasting of F (t) is ck , the center of uk , k = 1, 2, . . . n,
which can be calculated according to (6) below

F (t + 1) = ck Pik = ck (6)

Case 2: In the case of the fuzzy logical relationship group
of Ai is one-to-many, in which there are more than one
transitions forAi (i.e.,Ai→ A1,A2, . . . ,An, i = 1, 2, . . . , n).
Thus, if the state is Ai for the observation Y (t) at time t ,
the forecast value F (t + 1) can be calculated by using (7)
below

F (t + 1) = c1pi1 + c1p12 + . . .+ ci−1pi(i−1)
+Y (t) pii + ci+1pi(i+1)
+ . . .+ cnpin (7)
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FIGURE 1. Time series plots the API values of training and testing datasets.

TABLE 2. Description of the procedures of the tree partition method (TPM) for training API dataset.

where c1, c2, . . . , cn are the centers of u1, u2, . . . , un and ci
replaced by Y (t) to has more information from the state Ai at
time t .

Step 8: Adjust the forecasted values by considering the
first difference of actual values Y (t). Then it is necessary to
adjust the trend of the pre-obtained forecasting value in order
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TABLE 3. Sub-intervals after partition with corresponding fuzzy numbers.

to reduce the estimated error. The adjusted forecasted values
can be written by

F̂ (t + 1) = F (t + 1)+ Diff (Y (t)) (8)

Step 9: Validate the performance of the proposed model.

C. PERFORMANCE EVALUATION OF THE PROPOSED
MODEL
The statistical criteria used to evaluate models are the Root
Mean Squared Error (RMSE), Mean Average Percent Error
(MAPE), and Thiels’ U statistic, which are described in (9),
(10) and (11) respectively, where Yi means the real data, Fi
the forecasted values and N is the total number of the data
set [17], [18].

RMSE =

√∑N
i=1 (Yi − Fi)2

N
(9)

MAPE =
1
N

N∑
i=1

∣∣∣∣Yi − FiYi

∣∣∣∣× 100 (10)

Theil ′s U =

√∑N
i=1 (Yi − Fi)2√∑N

i=1 Y
2
i +

√∑N
i=1 F

2
i

(11)

IV. RESULTS AND DISCUSSION
This section involves implementing the proposedmodel using
two different types of datasets in order to provide results that
show the superiority of the model used. The first dataset used
is the air pollution index data collected from Kuala Lumpur,
Malaysia for the period of three years 2012-2014 whose plots
for training data and testing data are given in Fig.1. The sec-
ond dataset is the benchmark data of enrollment of Alabama

TABLE 4. Linguistic time series values.

TABLE 5. API values are expressed as fuzzy numbers.

University. The results of implementing the model using the
datasets mentioned are presented in the next sections.

A. API FORECASTING
The air pollution index (API) data is categorized based on the
highest index value of five main air pollutants namely PM10,
CO2, O3, NO2 and SO2 [45]. The API values are determined
by the average indices for these five pollutant variables and
then the maximum value among these five sub-indices is
chosen as the API value [18], [19], [46].
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TABLE 6. Fuzzy logical relationship groups for the tree partition method.

FIGURE 2. Frequencies (count matrix) based on fuzzy logic relationship groups.

FIGURE 3. Markov transition probability matrix based on fuzzy logic relationship groups.

In this study, the hourly API values, which were gath-
ered from an air monitoring station located in Kuala
Lumpur, Malaysia are used in the analysis to validate the

proposed model. The API dataset is divided into a training
dataset which is from the 1st of January 2012 to 31st of
August 2014 and the testing dataset which is from the 1st
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TABLE 7. Fuzzy logical relationship groups for the TPM method.

of September 2014 to 31st of December 2014. To verify the
proposed method, the API dataset is considered to be used for
evaluating the performance and compare with other methods.

The implementation of the proposed model and the
detailed computation processes are demonstrated step by step
as follow:
Step 1: Define the universe of discourse U from data (API

data).
LetU = [Dmin−D1,Dmax+D2], thenU = [9−5, 205+5],

hence U = [4, 210].
Step 2: Partitioning the universe of discourse U based

on the algorithm of the proposed partition method (TPM),
as shown in Table 1. TPM is applied for partitioning the
universe of discourse U of air pollution index data as shown
in Table 2, which partition numerical data into equal and
unequal intervals. For further explanation, in this study,
we have the universe of discourse U = [4, 210] for the
historical data of API that gathered from Kuala Lumpur,
Malaysia. The partitioning has been conducted as follows:
First, partition U into five equal intervals of linguistic values
according to the

API classifications such as; u1 = [0, 50], u2 = [50,100],
u3 = 100,150], u4 = [150,200], u5 = [200,250], which are
indicating good, moderate, unhealthy, very unhealthy, and
very unhealthy state, respectively, according to the classifi-
cations of API data.

Second, re-partition the intervals that its number of his-
torical is larger than the average length, meaning that the
original linguistic value should be farther partitioned in half.

FIGURE 4. Visualization of the transition probability matrix.

TABLE 8. Comparison of statistical criteria of the proposed model with
another benchmark FTS models using the training dataset.

As a result, we have found that the length of u1 and u2 are
larger than the average length. Then, we should re-partition
u1 and u2 in half. After that, we check again if there is any
of the intervals has a length larger than the first average
length. At that point, we repeat the re-partitioning until all the
sub-intervals have a length less than the first average length.
Once all lengths are less than the average length, then we stop
and consider the final partition in the analysis as an optimal
partition.
Step 3: Define fuzzy sets. Based on the intervals uk , (k =

1, 2, . . . , n) found in the previous step, fuzzy sets Ak , (k =
1, 2, . . . , n) are determined with the function membership by
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FIGURE 5. Comparison between the actual values and predicted values based on the proposed model.

TABLE 9. Comparison of statistical criteria of the proposed model with
another benchmark FTS models using the testing dataset.

using (3) as given in Table 3. Table 3 presents the fuzzy sets
Ak , (k = 1, 2, 3, . . . , n). It could be seen that the greater the
value of k indicating that the fuzzy set of API values will
move from the lowest to the highest fuzzy set of API values.
Step 4: Fuzzify the dataset into linguistic values. Transform

theAPI data into the linguistic time series values and establish
the fuzzy logic relationships (FLRs) as shown in Tables 3 and
5 respectively, which demonstrates the transformations of the
actual API to be the linguistic time series values. The FLRs
among these values are also established. Since u1 has the
maximum membership degree in fuzzy set A1, observation
24 is mapped into a fuzzy setA1. Similarly, the other values of
the air pollution index are fuzzified. The actual observations
and the corresponding fuzzified observations obtained from

the fuzzification process have presented in Table 3. The estab-
lished fuzzy logic relationships (FLRs) are shown in Table 5.
Step 5: Establish fuzzy logical relationships groups

(FLRGs) and frequencies (count) matrix of fuzzy rela-
tion between observations. This step shows that the fuzzy
logic relationship group (FLRGs) with the same left-hand
side (LHSs) can be grouped into the FLRGs. The groups
are given as in Table 6 presents twelve groups of the lin-
guistic time series values, which have been found with
various FLRs. Based on Table 6, the Markov transition fre-
quency matrix or frequencies (count) matrix of fuzzy relation
between observations is determined, which could be a matrix
N12×12 as shown in Fig. 2.
Step 6: Calculate the Markov transition probability matrix

P based on the matrix of frequencies from step 5 by using (4)
as shown in Fig. 3. This figure shows that Markov transitions
of the linguistic time series values that are used for establish-
ing theMarkov transition probabilitymatrixP12×12 using (4),
which can be used for calculating the forecasting values in the
next step. Furthermore, the transition process diagram could
be established for visualization of the transitions of the fuzzy
sets based on Markov transition probability matrix P which
is given in Fig. 4.
Step 7: Forecast values are calculated by using (6) or (7)

based onMarkov weights. For example, the forecast value for
the hour (2012/1/1 2:00) is calculated by using (7) as follows:

F (t + 1) = c1pi1 + c1p12 + . . .+ ci−1pi(i−1) + Y (t) pii
+ci+1pi(i+1) + . . .+ cnpin

F (2) = Y (t) p11 + c2p12 + c3p13 + c4p14 + c5p15
+c6p16 + c6p16 = 25.033

Step 8: The forecasted values are adjusted by using (8).
In the same way, calculate the forecast values based on
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FIGURE 6. Comparison of the proposed model and some benchmark FTS models using the testing data.

TABLE 10. Comparison of the FTSMC model with a different number of intervals based on several partition methods.

the obtained results of each partition method in order to
fit the optimum partition method that provides the best
results. For example, in step 7 we have found the fore-
cast value is 56.66 which is move up then using (8)
as follows:

F̂ (t+ 1) = F (t+ 1)− [Y (t)− Y (t − 1)]

F̂ (3) = F (3)− [Y (t)− Y (t − 1)]

F̂ (3) = 25.03380− (25− 24) = 26.03380

In general, the results of the forecasted values are adjusted
and presented in Table 7.
Step 9: Performance evaluation of the proposedmodel. The

evaluation of the proposed model is presented in subsection
C using (9)–(11).

B. MODEL EVALUATION
The performance of the proposed model is assessed in this
subsection. In addition, a comparison of the proposed model
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TABLE 11. Comparison of the proposed model and some existing models.

TABLE 12. Comparison between actual and predicted values in terms of the model accuracy.

and several conventional fuzzy time series models offered
by [22], [25], [26], [47]–[51] is presented in order to further
examine the performance of the proposed model.

It can be seen that the proposed forecasting model based
on the testing dataset of the API has modeled the air pollution
very well as shown in Fig. 5, where the actual values of API
are very similar to the forecasted values. It also observed from
Table 8 and Fig. 6 that the performance of the proposedmodel
using the training dataset is very well, where the proposed
model produces the smallest values of three statistical criteria,
which are RMSE, MAPE and U statistic as compared to the
other existing FTS models. In general, based on the results,
the proposed method is considered adequate in determining
the length of intervals of the universe of discourse, which
produces better forecasting accuracy.

Besides, Table 9 reveals that the proposed model using
the testing dataset has performed very well as compared to
the existing fuzzy time series models, indicating that the
proposed model outperforms the existing forecasting models.
This implies that the proposed model is powerful for predict-
ing air pollution occurrences.

To have a comparison of accuracy in forecasted values
of the proposed model with another benchmark fuzzy time
series models, the statistical criteria (MAPE, RMSE and
Thali’s U statistic) in the forecast have been computed, and
the values of these statistical criteria of above models are
placed in Tables 8 and 9.

TABLE 13. Paired t-test for actual and predicted values in terms of the
level of significance.

The comparative study of statistical criteria, as could be
seen from Tables 8 and 9, exhibits that the forecasts of the
proposed model are more accurate than other models. The
trends in the forecast of the other models are being illus-
trated in Fig. 6. Moreover, a comparison of the proposed
partition method (TPM) and other partition methods is given
in Table 10. It is found from the results in Table 10 that
the proposed partition method produces the smallest errors
as compared to the other partition methods, indicating that
the proposed partition method provides a very good por-
tion of API data. This implies that the proposed partition
method (TPM) is superior in partitioning the universe of dis-
course of any random data such as air pollution index (API).

Apart from that ARIMA [53] models with different
lags are applied to the API data and the results are pre-
sented in Table 16 in Appendix. Likewise, Fig. 8 in the
Appendix shows the ACF and partial ACF plots for the
training dataset to demonstrate the autocorrelation of the data.
It can be seen from Table 16 that the models ARIMA (2,1,3)
and ARIMA (3,1,1) using the training dataset and testing
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TABLE 14. Description of the procedures of the tree partition method (TPM) for enrollment of the University of Alabama.

FIGURE 7. Comparison of the proposed model and fuzzy time series models using enrollments data for
the University of Alabama.

dataset respectively are the best ARIMAmodels as compared
to the other models. Accordingly, the proposed model is

compared with the best models of ARIMA and some other
models such as ARIMA-GARCH [54], the artificial neural
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TABLE 15. Comparison of the proposed model and fuzzy time series models using enrollments data for the University of Alabama.

networks (ANN) [21], Wavelet ARIMA (WARIMA) [55]
and Wavelet artificial neural networks (WANN) [50]. These
four models have been implemented using the API data for
a comparison of the proposed model, as the results found
are shown in Table 11. It is observed from Table 11 that
the proposed model outperforms the existing models as the
proposed model produces the smallest error values of the
statistical criteria. In addition, themean absolute error (MAE)
and the coefficient of determination R2 for the proposed
model based on the actual and predicted values are calculated.
A small value of MAE and a high value of R2 indicate that the
model has been adequately fitted. The coefficient of R2 and
the MAE can be computed respectively as follows:

R2 =

∑N
i=1

(
ŷi − ȳ

)2∑N
i=1

(
ŷi − ȳ

)2
+
∑N

i=1
(
yi − ŷi

)2 (12)

MAE =

√∑N
i=1

(
yi − ŷi

)2
N

(13)

where yi is observed data, ŷi is the predicted data, ȳ is the
mean observed data and N is the total number of data.
It can be seen from Table 12 that the value of R2 is very

high and the value of MAE is very small, indicates that the
proposed model has been fitted very well. Table 13 shows
the paired t-test for actual and predicted values in terms of
the level of significance. It is found from this table that the
null hypothesis is rejected, which indicates that the actual
and predicted values are close enough to conclude that the
model is well fitted, where the mean difference between the
paired observations is not significant and does not differ from
each other. Table 13 shows that there is no significance in the
difference between the actual and predicted values, indicating
that actual and predicted are very similar. This is implied
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TABLE 16. Fitting the best ARIMA model.

that the model has been fitted very well, and is adequate for
predicting air pollution time-series data.

C. ENROLLMENT FORECASTING
Following the same algorithm of the proposed model is being
implemented on the second dataset, which is the time-series
data of enrollments at the University of Alabama for further
validation of the proposed model. A description of the Tree
Partition Method (TPM) processes for enrollments at the

University of Alabama dataset is demonstrated in Table 14.
As could be seen from the Table that the optimal number of
partition is six partitions with unequal lengths of intervals.
Figure 8 and Table 15 show the performance of the proposed
model using the enrollment data of Alabama University.
Table 15 shows a comparison of the proposed model and
eight existing FTS models. It is observed from Table 15 and
Fig. 8 that the proposed model outperformed the existing FTS
model, where it gave better forecasts as compared to existing
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FIGURE 8. ACF and partial ACF plot for the training dataset.

models and produced the smallest values of the statistical
criteria applied. This implied that the proposed model is a
better option for predicting any type of random time-series
data.

Based on the results, it is obvious that the proposed model
is considered better than the other models with the smallest
forecasting error according to MAPE; thus, the proposed
model is the most accurate of the approaches used. Therefore,
FTSMC-TPM can be used to establish the forecasting model
with relative ease and accurate forecasting performance. Nev-
ertheless, the method proposed might be not adequate for
datasets that the value at time t got affected by some values
in the past with arbitrary time delay. Besides, in our proposed
model, if the collected data set is too limited, we might not
derive the transition probability matrix and may inadequately
fit the model.

V. CONCLUSION
This study proposed a novel fuzzy time series forecasting
model based on the tree partition method (TPM), which
provides an optimal partition of the universe of discourse.
In this study, the algorithm of the proposed partition method
offers a simple computational method compared to the clus-
tering methods. It searches for a suitable defuzzification
process and provides the forecasted values with a smaller
error and better accuracy. In addition, the Markov transi-
tion probability Matrix (weights matrix) of the fuzzy logical

relationships (FLRs) has been calculated. Themodel has been
implemented for forecasting the air pollution in Malaysia,
using the time series of real data of air pollution index (API)
collected from Kuala Lumpur, for a period of three years.
In addition, a comparative study of the proposed model and
the existing classic and advanced time series models has
been investigated. Further, the model has also been imple-
mented on the historical time series data of enrollments of
the University of Alabama. The forecasted values obtained
by the model show its suitability in the fuzzy time series
forecasting of air pollution without any prior knowledge of
the production governing parameters. In forecasting the air
pollution index, it shows that the proposed method produces
a superior forecasting accuracy compared to the conventional
and advanced time series models proposed in the literature.

In conclusion, the proposed partition method represents
a promising method to improve forecasting accuracy where
it can minimize the negative effects of abnormal observa-
tions on the performance of forecasting. Thus, the proposed
model demonstrates its ability to avoid the arbitrary selec-
tion of intervals and dealing with recurrent observations and
arbitrary length of intervals, which greatly improves model
accuracy. For enrollment and air pollution forecasting, the
proposed model produced a superior forecasting accuracy as
compared to some conventional and advanced time series
methods. For future studies, the proposed model could be
performed to obtain more effective partitions of the universe
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of discourse and more accurate forecasts. It can also be
extended by employing the high order fuzzy time series with
considering the residuals in the calculations in order to avoid
the model specification error, which may influence the model
accuracy.
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