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ABSTRACT The economic load dispatch (ELD) problems considering nonlinear characteristics where an
optimal combination of power generating units is selected in order to minimize the total cost by economic
allocation of power produced and the emission cost. As a consequence, optimal allocation is performed by
considering both fuel cost and emission leading to Combined Economic and Emission Dispatch (CEED).
This study presents a newMeta-heuristic algorithms (MHs) called the Turbulent Flow ofWater Optimization
(TFWO), which is based on the behaviour of whirlpools created in turbulent water flow, for solving different
variants of ELD and CEED. To verify the robustness of the TFWO, various test network of CEEDwith effect
of valve, and ELD with losses of transmission are incorporated. In comparison with seven well-known MHs
such as Cuckoo Search Algorithm (CSA), GreyWolf Algorithm (GW), Sine Cosine Algorithm (SCA), Earth
Worm Optimization Algorithm (EWA), Tunicate Swarm Algorithm (TSA), Moth Search Algorithm (MSA)
and Teaching Learning Based Optimization (TLBO), the TFWO provides the minimum fuel cost and
significantly robust solutions of ELD problem over all tested networks. The results confirm the potential
and effectiveness of the GWO to be a promising technique to solve various ELD problems.

INDEX TERMS Turbulent flow of water optimization (TFWO), economic load dispatch (ELD), combined
economic and emission dispatch (CEED), metaheuristic optimization algorithms.

ABBREVIATIONS
ACO Ant Colony Optimization
CEED Economic and Emission Dispatch
PSO Particle Swarm Optimization
WOA Whale Optimization Algorithm
IGWO Improved Grey Wolf Optimization
DE Differential evolution
EWA Earthworm optimization algorithm
BA Bat Algorithm
CTO Class Topper Optimization
ACS Artificial Cooperative Search
WMA Woodpecker Mating Algorithm
SSA Salp Swarm Algorithm
SCA Sine Cosine Algorithm

The associate editor coordinating the review of this manuscript and
approving it for publication was Pasquale De Meo.

TLBO Teaching Learning Based Optimization
ELD Economic Load Dispatch
CSA Crow Search Algorithm
FA Firefly Algorithm
MFO Moth Flame Optimizer
HS Harmony Search
TSA Tree Seed Algorithm
TFWO Turbulent Flow of Water Optimization

I. INTRODUCTION
The complexity of power system operation and planning is
increasing day by day. Economic Load Dispatch (ELD) is
one such complex power system problems involving ELD
involves reduction of the cost of production by economically
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allocating the power produced by each unit [1], [2]. In addi-
tion to reduction of production cost nowadays emphasis is
laid on reduction of emission [3], [4]. As a consequence,
optimal allocation is performed by considering both emis-
sion and cost leading to Combined Emission and Economic
Dispatch (CEED). Various real-life applications are solved
using Meta-heuristic Algorithms (MHs) [5]–[7]. For exam-
ple, nature-inspired algorithms mimic the biological, phys-
ical, or environmental processes [8]. Furthermore, several
MHs are performed relatively well on the ELD problem. For
instance, cost-effective emission dispatch problems is solved
using the improved Manta ray foraging optimizer [9], also,
in [10], the Gradient-Based Optimizer (GBO) is applied to
solve the ELD Problem. Despite the availability and use of
different MHs for solving ELD, researchers are still propos-
ing new and novel algorithms for its solution.

Economic Load Dispatch problem objective function is
performed as a quadratic equation. based on that, there are
two ways for analyzing the problem of ELD. The first way;
the techniques of traditional mathematical such as Newton
methods, Lagrangian multiplier method, Lambda iteration
method, Dynamic programming and Gradient method [11].
The second way is the metaheiristics algorithms. This algo-
rithms are used in several problems such as extraction of
photovoltaic parameters using gradient based optimizer [12]
and Turbulent flow of water optimization [13]. In addition,
solving ELD problem is performed with several algorithms
such as non dominated sorting genetic algorithm [14], modi-
fied jrill algorithm [15], Whale Optimization Algorithm [16],
Henry gas solubility optimization [17], gravitational search
algorithm [18], improved FireworkAlgorithm [19], grasshop-
per optimization algorithm [20], multi gradient practical
swarm optimization [21], Salp Swarm Algorithm [22], Dif-
ferential Evolution [23], Equilibrium Optimizer [24], rein-
forcement learning [25], virus colony search algorithm [26],
Harmony Search Algorithm [27], improved grey wolf opti-
mization [28], bat algorithm [29], improved class topper opti-
mization algorithm [30], improved bat algorithm [31], Ant
Colony Optimization [32], improved Jaya algorithm [33] and
artificial cooperative search algorithm [34].

In [14], authors have discussed the constraint handling
techniques by multi-objective evolutionary algorithms in
case of ELD and CEED. In [15], modified krill algorithm
is used for solving constrained ELD. In [16], the authors
have applied WOA to solve static as well as dynamic ELD
problem. In [17], the authors used WMA to solve ELD.
The simulation results confirmed the superior performance
of WMA as compared to other MHs. In [18], the authors
have proposed a novel memory-based GSA for solving ELD.
The memory-based GSA performed better than the conven-
tional GSA in solving ELD. In [19], the authors have solved
dynamic ELD using an modified FA version in multi-area
power systems. In [20], the authors have solved a ELD prob-
lem for a power system of hybrid wind-based using oppo-
sitional based chaotic grasshopper optimization algorithm.
In [21], authors have solved real power limitations in the

dynamic ELD of large-scale thermal power units under the
effects of valve-point loading and ramp time constrains by
multi-gradient PSO. In [22], the authors have formulated
the dynamic ELD problem incorporating commercial EVs
and used SSA to solve the problem. In [23], the authors
have solved the multi-area ELD problem by DE. In [24],
the authors have used a pareto based PSO for solving CEED.
The proposed PSO performed better than NSGA II on CEED
problem.

In [25], the authors have modelled the ELD problem in
presence of EVs and solved the problem by reinforcement
learning. In [26], the authors have solved the ELD problem
in presence of wind energy resources and EVs by applying
virus search algorithm. In [27], the authors have solved the
ELD problem for a microgrid by Harmony Search Algorithm.
In [28], authors have used IGWO for solving ELD andCEED.
Simulation results indicated that IGWO performs better than
GWO on ELD and CEED. In [29], the authors have used
BA to solve continuous ELD with and without the effect of
valve point. Also, the ELD application in a power system
is solved using class topper optimization (CTO) algorithm
in [30]. In [31], authors have used an improved version of
BA to solve ELD in presence of renewable energy sources.
In [32], authors have used ACO to solve ELD with losses.
In [33], authors have proposed a multi-population-based Jaya
algorithm to solve ELD. The simulated results established
the superiority of multi-population-based Jaya algorithm over
basic Jaya algorithm. In [34], authors have used ACS to
solve ELD with losses. In [35], the authors have used Squir-
rel Search Algorithm to solve CEED for multi-area system.
In [36], the authors have used an improved simplex based
PSO for solving CEED. In [37], authors have modelled
the ELD problem in presence of wind farms and flexible
resources in a multi-objective framework and solved the
problem by fuzzy logic. In [38], the authors have used MFO
algorithm for solving ELD for integrated power system in
presence of stochastic wind generation. In [39], the authors
have used distributed gradient algorithm for solving ELD
in case of stochastic networks. In addition, the dynamic
programming based on rejectable deep differential for inte-
grated generation dispatch and control framework is pre-
sented in [40].

Recently, the Turbulent Flow of Water Optimiza-
tion (TFWO) for solving global real-world optimization
problems is proposed by Ghasemi et al. [41]. The inspiration
source for TFWO is based on the behaviour of whirlpools
created in turbulent flow of water. As mentioned in the
original paper, TFWO has provided an evidence in solving
various optimization problems such as real-world engineer-
ing problems and standard benchmark compared to other
MHs. Moreover, the prime motivation behind this is the No
Free Lunch (NFL) theorem [42], [43]. NFL theorem states
that a single algorithm does not perform equally well on all
the optimization problems. Hence, the TFWO performance is
tested for different networks such as ELD with transmission
losses and CEED with and without the effect of valve point.
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The results of TFWO is compared with eight other algo-
rithms such as Cuckoo Search Algorithm (CSA) [44], Grey
Wolf Algorithm (GW) [45], Sine Cosine Algorithm (SCA)
[46], Earth Worm Optimization Algorithm (EWA) [47],
Tunicate Swarm Algorithm (TSA) [48], Moth Search Algo-
rithm (MSA) [49] and Teaching Learning Based Optimiza-
tion (TLBO) [50]. The results revealed the superiority of the
TFWO comparing to the other counterparts.

In summary, the main contributions of this paper are:
• Analysis of three cases network such as economic load
dispatch (ELD) with transmission losses and Combined
Economic and Emission Dispatch (CEED) with and
without the effect of valve point.

• Turbulent flow of water based optimization algorithm is
applied as a new metaheuristic algorithm for the three
network cases of ELD problems.

• The objective function for the ELD is minimizing the
cost fuel function. Minimizing the cost of fuel and emis-
sion is applied to CEED with and without the effect of
valve point.

• Comparison between TFWO algorithm and other algo-
rithms such as Cuckoo search algorithm (CSA), Grey
wolf algorithm (GW), Sine cosine algorithm (SCA),
Teaching learning based optimization (TLBO), Earth
worm optimization algorithm (EWA), Tunicate swarm
algorithm (TSA), and Moth search algorithm (MSA) is
performed.

• The evaluation of TFWO and all algorithms perfor-
mance is performed according the power mismatch
between the generated power and the load demand with
transmission losses.

• Statistical analysis is performed for running 30 inde-
pendent runs of all algorithms and the robustness and
convergence curves are discussed.

The organization of paper is as follows. The ELD problem
is elaborates in section II, then Section III presents Turbulent
Flow of Water Optimization (TFWO) overview. Section IV
discusses the experimental results analysis. Finally, SectionV
discusses the conclusion and draw directions of the future
work.

II. ECONOMIC LOAD DISPATCH PROBLEM
The operation and planning of power system has several prob-
lems such as ELD problem. The main contribution of ELD
problem is maximizing the power system economic benefit
and minimizing the net cost of fuel consumption based on
allocating the optimal production of each unit. The following
subsections discuss the three cases applied in this work such
as ELD with losses, CEED with and without valve point
effect.

A. ECONOMIC LOAD DISPATCH (ELD) WITH LOSSES
The ELD with losses can be expressed with the follow-
ing analysis. The fuel consumption cost of n generators is
explained as the following equation:

Min(F) = F1 (P1)+ · · ·Fn (Pn) (1)

where F is the net fuel cost, F1 is the 1st generator fuel cost
and Fn is the nth generator fuel cost.

The function of fuel cost is further approached in quadratic
equation as:

Min(F) =
n∑

k=1

Fi (Pi) =
n∑

k=1

akP2k + bkPk + ck (2)

where a, b, c are the fuel cost weight constants. The con-
straints of each generator unit for minimizing the fuel cost
is explained by equation (3) and (5).

n∑
k=1

Pk − PD − PL = 0 (3)

where the network net demand is represented by PD and PL
is the transmission network losses.

PL =
n∑
i=1

n∑
j=1

PiBijPj (4)

where Bij is the coefficient of losses, Pi is the ith generator
generated power, and Pj is the jth generator generated power.

Pmink ≤ Pk ≤ P
max
k (5)

B. COMBINED ECONOMIC LOAD DISPATCH (CEED)
The ELD problem is developedwith taking into consideration
the production cost and the reduction of emission, hence
this problem is called Combined Emission and Economic
Dispatch (CEED). The main contribution of CEED problem
is minimizing the net cost of fuel consumption and also
reduction the emission; based on that allocating the optimal
production of each unit is performed.

The minimizing of gases emission from power plants is
the main issue on emission dispatch problem. The emission
factor is explained mathematically by:

Min(E) =
n∑

k=1

Ei(Pi) =
n∑

k=1

αkP2k + βkPk + γk (6)

The CEED objective function is:

objectivefunction = Min

(
n∑

k=1

Ei(Pi)+ he
n∑

k=1

Fi(Pi)

)
(7)

where he is the price penalty factor as in equation 8:

he =
Fi(Pimax)
Ei(Pimax)

(8)

The constraints of variable is given by equations (3)
and (5).

C. CEED WITH VALVE POINT EFFECT
The effect of valve point is appeared in steam turbines due to
it have multiple valves. The function of cost is nonlinear due
to effect of valve point as in equation 9:

Min(F) =
n∑

k=1

Fi =
n∑

k=1

akP2k + bkPk + ck

+ |ek sin(fk × (Pkmin − Pk ))| (9)
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where ek and fk are the valve point effect coefficients of
kth generator. The main concern of optimization problem is
minimized the emission and fuel cost of network based on
the objective function of each network and the constraints
illustrated in equations (3) and (5).

III. TURBULENT FLOW OF WATER-BASED OPTIMIZATION
Turbulent Flow of Water-based Optimization (TFWO) [41],
is a modern powerful optimization algorithm for solving a
complex problem inspired by the random activity of nature
found in rivers, seas, and oceans, i.e. whirlpools formed in
a turbulent flow of water For global real-world optimization
problems. In whirlpools, the whirlpool’s center acts as a suck-
ing hole, drawing objects and particles around it towards the
whirlpool’s center and interior. The TFWO algorithm divides
the population into NWh groups and places the best member
of each group in the whirlpool’s center.

A. WHIRLPOOLS: THEIR ORIGINS AND EFFECTS
The algorithm’s initial population ((x0), which contains Np
members) is evenly divided into NWh groups or whirlpool
sets. Then the most vital member of each whirlpool set (the
member with the highest objective function values f ()) is
considered the whirlpool that pulls the objects (X , which
contains Np - NWh objects).
Each whirlpool(Wh), pulls objects toward their center

by applying a centripetal force and unites their respective
objects, then it suctions their objects and pours them into the
sound. As a result, the jth whirlpool, with its local position
on Whj, acts so that it unifies the position of the ith object
(Xi) with that of itself, i.e., Xi = Whj. Other whirlpools,
however, cause some deviations (Xi), depending on the dis-
tance between them (Wh-Whj) and the objective values
(f (). As a result, the new position of the ith object is equal
to Xinew = Whj −1Xi

The items (X ) move with a peculiar pattern around the cen-
tral point (δ) and near it. Thus, this position in the algorithm
is constantly rotating:

δnewi = δi + rand1 × rand2 × π (10)

To measure 1Xi, Eq. 11 is used to calculate the farthest
and nearest whirlpools (1t ), i.e. the whirlpools with the most
and least weighted distance from all items, and then Eq. 12
is used to calculate (1Xi ). The particle’s location is modified
(Xnew

i ) using Eq.13.

1t = f (Wht)× |Wht − sum (Xi)|0.5 (11)

1Xi = (cos(δnewi )× rand (1,D)× (Whf − Xi)

− sin
(
δnewi

)
× rand(1,D)× (Whw − Xi)

)
×
(
1+

∣∣cos (δnewi
)
− sin

(
δnewi

)∣∣) (12)

Xnew
i = Whj −1Xi (13)

where Whf and WhW are the whirlpools with the lowest and
highest 1t , respectively, and δi is the angle of the ith object.

B. THE MATHEMATICAL MODEL
This part summarizes the mathematical steps necessary to
implement the TFWO algorithm:

1) The phase of updating an object’s position: The fol-
lowing two steps summarize the phase of updating an
object’s position:
Step 1:
for t = 1 NWh
1t = f (Wht )× |Wht − sum(Xi)|0.5

end
Whf = Wht with min value of 1t
Whw = Wht with max value of 1t
δnewi = δi + rand 1 × rand 2 × π

1Xi =(
cos

(
δnewi

)
× rand (1,D)×

(
Whf − Xi

)
− sin

(
δnewi

)
× rand(1,D)× (Whw − Xi)

)
×
(
1+

∣∣cos (δnewi

)
×− sin

(
δnewi

)∣∣);
Xnew
i = Whj −1Xi;
Step 2:
Xnew
i = min

(
max

(
Xnew
i ,Xmin

)
,Xmax

)
;

if f
(
Xnew
i

)
<= f (Xi)

Xi = Xnew
i

f (Xi) = f
(
Xnew
i

)
;

end
2) Centrifugal force phase: According to Newton’s first

law of motion, Unless acted upon by an unbalanced
force, an object at rest will remain at rest, and an
object in motion will remain in motion with the same
speed and direction. The centrifugal force (FEi) may
often overpower the whirlpool’s centripetal or traction
force, causing the object tomove randomly.We’ve used
Eq. 14 to model the centrifugal force, which arises at
random in one of the decision variables’ dimensions.
To do so, first, calculate the centrifugal force based
on the angle between the target and the whirlpool
(as Eq. 15), then see if it is greater than a random
amount.Step 3 summarizes the mathematical model for
the centrifugal force phase.

FEi =
((
cos

(
δnewi

))2
×
(
sin
(
δnewi

))2)2 (14)

xi,p = xmin
p + rand ×

(
xmax
p − xmin

p

)
(15)

Step 3:

FEi =
((
cos

(
δnewi

))2
×
(
sin
(
δnewi

))2)2.
if rand < FEi
p = round(1+ rand×(D− 1));
xi,p = xmin

p + rand ×
(
xmax
p − xmin

p

)
;

f (Xi) = f
(
Xnew
i

)
;

end
3) Whirlpool interactions: Like how a whirlpool inter-

acts with and displaces its surroundings, they also
interact with and displace one another. This effect
has been modeled similarly to how whirlpools affect
objects. Eachwhirlpool has a natural tendency to attract
other whirlpools, exert centripetal force on them, and
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TABLE 1. Different cases of ELD considered in analysis.

submerge them in their wells (i.e., unify the consid-
ered whirlpool position with its position). The nearest
whirlpool is determined first, using its objective func-
tion and the smallest amount of Eq (16) to simulate this
effect. Then, Eqs. (17) and (18) are used to determine
the position of the whirlpool.

1t = f (Wht )×
∣∣Wht − sum(Whj)∣∣ (16)

1Whj = rand(1,D)×
∣∣∣cos(δnewj )+ sin(δnewj )

∣∣∣
×(Whnewf −Wh

new
j ) (17)

Whnewj = Whf −1Whj (18)

where δ. denotes the angle of the jth whirlpool hole.
Steps 4 and 5 demonstrate the relationship between
whirlpool interactions and are used to summarize the
above phenomenon:
Step 4:
for t = 1: NWh − j
1t = f(Wht ) ×

∣∣Wht − sum(Whj)∣∣ end
Whf =Wh with min value of 1t
Whnewj = Whf −1Whj;

1Whj = rand(1,D) ×
∣∣∣cos(δnewj )+ sin(δnewj )

∣∣∣ ×
(Whnewf −Wh

new
j );

δnewj = δj + rand1 × rand2 × π .
Step 5:
Whnewj = min(max(Whnewj ,Xmin), Xmax);
if f(Whnewj ) ≤ f(Whj)
Whj = Whnewj ;
f(Whj) = f(Whnewj );
end

4) The phase of selecting the best member: If the best new
member of the whirlpool’s set outperforms its corre-
sponding whirlpool, it is selected as the new whirlpool
for the next iteration. Step 6 depicts the latest best
whirlpool that has been chosen.
Step 6:
if f(Xbest ) ≤ f(Whj)
Whj↔ Xbest
end

IV. EXPERIMENTAL RESULTS ANALYSIS AND
DISCUSSION
The performance of TFWO on different scenarios of ELD
is compared with other algorithms such as; Cuckoo Search
Algorithm (CSA) [44], Grey Wolf Algorithm (GW) [45],
Sine Cosine Algorithm (SCA) [46], Earth Worm Optimiza-
tion Algorithm (EWA) [47], Tunicate Swarm Algorithm

TABLE 2. Parameter settings of all algorithms.

TABLE 3. Statistical results of the experimental series 1: ELD problem.

TABLE 4. Best costs for different demand value of case 1 in $ per hour.

(TSA) [48], Moth Search Algorithm (MSA) [49] and Teach-
ing Learning Based Optimization (TLBO) [50]. The perfor-
mance of TFWO is analyzed for different cases of ELD as
shown in Table 1.
This section reported the proposed TFWO results for solv-

ing ELD problem. Comparison between the competitor tech-
niques and TFWO algorithm is discussed.

A. PARAMETER SETTINGS
For fair comparison, the parameters setting of each algorithm
is reported in table 2.

B. EXPERIMENTAL SERIES 1: THE ELD PROBLEM
The ELD problem is solved for 6-unit system for the load
demands shown in Table 1 by the algorithms mentioned
in Table 2. Table 3 presents the statistical comparison of the
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TABLE 5. Allocation vector for 700 MW of case 1 at best objective function.

TABLE 6. Allocation vector for 1000 MW of case 1 at best objective function.

TABLE 7. Allocation vector for 1200 MW of case 1 at best objective function.

FIGURE 1. Test of Friedman rank for algorithms at case 1.

performance of TFWO with other algorithms. It is observed
that TFWO is equally competitive as compared to other
MHs. Table 4 presents the best costs for different demand
value of case 1 in $ per hour. It is observed that TFWO
yields the best cost for all the load demands mentioned
in Table 2. Tables 6, 7 and 8 presents the allocation vector for
load demand 700, 1000, and 1200 MW respectively. Based
on this results, the best fuel cost function is 14867.2231,
12164.5683 and 8453.76192 that is achieved by TFWO algo-
rithm for 1200 MW, 1000 MW and 700 MW load demand
respectively. The order of algorithms according to the best
objective function for 700MWdemand are as follow; TFWO,
CSA, TSA, GWO, TLBO, SCA, EWA and MSA respec-
tively. The order of algorithms according to the best objective

FIGURE 2. Robustness curves of 700 MW for case 1.

TABLE 8. Statistical results of case 2.
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FIGURE 3. Convergence curves of 700 MW for case 1.

FIGURE 4. Robustness curves of 1000 MW for case 1.

FIGURE 5. Convergence curves of 1000 MW for case 1.

function for 1000MW demand are as follow; TFWO, TLBO,
CSA, SCA, TSA, GWO, EWA and MSA respectively. The
order of algorithms according to the best objective function
for 1200 MW demand are as follow; TFWO, CSA, SCA,
TSA, GWO, TLBO, MSA and EWA respectively.

FIGURE 6. Robustness curves of 1200 MW for case 1.

FIGURE 7. Convergence curves of 1200 MW for case 1.

FIGURE 8. Test of Friedman rank for algorithms at case 2.

Fig. 1 explains the Friedman ranks of all algorithms for
case 1. Based on this figure ; the best rank is achieved by
TFWO then MSA, GWO, EWA, SCA, TSA, TLBO and CSA
respectively. Fig. 2, Fig. 4, and Fig. 6 presents the robustness
curve of the algorithms for load demands 700, 1000, and
1200 MW respectively. Fig. 3, Fig. 5, and Fig. 7 presents
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TABLE 9. Best costs for different demand value of case 2 in $ per hour.

FIGURE 9. Robustness curves of 700 MW for case 2.

FIGURE 10. Convergence curves of 700 MW for case 2.

the convergence curve for load demands 700, 1000, and
1200 MW respectively. It is observed that the probability of
getting stuck in local optima is rare in case of TFWO and it
favors faster convergence.

C. EXPERIMENTAL SERIES 2: THE CEED PROBLEM FOR
6 UNIT SYSTEM
The CEED problem is solved for 6 unit system for the load
demands shown in Table 1 by the algorithms mentioned
in Table 2. In case of CEED both cost and emission are
given equal importance. Table 8 presents the statistical com-
parison of the performance of TFWO with other MHs. It is

FIGURE 11. Robustness curves of 1000 MW for case 2.

FIGURE 12. Convergence curves of 1000 MW for case 2.

observed that TFWO is equally competitive as compared
to other MHs. Table 9 presents the best costs for different
demand value of case 2 in $ per hour. It is observed that
TFWOyields the best cost for all the load demandsmentioned
in Table 2. Tables 10, 11, and 12 presents the allocation
vector for load demand 700, 1000, and 1200 MW respec-
tively. Based on this results, the best fuel cost function is
14868.8388, 12153.5367 and 8484.7923 that is achieved by
TFWO algorithm for 1200, 1000 and 700 MW load demand
respectively. The order of algorithms according to the best
objective function for 700MWdemand are as follow; TFWO,
CSA, TLBO, SCA, TSA, GWO, EWA andMSA respectively.
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TABLE 10. Allocation vector for 700 MW of case 2 at best objective function.

TABLE 11. Allocation vector for 1000 MW of case 2 at best objective function.

TABLE 12. Allocation vector for 1200 MW of case 2 at best objective function.

FIGURE 13. Robustness curves of 1200 MW for case 2.

TABLE 13. Statistical results of case 3.

The order of algorithms according to the best objective func-
tion for 1000MWdemand are as follow; TFWO,CSA,GWO,
TLBO, SCA, TSA, EWA and MSA respectively. The order
of algorithms according to the best objective function for
1200 MW demand are as follow; TFWO, TSA, CSA, SCA,
GWO, TLBO, EWA and MSA respectively.

Fig. 8 explains the Friedman ranks of all algorithms for
case 2. It is observed that TFWO has achieved the best
rank followed by EWA, TLBO, GWO, CSA, TSA and SCA

FIGURE 14. Convergence curves of 1200 MW for case 2.

TABLE 14. Costs at the best objective function for case 3.

respectively. Fig. 9, Fig. 11, and Fig. 13 presents the robust-
ness curve of the algorithms for load demands 700, 1000,
and 1200 MW respectively. Fig. 10, Fig. 12, and Fig. 14
presents the convergence curve for load demands 700, 1000,
and 1200 MW respectively.

D. EXPERIMENTAL SERIES 3: THE CEED PROBLEM FOR
10 UNIT SYSTEM
The CEED problem considering valve point effect is solved
for 10 unit system for the load demands shown in Table 1
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TABLE 15. Allocation vector for 2000 MW of case 3 at best objective function.

FIGURE 15. Robustness curves of 2000 MW for case 3.

by the algorithms mentioned in Table 2. Table 13 presents
the statistical comparison of the performance of TFWO with
other MHs. It is observed that TFWO is equally competitive
as compared to other MHs. Table 14 presents the best costs of
case 3 in $ per hour. It is observed that TFWO yields the best
cost for all the load demands mentioned in Table 2. Table 15
presents the allocation vector for load demand 2000 MW
respectively.

Fig. 15 presents the robustness curve of the algorithms for
load demand 2000 MW. Fig. 16 presents the convergence
curve. It is observed that the probability of getting stuck in
local optima is rare in case of TFWO and it favors faster
convergence.

E. DISCUSSION
The absolute difference between the sum of generated power
from each unit in the network and the sum of load demand and
transmission losses is called power mismatch. This should be
ideally zero and it is considered as a soft constraint in the
optimization problem. Based on the results extracted for the
three tested network; ELD, CEED with and without effect
of valve point, the term power mismatch is determined from
these results. Table 16 explain the value of power mismatch
for all cases. The more accurate result extracted from any
algorithm is the result that achieve the smallest value of power
mismatch. Based on the results recorded in Table 16; the
proposed TFWO algorithm achieve the best value of power

FIGURE 16. Convergence curves of 2000 MW for case 3.

TABLE 16. The value of power mismatch for all cases.

mismatch for all demands in all cases is reported in Table 16.
Hence; the TFWO algorithm is more accurate and reliable
so that the proposed TFWO is superior on all competitor
algorithms used in the ELD problem.

V. CONCLUSION AND FUTURE WORK
Economic Load Dispatch (ELD) is one of the com-
plex problems of power system. In this study, an effi-
cient new algorithm termed Turbulent Flow of Water-based
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Optimization (TFWO) is proposed to solve different variants
of ELD such as ELD with losses, Combined Economic and
Emission Dispatch (CEED), and CEED considering valve
point effect. TFWO is a recent MH inspired from whirlpools
created in turbulent water flow. TFWO has good balance
between exploration and exploitation. Also, the possibility of
getting stuck in local optima and premature convergence is
rare in TFWO. Three experimental series such as; the ELD
problem, the CEED problem for 6 unit system and the CEED
problem for 10 unit system are utilized in this paper. The
performance of TFWO is compared with seven algorithms
such as Cuckoo Search Algorithm (CSA), Grey Wolf Algo-
rithm (GW), Sine Cosine Algorithm (SCA), Earth Worm
Optimization Algorithm (EWA), Tunicate Swarm Algo-
rithm (TSA), Moth Search Algorithm (MSA) and Teaching
Learning Based Optimization (TLBO) for different demands.
Eventually, The numerical results show that the TFWO algo-
rithm has superior merits, advantages over other counterparts
in terms of robustness, avoids premature convergence, and
stable convergence characteristic. The future work will con-
centrates on; 1) although, the TFWO is applied to solve ELD
problems in the current study, it seems that TFWO has the
potential to solve many other optimization problems in the
field of power system planning and operation such as unit
commitment, charger placement, and optimal power flow.
2) studding the ELD on resources of renewable energy using
TFWO algorithm.
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