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ABSTRACT Most existing studies on credit scoring adapted a concept of classifier ensemble for solving an
imbalanced dataset. They apply resampling methods to generate multiple training subsets for constructing
multiple base classifiers. However, this approach leads to several problems that degrade the classification
performance, such as problems of information loss, model overfitting, and computational cost. Thus,
we propose a novel ensemble approach for developing a credit scoring model based on a cost-sensitive neural
network, called Cost-sensitive Neural Network Ensemble (CS-NNE). In the proposed approach, multiple
class weights are adapted to original training data, enabling the multiple base neural networks to consider
imbalanced classes. Following this approach, a high diversity of multiple base classifiers without consequent
problems can be achieved. The approach’s effectiveness is evaluated on five real-world credit datasets.
Among them is a loan-requesting dataset provided by a financial institution in Thailand. The remaining
datasets are publicly available and widely used by several existing studies. The experimental results showed
that the proposed CS-NNE approach improves the predictive performance over a single neural network based
on imbalanced credit datasets, e.g., Thai credit dataset, by achieving 1.36%, 15.67%, and 6.11% Area under
the ROC Curve (AUC), Default Detection Rate (DDR), and G-Mean (GM), respectively, and achieving the
bestMisclassification Cost (MC). The proposed CS-NNE approach can effectively solve a class of imbalance
problems and outperformmany existingmodels. The predictionmodel can well compromise between classes
of default (bad credit applicants) and non-default (good credit applicants), whereas existing approaches
preferred a class of non-default over default loans (having high specificity and low DDR), resulting in NPL.

INDEX TERMS Credit scoring, neural network, cost-sensitive learning, ensemble, imbalanced dataset.

I. INTRODUCTION
A credit scoring model is a statistical analysis tool that deter-
mines the creditworthiness of a loan applicant by estimating
the probability of default based on historical data [1]. It is
used by lenders to decide whether to accept or reject bor-
rowers. By leveraging of credit scoring model, the number
of loan defaulters has rapidly increased, particularly dur-
ing the financial crisis. In Thailand, the Bank of Thailand
reported that in Q4, 2020, the total gross NPLs in commercial
banks is more than 523 million baht, while the number of
new-entryNPLs ismore than 53.9 thousand accounts (source:
https://www.bot.or.th/).

The credit scoring model is leveraged under credit poli-
cies, which is chanced depending on challenge environments.
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For example, during the COVID-19 pandemic that directly
affects the applicants’ creditworthiness [2], lenderswill main-
tain the dept to prevent more increasing current NPLs.
Besides, many situations affect the applicants’ creditworthi-
ness, such as economic conditions, financial crisis, and polit-
ical situations. The credit scoring model should be flexible
depending on the credit policies, and adjustable/compromise
between acceptance and rejection rate. Most credit scoring
models lack flexibility because they try to enhance the accu-
racy of the classification model dominated by good credit.
To fill the gap, this study proposes a flexible credit scoring
model that can adjust between acceptance and rejection by
setting the appropriate attention between the classes of bor-
rowers and can reach the credit policies.

To develop a credit scoring model, financial institutions
collect borrowers’ information and utilize it through sta-
tistical or machine learning techniques. The collected data
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often encounters some problems, e.g., it may be indiscernible
from noisy and outlier data, the appearance of an imbalanced
problem, and an issue of asymmetric cost matrix due to the
misclassification cost on defaulters, which is greater than the
misclassification cost on non-defaulter loans. These problems
directly decrease the credit scoring model’s performance.
Besides, the choices of the techniques for constructing the
models are considered an important issue, affecting the per-
formance of the credit scoring system.

To tackle an imbalanced problem in credit scoring data,
many studies employed resampling techniques, such as
under-sampling and over-sampling [3]–[8]. The major dis-
advantage of resampling techniques is led to the overhead
cost and the other consequent problems, e.g., 1) information
may be lost using under-sampling techniques, 2) the final
model may be overfitted using over-sampling techniques,
3) the original data distribution may be changed, and 4) the
model is more complex and it has high computational cost.
Assigning different costs to the training instances is the most
efficient approach to deal with the class of imbalance prob-
lems [9]–[13] and avoid the major problems after applying
the resampling techniques.

Most credit scoring models focused only on maximizing
predictive accuracy based on the profit generated by interest.
However, little attention has been paid to default detection,
although mistaken prediction on default generating cost was
much higher than that on non-default loans. Thus, these
models will result in huge NPLs due to bad borrowers’
misclassification. In this study, the proposed credit scoring
model consider default and non-default loans, which are not
considered by other credit scoring models. The proposed
model can prevent some situations, such as suffering a great
loss due to a failing decision on loan granting, especially
when classifying ‘bad’ borrowers as ‘good’ borrowers.

Inspired by the above studies, we propose a CS-NNE
approach for developing a credit scoring model. The pro-
posed approach can address the problems in the credit scoring
task and improve the performance of credit scoring model.
Auto-encoder Outlier Detection (AEOD), cost-sensitive
learning, and neural network ensemble techniques are com-
bined for several reasons. First, AEOD is used to detect and
eliminate noisy and outlier data. It is also used to solve the
model-overfitting problem. Second, cost-sensitive learning is
employed to address an imbalanced problem and asymmetric
cost issue. Third, multiple class weights are assigned to the
neural network algorithm to achieve accurate and diverse base
learners for ensemble classification. Finally, the results gen-
erated through neural networks are combined using a voting
mechanism to generate the final output. The contributions of
this study are as follow:

1) Introducing a novel cooperative of cost-sensitive learn-
ing and neural network ensemble for credit scoring,
called CS-NNE.

2) Introducing a novel diversifying technique to form a
neural network ensemble by assigning multiple class
weights to based classifiers.

3) The proposed CS-NNE addresses imbalanced datasets
without the need for any complex rebalancing tasks.

The remainder of the paper is structured as follows:
Section II details related previous literatures on credit scor-
ing. Section III describes the proposed framework. Section IV
presents the details of experiment. Based on the observations
and experiments, the results and discussion are presented
in Section V. The last section draws conclusions and future
research directions.

II. LITERATURE REVIEW
A. TRADITIONAL CREDIT SCORING MODELS
Traditional credit scoring models have been developed using
statistical or machine learning methods, such as Support
Vector Machine (SVM) [14], [15], Logistic Regression
(LR) [16]–[18], Decision Tree (DT) [4], [19], and Neural
Network (NN) [6], [20]–[24] based on a single or ensem-
ble approach. Ma et al. [25] obtained that boosting method
outperforms competitive state-of-the-art classification algo-
rithms based on extracted features from phone usage data
and individual’s app usage behaviors. Abid et al. [16] found
that the LR model outperforms Linear Discriminant Anal-
ysis (LDA) based on a Tunisian commercial bank dataset.
Alaraj et al. [17] obtained that the LR model outperforms
NN and SVM using various performance indicators based
on the loan dataset of a public commercial bank in Jordan.
Nalić and Martinovic (2020) [18] investigated the LR model
for credit scoring, and obtained that the LR model shows
better prediction confidence and accuracy than DT, naïve
Bayes (NB), and SVM. However, most studies assumed that
misclassification on different classes have a consistent cost.
In the real economic world, the cost associated with granting
some loans for a customer who defaults on the loan is far
greater than the cost (opportunity loss) associated with reject-
ing some loans from a customer who may have successfully
repay the loan [11], [26]–[29]. Thus, cost-sensitive learning
models for credit scoring need further investigation.

Among the existing modern machine learning methods,
NN models are widely used due to the models provide com-
petitive classification ability against other methods. In 2017,
Eletter and Yaseen [27] proposed a comparison of predictive
results on credit scoring using NN, LDA, and CART based on
Jordanian commercial banks dataset. They obtained the NN
model provided the highest accuracy and the lowest estimated
misclassification cost. However, the model is based on a
single classifier, which can improve the model by employing
ensemble methods. In 2018, Dželihodžić et al. [21] pro-
posed the performance improvement of credit scoring model
using bagging neural network and utilizing the Bosnian com-
mercial bank dataset and two publicly available datasets.
Their model achieved high performance compared to the
benchmark models. However, the diversity of the ensemble
should be considered, and an asymmetric misclassification
problem was unsolved. In 2010, Eletter et al. [30] applied a
backpropagation neural network approach to loan application
evaluation in Jordanian commercial bank. Tsai [31] proposed
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a novel hybrid technique by binding between cluster analy-
sis and classifier ensembles for credit scoring classification.
The study showed that integrating between self-organizing
maps and multilayer perceptron (MLP) classifier ensembles
achieved the best performance. Zhao et al. [20] proposed an
improved MLP with 1 hidden layer and 6− 39 hidden nodes
based on backpropagation to improve the credit scoring per-
formance. Their proposed method achieved higher accuracy
than their literature search indicated. However, even though
NN exhibits significant accuracy advantages, there have not
been investigated based on the cooperation of cost-sensitive
learning, neural network, and ensemble for developing credit
scoring models.

In the case of outlier and noisy data being indiscernible in
datasets, several studies illustrated that by eliminating noisy
and outlier data at the preprocessing step, the predictive mod-
els’ performance is improved [32]–[34]. Xia [35] proposed
integration between outlier removal and gradient-boosting
algorithm for credit scoring on peer-to-peer lending datasets.
The researcher found that outlier removal significantly out-
performed the benchmark models. Besides, the computa-
tional cost showed great potential for handling large-sized
datasets. Wei et al. [8] combined the outlier removal method
and classification algorithm to develop a credit scoring model
called backflow learning. It was relearned the misclassified
data points and combined the prediction of based learners
by a two-layer ensemble. The results showed that backflow
learning with an outlier removal outperforms other models
and can improve the credit scoring model performance. Thus,
it is essential to eliminate noisy and outlier data, which can
be performed before developing models. In this study, we use
AEOD [36] to eliminate noisy and outlier data.

B. IMBALANCED DATASETS HANDLING
Cost-sensitive learning is a type of learning which considers
misclassification costs [37]. It can be used to solve two
data mining problems: an imbalanced dataset and an issue
of the asymmetric cost of misclassification. Cost-sensitive
learning minimizes the total cost of misclassification [37].
The category of the cost-sensitive learning can be separated
into indirect and direct cost-sensitive methods [11], [37]. The
indirect cost-sensitive method builds a cost-sensitive classi-
fier by preprocessing the training data through resampling
techniques or postprocessing the results through threshold-
moving, while the direct method constructs a cost-sensitive
learning algorithm by assigning different misclassification
costs into the learning process [11], [38].

By the indirect cost-sensitive methods, in 2018,
He et al. [5] and Sun et al. [7] introduced the idea of
generated training subsets using different resampling rates
for ensemble classifiers to develop a credit scoring model.
Their results were superior to other comparative algorithms.
Although different resampling rates resolve imbalanced prob-
lems, they might lead to other problems, such as com-
putational cost, information loss, original data distribution
change, andmodel over-fitting. This study uses different costs

to diversify based classifiers without applying any resam-
pling method. Thus, the consequent problems generated by
resampling methods do not occur, and the empirical results
showed high performance. Khemakhem et al. [6] investi-
gated the relevance and performance of sampling methods
integrated with LR, NN, and SVM using an imbalanced
dataset. In their experiment, Tunisian commercial bank data
were utilized, and an imbalanced data issue was addressed
through random oversampling (ROS) and SMOTE. They
suggested that the combination of the classification and
resampling techniques can improve the default detection rate.
The indirect cost-sensitive methods are mostly constructed
at the data preprocessing step using resampling techniques,
which may be attributed to other consequent problems, which
are the disadvantage of indirect cost-sensitive learning. The
direct cost-sensitive methods may have more value and need
further consideration. Thus, this study investigates direct
cost-sensitive learning based on original data distribution.

In direct cost-sensitive methods, forming new training sets
using a resampling method is not required. Thus, original
data distribution will be kept. Some researchers stated that
direct cost-sensitive learning required further consideration.
Alejo et al. [39] improved MLP predictive performance
using cost-sensitive learning based on a single classifier.
However, recent studies showed that ensembles of classi-
fiers achieved better results than single methods for such
task [5], [15], [19], [28], [31], [40]–[44]. Bahnsen et al. [45]
developed a classificationmodel using cost-sensitive decision
tree by incorporating different example-dependent costs to
impurity measure and pruning criteria. The model showed
superior performance on baseline models in terms of train-
ing time and cost savings. However, cost-sensitive deci-
sion trees are sensitive to training data patterns because
a small difference in the training data can cause a differ-
ent tree model and result in different classification [46].
Shen et al. [11] developed a credit scoring model using
cost-sensitive logistic regression method. The model opti-
mized the hyper-parameters of LR by using a particle swarm
optimization algorithm, which effectively reduces error rates
and total misclassification cost and improves the overall
model’s performance. Logistic regression is limited by some
statistical assumptions. For example, collinearity among
independent variables should not occur, and the indepen-
dent variables are linearly related to the log odds. NN is
not sensitive to data and does not require any statistical
assumptions. It is suitable for continuous variables, which
provide a competitive prediction ability. Besides, NN is a
nonlinear model, where associations between credit attributes
are complex and nonlinear. Thus, NN is an appropriate choice
for credit scoring prediction problems. However, the stan-
dard NN is cost-insensitive learning, which is affected by
imbalanced problems. This study investigates cost-sensitive
learning and NN simultaneously. The empirical study showed
that the proposed direct cost-sensitive method outperforms
indirect cost-sensitive methods using resampling methods to
form new training sets.
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FIGURE 1. General concept of ensemble classifier.

Wang et al. [47] extended the traditional multi-instance
learning method to a cost-sensitive version using boosting
technique, where different costs are reconsidered in each
iteration of boosting. Xia et al. [38] proposed a cost-sensitive
boosted tree model to improve the performance of classifica-
tion model. The model combines cost-sensitive learning with
Extreme Gradient Boosting (XGBoost) to predict the proba-
bility of default in peer-to-peer lending. Wang et al. [13] pro-
posed a model for multiple classes of credit grading based on
peer-to-peer lending data. They concluded that cost-sensitive
classifiers (DT, Random Forest (RF), LR, and SVM) can
significantly reduce the total cost of misclassification. The
previous works have shown that direct cost-sensitive methods
are potential techniques for addressing credit scoring. Thus,
this study is focused on the directed cost-sensitive learning
model.

C. ENSEMBLE CLASSIFICATION METHODOLOGY
A single classifier is successful in some specific datasets.
The ensemble classification is an effective methodology for
enhancing the classification performance of an individual
method by cooperating with the limited strength of each base
classifier to be a powerful classifier. Ensemble classifiers
are divided into two categories: homogeneous and heteroge-
neous. The homogeneous ensemble builds a classifier using
the same algorithm based on the different data (either in the
instance or feature spaces), such as bagging and boosting. The
heterogeneous or stacking ensemble constructs a classifier
using different based classification algorithms. The general
concept of ensemble classifier is illustrated in Figure 1.

Some aspects of bagging, boosting, and stacking ensemble
need carefully considered before using. First, bagging forms
new sub-training sets, which depend on random sampling
with replacement. Thus, some observations may be randomly
selected by multiple times, while other observations may be
excluded. It is highly probable that the randomly selected
observations will be in all sub-training sets, which can
decrease performance degradation since the diversity of base
learners is insufficient. Second, boosting requires weak learn-
ers to boost into strong learners by combining various sequen-
tial learnings. The boosting mechanism is sensitive to noise
and outlier data because noise and outliers will have much
larger residual errors than others. In some cases, boosting
leads to an overfitting problem by the large weight of misclas-
sifying examples, which has been selected into sub-training

sets. Third, the stacking ensemble performs on multiple clas-
sification algorithms. Thus, it is a more complex setting than
the homogeneous ensemble, which employs only one classi-
fication algorithm. In this study, we introduce a novel high
diversity classification ensemble approach using the concept
of cost-sensitive learning. We obtain diverse base classifiers
and address an imbalanced problem, simultaneously.

There are several studies proposed credit scoring
models based on ensemble techniques. For example,
Paleologo et al. [48] extended the advantage of the bagging
approach, where the training subsets are formed by ran-
dom sampling to address a class of imbalanced problems.
Dželihodžić et al. [21] used the advantage of the bagging
approach to improve credit scoring models. Luo [49] com-
pared the performance of the bagging approach using DT,
SVM, K -nearest Neighbor (KNN), and MLP based on an
imbalanced and large dataset. They obtained that bagging-
KNN was more suitable than other methods for large and
imbalanced datasets in credit scoring. Finlay [50] investigated
the performance of various multiple classifiers and concluded
that bagging and AdaBoost outperform other ensemble meth-
ods. Tsai et al. [51] conducted a comprehensive study com-
paring classifiers ensemble methods for three public credit
scoring datasets. They found that the boosting DT achieves
the best performance. Existing studies on ensemble classi-
fication to construct credit scoring model mainly employ
random sampling technique for generating base learners.
They focused on how to construct accurate base learners,
how to choose the best base learners, or how to bind the
results of base learners for better ensemble performance.
However, the diversity of the constructed based learners has
been slightly attention and need more consideration. This
restrictive weakness may decrease the overall performance
of classification model because the effective performance of
ensemble methods requires that base learners have diversity
in their predictions [15].

III. PROPOSED COST-SENSITIVE NEURAL NETWORK
ENSEMBLE
The main concept of the proposed CS-NNE is to utilize
different class weights to diversify the models and generate
base classifiers’ results. This section describes the conceptual
framework of the proposed CS-NNE, as shown in Figure 2.
The proposed CS-NNE consists of two phases: Phase-I data
preprocessing and Phase-II classification and evaluation.
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FIGURE 2. Conceptual framework for proposed CS-NNE.

A. PHASE-I DATA PREPROCESSING
Data preprocessing is a crucial step in machine learning
and data mining tasks before constructing a model. It can
enhance the performance of models based on accuracy and
time complexity. To prepare the data for the classification
algorithm, a representative and consistent dataset is required
by data preprocessing tasks. Data preprocessing steps consist
of data cleaning, outlier removal, and data transformation.

1) Data cleaning: The irrelevant features are eliminated
and missing values are handled.

2) Outlier removal: Some machine learning algorithms
are sensitive to outlier such as KNN, Boosting.
To enhance the classification accuracy, outlier detec-
tion and removal method will be utilized by autoen-
coder method as called AEOD.

3) Data transformation: Some classification algorithms
require numerical data such as SVM,NN. Thus, one hot
encoder is applied to convert the categorical input fea-
tures. Besides, different ranges of numerical attributes
are normalized into a small fixed range.

B. PHASE-II CLASSIFICATION AND EVALUATION
For effective ensemble classification, accurate and divers
base classifiers are essential since they can achieve better out-
comes. This study employs neural network since it achieves
accurate classifiers. Besides, divers’ classifiers are reached
by the different from class weights assigned to the neural
networks.

1) COST-SENSITIVE NEURAL NETWORK
Artificial neural network with backward propagation is
widely used in many domain problems. The standard neural
network is a fully connected structure between each layer.
It consists of multiple levels of nonlinear operations and

hidden layers. The hidden layers can be single or
multi-nonlinear layers, which are between the input and
output layers. Neural network learns input data through a
function f (·) : Rd → Ro, where d is the number of input
neural nodes, and o is the number of output neural nodes.
Given a set of leftmost input layers representing the features
X = x1, x2, . . . , xd , neurons in the hidden layer transform the
values from the input layer with weighted linear summation
w1x1 + w2x2 + . . . + wdxd . Then, a nonlinear activation
function g(·) : R → R maps the summation for either
classification or regression.

The standard neural network refers to the cost-insensitive
learning. Several studies have shown that the class of imbal-
anced problems generate unequal contributions to the Mean
Square Error (MSE) during the training process [39]. Given a
training set with binary classes (C = 2) of size N =

∑C
c nc,

where nc is the number of instances in class c, the MSE for
class c can be calculated as follows:

MSEc =
1
N

∑nc

i=1

(
Y ′i − Yi

)
(1)

where Y ′i is the predicted output, and Yi is the actual output
of the network for the instance i. Thus, the overallMSE can

be illustrated in the term of each class as follows:

MSE =
∑C

c=1
MSEc = MSE1 +MSE2 (2)

when the class is imbalanced, n1 � n2, then the MSE1 �

MSE2 and ‖∇MSE1‖ � ‖∇MSE2‖, where the operator ∇
represents the gradient of the error function. Consequently,
‖∇MSE‖ ≈ ‖∇MSE2‖. Thus, ∇MSE is not always the best
minimizer of MSE in both classes. The unequal contribution
on MSE can be compensated by modifying a misclassifica-
tion cost function (γ ) as follows:

MSE =
∑C

c=1
γcMSEc = γ1MSE1 + γ2MSE2 (3)
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FIGURE 3. Class weights setting for base classifiers. Denoted that Clf is a base classifier to form an ensemble
model. C+ and C− represent class default and non-default, respectively. w+ and w− are class weights setting
to class C+ and C−, respectively. i is the numbers of based classifiers.

As mentioned above, cost-sensitive learning does not
change the data distribution directly. It considers misclas-
sification costs during the training process. It considers a
weight on each instance according to the specified costs.
It means that instances of the minority class which holds
a higher misclassification cost, are assigned proportionally
high weights.

In the proposed method, several classifiers are trained with
different costs. The ReLU function is used as an activation
function in each hidden layer. In the output layer, the Softmax
activation function is used to determine the neuron output
values as the default or non-default loans. Adaptive moment
estimation (Adam) optimizer [52] is used to optimize the
gradient descent. It performs well in practice and compares
favorably to other stochastic optimization functions [52].

2) NEURAL NETWORK GENERATION METHOD BASE ON
COST-SENSITIVE LEARNING
The proposed CS-NNE employs cost-sensitive neural net-
works by assigning different costs as class weights to the
neural networks. The cost can be initialized by the proportion
of classes as follows:

wi =
n

C ∗ ni
(4)

where n is the number of instances in the training set, C is the
number of classes, and wi is the cost, which will be a class
weight of class i.wi is a key success parameter to generate the
diverse base learners of the proposed ensemble method. The
bigger cost allows the base classifier to pay more attention to
instances from its class than another one. Different costs for
network ensemble are adjusted and input to neural networks
as hyper-parameters that can be turned. The cost assignment
for neural networks ensemble is shown in Figure 3.

3) ENSEMBLE CLASSIFICATION METHODOLOGY
We employ the success of NN and ensemble approach in
credit scoring. Many studies have shown that ensemble

classifiers can produce near-optimal results [5], [15], [19],
[28], [31], [40]–[44]. Ensemble approaches are confused base
homogeneous or heterogeneous classifier into a single result.
In this study, the majority voting technique has been used.
The majority voting technique combines based classifiers by
adding their results. The final output is based on the highest
score, as shown in the following equation.

c∗ = argi max
∑NC

j=1
vi,j (5)

where v is the probability result of classifier j predicted as
class i, and NC is the number of classifiers. For example,
the instance X , if base classifier Clfj (j = 1, 2, . . . ,NC)
predicts its class label as y = c∗, a binary variable vi,j is
set to be 1, else 0. Thus, the voting result represents the
probability that X belongs to class c∗. According to the voting
rule, the final output of instances X is the class with the
highest votes. The algorithm of the proposed CS-NNE is
shown in Figure 4.

To evaluate the models, the performance of the proposed
CS-NNE is compared with the other state-of-the-art tech-
niques used for credit scoring, such as KNN, LDA, LR,
DT, SVM, and NN. Among the benchmark models, pop-
ular ensemble methods, such as RF [53], XGBoost [54],
Bagging [55], and AdaBoost [56], are included.

IV. EXPERIMENTS
In this section, the experimental setting is presented.
It includes the datasets and data preprocessing, experimental
setup, and performance measurements.

A. DATASET AND DATA PREPROCESSING
In this study, the proposed approach is evaluated by uti-
lize five real-world credit datasets. The first dataset is
loan-requesting data provided by a financial institution in
Thailand (Thai credit). For confidentiality reasons, the name
of the financial institution has not been provided. The raw
data of Thai credit consists of 147,620 records of consumers
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FIGURE 4. Algorithm of CS-NNE (for binary classification).

who had been given a loan. Among them, 15.14% of con-
sumers were considered default loans because borrowers fail
to pay back more than three months. Thus, the dataset was
imbalanced. In the dataset, each instance consists of more
than 100 attributes, such as customer ID, account status,
account number, age, gender, marital status, education, reli-
gion, main occupation, income, customer type, restructure
flag, branch owner, branch description, product type descrip-
tion, loan commitment, address, and telephone number. How-
ever, many attributes, such as customer ID, account number,
account status, address number, code, and description of bank
branches are not very informative for loan default prediction.
Thus, these attributes were discarded to avoid the problem of
model over-fitting.

For data cleaning on the Thai credit dataset, attributes
with a single value of more than 99%, or missing values
of more than 30%, were eliminated. After cleaned data, 21
remaining features were used, as shown in Table 1. Missing
values were replaced by the mean or median value of the
entries depending on the attribute’s data type. All catego-
rized features were transformed to binary numeric features
using the one-hot-encoder. Thus, a feature with k different
nominal values was transformed into k binary features. Then,
all numerical features were normalized into an interval from
0 to 1. The autoencoder method has been used to remove
outliers by 10%.

The remaining four datasets used to evaluate the pro-
posed approach are German, Polish, Australian, and Lending
club. German, Polish, and Australian datasets are col-
lected from the UCI repository, and the Lending club
dataset provided by Kaggle. The data preprocessing used
in the Thai credit dataset is applied to all datasets, except
AEOD is only applied to the Lending club dataset. The
details of the datasets are presented in Table 2. For the
Lending club dataset, we randomly selected from the Lending
club data 2015–2018 consisting of more than 1M records.
We focused on the customers whose loan status is either
‘‘Fully Paid’’ or ‘‘Charged Off’’. The selected customers
are applied to AEOD for 10% removal. After removing
irrelevant features, the 22 remaining features consists of
loan_amnt, fico_score, sub_grade, int_rate, term, installment,
annual_inc, emp_length, home_ownership, cr_hist_len, dti,

delinq_2yrs, inq_last_6mths, open_acc, pub_rec, revol_bal,
revol_util, total_acc, purpose, zip_code, verification_status,
and initial_list_status.

B. EXPERIMENTAL SETUP
In this study, the credit scoring models were constructed by
utilizing real-world training and test datasets. The experiment
was conducted using Windows 10 operating system with an
Intel Core i7 7500CPU and 8GBofRAM. Python version 3.6
was used in the computer and other associated libraries.
Imbalanced-learn version 0.4.3 and PyOD version 0.7.4 were
also used to address the imbalanced problem and outlier
detection, respectively. Tensorflow version 1.4.0 and Keras
version 2.1.2 libraries were used in the experimental study
to develop the fully connected neural network. Scikit-learn
library version 0.20.0 was used to apply several well-known
algorithms, such as LDA, SVM, LR,KNN, DT, RF, and other
ensemble methods. XGBoost version 0.90 was used for a
specific XGBoost classifier.

On the Thai credit training set, Bayesian hyper-parameter
optimization was used on XGBoost for hyper-parameters
turning because of the curse of dimensionality problem.
A grid search is used to determine the optimal hyper-
parameters for other classification algorithms. The optimiz-
ers perform with the given parameters space as presented
in Table 3. The best parameters were selected for credit
scoring and set to base classifier for Bagging and AdaBoost.
Excluding parameter setting, the other parameters were set
to the default value with respect to the common model in
the literature. On the remaining four publicly training sets,
hyper-parameters were applied by the default value. Besides,
the cost of CS-NNEwas adjusted through the empirical study
based on the training data.

C. PERFORMANCE MEASURES
The measurements are evaluated to compare several clas-
sifiers. In this experiment, the classification performance
was measured using evaluation terms consisting of accuracy,
AUC, DDR and non-default detection rate (specificity), and
G-Mean based on the confusion matrix (Figure 5). These per-
formance measures are selected because the measures cover
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TABLE 1. Attribute description and statistics of thai credit dataset.

TABLE 2. Details of datasets used for evaluating the performance of CS-NNE.

FIGURE 5. Confusion matrix.

almost all aspects of model performance and they are widely
used to measure the performance of credit scoring models.

1) The accuracy (Acc) measures the overall true predicted
value in all classes. However, the accuracy value alone

cannot indicate model performance due to the imbal-
anced problem. Thus, it only indicates the overall
classification accuracy of the dataset.

Acc =
TP+ TN

TP+ FP+ FN + TN
(6)

2) The sensitivity or default detection rate (DDR) mea-
sures the proportion of actual default loans that are cor-
rectly detected by models as bad applicants. A number
of NPLs will be small when the DDR is high. On the
other hand, NLPs will be increasing when the DDR
reduces. The DDR indicator is very important due to
the misclassification on default loan leads to NPLs.

DDR =
TP

TP+ FN
(7)
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TABLE 3. Hyper-parameters setting for each classification algorithm.

3) The specificity (Spec) measures the proportion of
non-default loans which are correctly classified by
models as good applicants. Large Spec indicates the
profit gaining generated by the interest of granted
loans, while small Spec means the opportunity loss
from potential interest which the loan is likely to
produce.

Spec =
TN

TN + FP
(8)

4) The Area Under the ROC Curve (AUC) measures the
classification ability of entire sample and the balance
of classified samples simultaneously [57]. Thus, it can
be considered as more appropriate measurement in an
imbalanced credit scoring [41]. The AUC is derived
from the area under the ROC curve which plot between
True positive rate (or DDR) at the y-axis and False
positive rate at the x-axis. The score of AUC ranges
from 0 to 1 which value near 1 refers to the model has
high accuracy.

5) The Geometric Mean (GM) is an evaluation indicator
constructed by Spec and DDR. The higher GM indi-
cates the balance of classification performance between
the classes without any class dominated. It is reason-
able and good performance indicator in the binary clas-
sificationmodel. The GM is computed by the following
equation:

GM =
√
Spec× DDR (9)

If the values of those indicators for a classifier are greater
than the other ones, its classification performance would be
better. Besides, for financial institutions, the risk brought by
the credit scoring models is measured by Misclassification

cost (MC). According to Feng et al. [28], the relative cost
ratio is used to estimate the MC of the models and evaluate
the performance of credit scoring models in financial terms.
The MC is calculated using the following equation:

MC =
FN

TP+ FN
× P (0)× 5+

FP
FP+ TN

× P (1)× 1

(10)

where P(0) and P(1) are the prior probability of non-default
and default loans on the test set, respectively. According to
the literature [27]–[29], [58]–[60], the cost is set to 5 for the
misclassification on a defaulter (as a good customer), more
costly than the misclassification on a non-defaulter (as a bad
customer).

V. EXPERIMENTAL RESULTS
In this study, real datasets were used. Four of the five datasets
are imbalanced. In the experiments, benchmark classifica-
tion algorithms were implemented. This section presents the
experimental results and analysis.We divided this section into
three parts: A) and B) present the results of private dataset
(Thai credit) and public datasets (German, Polish, Australian,
and Lending club), respectively, and C) discuss the results.

A. RESULTS ON THE THAI CREDIT DATASET
The proposed CS-NNE was compared with the benchmark
models, such as individual and ensemble models. To reduce
the bias-related to the random sampling of the training and
test sets, the experiment was set to five-fold cross-validation
so that all samples are selected into both training and testing
sets. The average of indicators (Acc, AUC, Spec, DDR, and
GM) is presented in this section with MC comparison based
on the five-fold experiment.
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1) PERFORMANCE COMPARISON BETWEEN CS-NNE AND
SINGLE CLASSIFIERS
Table 4 presents the approximated parameters for single clas-
sifiers, which are set for ensemble classifiers. Table 5 presents
the detailed performance of the proposed CS-NNE and other
state-of-the-arts classification models. Based on the litera-
ture, RUS and SMOTE are used for preprocessing the training
sets to address the imbalanced problem.

TABLE 4. The approximated parameters setting found on single methods.

TABLE 5. Performance comparison of the proposed CS-NNE with other
single classifiers based on before and after resampling.

Based on original training and resampled training sets by
RUS and SMOTE, the experimental results revealed that
the proposed CS-NNE model outperforms traditional credit
scoring models, such as LR, SVM, KNN, LDA, DT, and
single NN in the terms of AUC, DDR, and GM. Single classi-
fiers maximize the overall accuracy without considering the
minority class of imbalanced datasets. Based on imbalanced

dataset, the DDR of LR, KNN, and LDA were less than 50%
(Table 5). It means poorly accurate on the detection of default
loans. This problem can be addressed using resampling meth-
ods. The results showed that resampling methods improve the
performance of single classifiers on DDR and GM. However,
the average accuracy and Spec were reduced.

From Table 5, all traditional models (except SVM-RUS,
SVM-SMOTE, NN-RUS, and NN-SMOTE) show that they
will generate very high NPLs, as indicated by DDR. CS-NNE
can compromise between profit gain and NPLs generated
by non-defaulters and defaulters, respectively. Although the
CS-NNE model decreases a small number of profits gener-
ated by loan interest, it will reduce a vast number of NPLs,
which critically decreases the financial profit. The com-
promising between profit and NPLs provided by CS-NNE
is better than SVM-RUS, SVM-SMOTE, NN-RUS, and
NN-SMOTE indicated by GM, and CS-NNE achieves the
highest AUC.

As the predictive performance of single classifiers, NNout-
performs other compared methods on most measurements.
It is reasonable to use NNs as the base learners for homoge-
neous ensemble because a better base learner is preferred to
corporate the ensemble approach. Thus, the proposed method
outperforms other single models since it is based on the
accuracy of the base learners, as confirmed by the results
in Table 5.

2) PERFORMANCE COMPARISON BETWEEN CS-NNE AND
ENSEMBLE CLASSIFIERS
The efficiency of ensemble approaches depends on the
diversity among base learners, the performance of the base
learners, and the combining techniques. Popular ensemble
methods, such as RF, XGBoost, Bagging, and AdaBoost
have been implemented to evaluate the influence of diversity
on ensemble performance. The diversity of these ensemble
methods employs random sampling (either in the samples
or feature spaces). Besides, SMOTE and RUS are used to
address imbalanced problems for these ensemble methods.
The proposed CS-NNE model employs cost-sensitive learn-
ing to address the imbalance and diversity of ensemble.
Table 6 presents the best searching parameters for ensem-
ble classifiers. Besides, the CS-NNE model based on nine
optimal classifiers is set to the cost of class non-default and
default by [1:1.5], [1:3.5], . . . , [1:17.5], justified by the empir-
ical study. The empirical results are illustrated in Table 7.

This study enhances the classification performance of the
credit scoring model on DDR with the competitive average
predictive results. Table 7 shows that the proposed CS-NNE
model achieves the best AUC, DDR, and GM compared to
other ensemble models. RF achieves the best accuracy, while
several classifiers, such as RF, NN-Bagging, DT-AdaBoost,
and DT-Bagging are dominated by non-default loans. They
also unsuccessfully detect the default samples that did not
achieve the aims of the predictive models and the finan-
cial institution’s needs. RF, DT-AdaBoost, and NN-Bagging
results show closed performance.
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TABLE 6. Approximated parameters setting found on ensemble methods.

TABLE 7. Performance comparison of the proposed method with other ensemble approaches.

From Table 7, we observe that the DT-based ensemble
method (XGBoost, RF, DT-Bagging, and DT-AdaBoost) and
NN-Bagging generate NPLs more than the NN-based ensem-
ble with addressing an imbalanced problem using direct or
indirect cost-sensitive learning. The training cost-sensitive
learning on NN-Bagging with RUS, SMOTE, and fixed cost
(1:5) showed the approximate predictive performance, which
is improved by the traditional NN-Bagging on DDR and
GM. It means the NPLs will be reduced using cost-sensitive
learning to assess applicants’ creditworthiness. The proposed
CS-NNE achieves better performance than NN-Bagging with
RUS, SMOTE, and fixed cost (1:5) on some reasons. For
example, 1) CS-NNE reduces the NPLs by 4.35%, 3.81%,
and 3.04% generated from NN-Bagging with RUS, SMOTE,
and fixed cost (1:5), respectively. 2) CS-NNE does not require
any complex resampling methods to address an imbalanced
problem. However, the imbalanced problem can be addressed
without any consequent problems generated by resampling
methods. 3) CS-NNE performs on the original training distri-
bution. However, bagging forms sub-training sets by random
sampling with replacement. Thus, its computational cost will
be more.

3) MC COMPARISON
Misclassification on default and non-default classes is a
significantly different cost. Errors on predictive defaults
generate higher costs than those associated with predic-
tive non-default because financial institutions lose potential
interest and the principal that was granted to borrowers.
The trustworthy estimates of the MC are a compli-
cated task. According to [27]–[29], [58]–[60], the rela-
tive cost ratio of MC is 1:5 for non-default and default
loans, respectively. According to (10), MC depends on the
misclassification of both classes with different costs. The
lowest MC means that the model can decrease misclassifi-
cation costs from potential interest and the principal on the
defaulters.

The CS-NNE model does not achieve the highest Spec
because it does not dominate by the majority class and the
overall classification ability is efficient. Thus, the proposed
CS-NNE model can reduce misclassification costs from
potential credit default for lenders. In Figure 6, the CS-NNE
model showed the best performance on MC by 0.109, indi-
cating that the costs generated by opportunity loss and NPLs
will be minimized by CS-NNE.
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FIGURE 6. Comparison of MC on different models.

B. RESULTS ON PUBLIC DATASETS
This section compares the results of CS-NNE with other
classifiers and previous studies on publicly available datasets
(German, Polish, Australian, and Lending club).

1) PERFORMANCE COMPARISON BETWEEN CS-NNE AND
OTHER CLASSIFIERS
The performance of different credit scoring models is eval-
uated by utilizing K-fold cross-validation. Besides, five-fold
cross-validation is used on the Lending club dataset, while the
rest datasets are used for ten-fold cross-validation. By default-
parameters, the performance evaluation of various classifiers
and CS-NNE is presented in Table 8.

Table 8 shows that the CS-NNE model can compromise
the predictive accuracy between classes for the four datasets.
CS-NNE achieves the best performance on DDR for the
German, Polish, and Lending club. It means that the CS-NNE
model is suitable for addressing imbalanced dataset problems
occurring in credit scoring problems. Using the CS-NNE
model, financial institutions can decrease the loss generated
by NPLs since it can detect defaulters better than other
models. However, RF achieves the best performance on the
Australian dataset, which is considered a class of balanced
dataset. The RF slightly performs better than the CS-NNE
model.

2) PERFORMANCE COMPARISON WITH PREVIOUS STUDIES
As described above, CS-NNE is suitable for addressing
imbalanced datasets. Thus, we present comparative results
obtained from previous studies on credit scoring in terms of
AUC, DDR, and GM. Table 9 shows the comparison of the
CS-NNE performance with previous studies based on imbal-
anced datasets consisting of German, Polish, and Lending
club datasets.

Considering the German dataset in Table 9, the AUC
score provided by CS-NNE is inconsistent with the high-
est AUC provided by MHS-RF [61]. However, MHS-RF

unsuccessfully detects default customers as well as
the models provided by NNBag [21] and CS-Bagging-
CS- CART [62]. Compared with BP-ANN-PSO [57],
the CS-NNE model can compromise the accuracy between
classes better than BP-ANN-PSO, as indicated by GM. These
models will generate a large number of NPLs. There are a
few studies, which do not report the Spec and DDR in their
studies. Thus, we cannot compare the insight’s results.

Based on the Polish dataset, which has a high imbal-
ance ratio, CS-NNE achieves the best performance on DDR
by improving more than 20%, while Spec is still higher
than 92%. Although other compared models will make high
profits generated by loan interest, they will make very high
NPLs, which critically damage the net profit.

Based on the Lending club dataset, the first and sec-
ond models with the highest NPLs are RF [60] and
DM–ACME [63], respectively. RF-RUS [64] shows the best
on compromising accuracy between classes. However, com-
paring to RF-RUS [64], CS-NNE is less than 1% on the entire
compared measurements, which is insufficiently different
from the overall performance. EBCA+PSO [5] achieves the
best AUC. However, the GM score is very low, indicating that
EBCA+PSO gives very low on either Spec or DDR.

As described above, most previous studies lead to NPLs
when datasets are imbalanced. The proposed CS-NNEmodel
can solve the problem and improve predictive performance on
default loans. Thus, using the CS-NNE model, the financial
institutions can reduce the loss on the principal, which the
loan is probably to be an NPL. Besides, the net profit partially
depends on the loss given default.

C. DISCUSSION
In credit scoring systems, any small improvement in the per-
formance of credit scoring models can significantly improve
future savings and has important commercial implications.
It can be achieved using ensemble methods [3], [4], [6].
This experiment integrated cost-sensitive learning with the
NN ensemble approach. In this study, state-of-the-art mod-
els were benchmarked with classical techniques. Based
on the experimental results in Table 5, the overall accu-
racy rates are generally high on the original imbalanced
dataset and for the different classifiers. This is because the
dataset is highly dominated by non-default loans around 85%
and underrepresented by the number of remaining default
loans. The classifiers show a huge weakness on correctly
detecting the minority observations. These results confirmed
the studies by Loyola-González et al. (2016) and Sihem
Khemakhem et al. [6], Loyola-González et al. [76]. Their
studies suggested that the training process is dominated by
the majority class, while the minority class is misclassified
even though the classification models generate a high overall
accuracy.

He et al. [5] and Sun et al. [7] suggested the idea of gen-
erating diverse training subsets by different resampling rates
for ensemble classifiers to construct credit scoring models.
Although different resampling rates resolve an imbalanced

78532 VOLUME 9, 2021



W. Yotsawat et al.: Novel Method for Credit Scoring Based on CS-NNE

TABLE 8. Performance comparison of CS-NNE with different methods on public datasets.

problem, they might lead to extra cost and other problems.
This study used different costs to diversify based classifiers
without applying any resampling method. Thus, the conse-
quent problems generated by resampling methods did not
occur. As shown in Table 7, different costs could diversify
and improve the performance of based classifiers.

In statistical techniques, LR is still considered the
industry-standard method for constructing credit scoring
models. Some researchers showed the superiority of LR
over ML techniques, such as SVM and DT [16]–[18], [77].
However, recent studies have demonstrated that ML tech-
niques achieve better than statistical techniques in tack-
ling financial problems, including credit scoring. As shown
in Table 5, NN predictive performance outperformed the
statistical methods and other single methods on most criteria.
It conforms toMundra et al. [78] research. To form an ensem-
ble, based methods should be competent classifiers, which
provide high accuracy and variance. Besides, NN provided
high accuracy and other measurements. Different costs are
employed to achieve a high variance of predictive models.
Thus, it is reasonable to integrate the powerful NN for ensem-
ble classifiers, as implemented in this study.

Recently, ensemble classifiers have employed increasing
on credit scoring models. Malekipirbazari and Aksakalli [60]
recommended RF as an effective algorithm to build a credit
scoring model. RF has been used as a benchmark of ensem-
ble algorithms in many studies [8], [60], [79]. Compared
with the RF model, the proposed CS-NNE model per-
forms better based on DDR, GM, and MC. This is because

the proposed CS-NNE is constructed using accurate based-
classifiers, which achieve better than decision tree-based
methods. Besides, an ensemble is employed to increase the
predictive performance using different costs for diversifica-
tion. The results presented in Table 7 showed the proposed
CS-NNE achieves better than RFmethods based on DDR and
GM with 15.71% and 5.84%, respectively.

In the Bagging ensemble scheme, many high vari-
ance based-methods are aggregated to form a final deci-
sion [55]. The Bagging-NN method was reported as an
alternative and effective tool for credit scoring models
by Dželihodžić et al. [21], called NNBag. The difference
between the proposed CS-NNE and NNBag is as fol-
lows. First, NNBag employs attribute selection techniques
to enhance the performance of the credit scoring model
based on small and imbalanced datasets. In the proposed
CS-NNE method, AEOD is utilized to enhance the credit
scoring model without any informative feature elimination
based on a large and imbalanced dataset, occurring in the real
world of credit scoring. Second, NNBag creates ten-based
neural network classifiers and combines results using the
majority voting based on Weka environment. In the proposed
method, the optimal nine NN classifiers have been created
based on Python. Finally, the variance of based classifiers in
the NNBag model depends on a 0.9 randomly resampling
ratio with replacement. Thus, some data points might be
represented multiple times, while some informative instances
might be excluded by the Bagging mechanism. However,
the variance of the proposed CS-NNE relies on different
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TABLE 9. Performance comparison of CS-NNE with prior works over public datasets.

costs based on the dataset without noisy and outlier data.
Bagging neural networks were also implemented as bench-
marked models. As shown in Table 7, CS-NNE outperforms
the Bagging neural networks indicated by AUC, DDR, and
GM before and after applying resampling techniques to the
training set.

Terko et al. (2019) [80] suggested that the XGBoost model
fails to outperform recommended approaches for solving
credit scoring problems. Although the overall accuracy score
of the XGBoost model is satisfactory, a high number of mis-
classifications based on defaults is higher than the detected
default. From Table 7, the empirical results are consistent
with the study by Terko et al. XGBoost showed a high value
of accuracy with high Spec. It means that XGBoost can accu-
rately discover on non-default loans, which can increase the
profit gained for financial institutions by the potential inter-
est. However, the low value of DDR generated by XGBoost
critically damages the financial profit. Compare with the pro-
posed CS-NNE, XGBoost provides DDR less than CS-NNE

by 16.24%, while CS-NNE provides a non-default prediction
rate less than XGBoost by 3.27%.

In summary, the researchers assumed that the proposed
CS-NNE can enhance the performance of DDRwith the com-
petition of the overall classification results. We investigated
the performance of single and multiple classifiers for credit
scoring utilizing an imbalanced and large dataset. The results
showed that most ensemble algorithms have better perfor-
mance than the single classifiers. This finding is consistent
with previous comparative studies [21]. Besides, the proposed
CS-NNE outperforms other techniques due to two reasons:
1) using NN based classifiers since NN provides better per-
formance among other techniques, and 2) using different
costs to diversify based classifiers. In the learning aspect,
the CS-NNE does not require any resampling method to
form diverse training subsets. Besides, the proposed CS-NNE
minimizes MC, which reaches the financial institution needs.
Thus, the proposed approach has great potential in credit
scoring applications.
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VI. CONCLUSION
Credit scoring model has become a powerful tool for banks
and other financial institutions to assess the creditworthiness
of applicants. Thus, the classification performance of the
credit scoring model is essential to maximize the profitability
of financial institutions. This research proposed a novel credit
scoringmodel using a cost-sensitive neural network ensemble
as called CS-NNE. We used autoencoder outlier detection
to remove noisy and outlier data during data preprocessing.
The proposed model can help financial institutions to detect
the probability of default before granting loans. To verify the
efficiency of the proposed CS-NNE model, individual and
ensemble methods were implemented as benchmark models
e.g., DT, LR, LDA, SVM,KNN, RF, Bagging, AdaBoost, and
XGBoost. We utilize five real-world credit scoring datasets.
One of them is a loan-requesting dataset provided by a finan-
cial institution in Thailand, while the remaining four datasets
are publicly available and widely used by several existing
studies.

It is essential to address the imbalanced problem in the
training set to avoid bias to a majority class. Benchmark mod-
els are implemented by utilizing balanced and imbalanced
datasets. The comparative results showed the superiority of
the proposed CS-NNE over the benchmark individual and
ensemble methods based on AUC, DDR, GM, and MC.
Compare with a single NN based on the Thai credit dataset,
the proposed CS-NNE model can improve AUC, DDR, and
GM by 1.36%, 15.67%, and 6.11%, respectively, and achiev-
ing the best MC by 0.109. Besides, we obtained that using
appropriate costs to form the flexible CS-NNE is better than
complex resampling techniques. The superiority of the pro-
posed CS-NNE is confirmed on imbalanced datasets, such as
German, Polish, and Lending club datasets. Thus, the pro-
posed model is suitable for assessing the applicants’ cred-
itworthiness and can be used as an alternative successful
technique for credit scoring system, especially in a challeng-
ing environment, such as a financial crisis period.

Although we investigated the cost-sensitive neural network
ensemble on imbalanced datasets, some aspects need further
investigation, such as the cost-sensitive ensemble based on
other algorithms and the effect of imbalanced ratios on origi-
nal datasets. In future studies, further study will be conducted
using other machine learning algorithms, novel approaches
for data preprocessing, and optimizing cost-sensitive learning
parameters.
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