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ABSTRACT Computational image aesthetic evaluation is a computable human aesthetic perception and
judgment realized by machines, which has a significant impact on a variety of applications such as image
advanced search and promotional exhibition of painting arts. Various approaches have been proposed in
copious literature trying to solve this challenging problem. However, there have been few attempts in
reviewing works from different types of visual arts, due to their significant differences in visual features and
aesthetic principles. In this survey, we present a comprehensive listing of the reviewed works on aesthetic
assessment of photographs and paintings, mainly highlighting the contributions and innovations of the
existing approaches. We firstly introduce aesthetic assessment benchmark datasets in different categories.
Then, conventional aesthetic evaluation approaches based on handcrafted features are reviewed. Besides,
we systematically evaluate recent deep learning techniques that are useful for developing robust models
for aesthetic prediction tasks in scoring, distribution, attribute, and description. Moreover, the possibil-
ity of aesthetic-aware color enhancement, recomposition of photo images, and automatic generation of
aesthetic-guided art paintings through computational approaches are summarized. Finally, challenges and
potential future directions for this field are discussed.We hope that our survey could serve as a comprehensive
reference source for future research on computational aesthetics in visual media.

INDEX TERMS Computational aesthetic evaluation, visual art image, handcrafted features, deep neural
networks, aesthetic enhancement.

I. INTRODUCTION
Aesthetics is an important discipline in visual arts that
research on the aesthetic categories such as beauty and ugli-
ness, human aesthetic consciousness, aesthetic experience,
creation, development and law of beauty [1]. As an increasing
number of visual artworks are created, stored and propagated
online in digital forms, the efficient, automated, and quanti-
tative aesthetic evaluation capability has a profound impact
on the applications of advanced image retrieving, photo aes-
thetic enhancement, promotional exhibition of digital paint-
ing gallery, and computer-aided creation of art paintings.
For instance, when a user enters ‘‘natural lanscape’’, he/she
will hope to see colorful, pleasing sky and grass views or
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well-captured mountain instead of gray or blurry snapshots;
common people now have more opportunities to appreciate
art works casually on online library like Google Art Project
without going to museums, it is valuable in helping the ama-
teurish users to better appreciate and understand art beauties.

As one of the natural attributes in human perception, there
exist some inspirations from psychological and neuroscience
to modern visual aesthetics quantitatively [2]. Researchers
find out the diversity of aesthetic simulations between differ-
ent regions of the brain when people appreciating artworks,
and there is a connection between human aesthetic experience
and the feeling caused by visual stimuli, which is evoked
by activations in distinct and specialized areas of the visual
cortex [3]–[6]. These activations can be classified into the
early processing of visual stimuli inputs including color,
shape, line, orientation, spatial position, and movement,
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intermediate element combination like grouping and cate-
gorization, and late aesthetic perceptual stimulus [7], [8].
Photographers or artists intentionally combine such attributes
to form a set of well-established photographic rules, to cap-
ture high-fidelity and attractive images, or art principles when
they create artworks in order to induce pleasing or desired
emotional effects to a large group of audiences [9], [10],
as shown in Figure 1.

FIGURE 1. Visual art image with different aesthetic qualities. Left:
photograph images. Middle: western oil paintings. Right: Chinese ink
paintings. The high and low aesthetic quality images are on the top and
bottom rows, respectively.

Leder et al. [11] proposed a five stagesmulti-level informa-
tion processing model of aesthetic experience: perception of
low-level information including color, contrast, and complex-
ity, implicit integration of personal experience and memory,
explicit classification, cognitive mastering and evaluation,
with ultimately aesthetic judgment and aesthetic emotion as
production. However, it is difficult to model this sequence
computationally for visual art images. The challenges include
(i) quantitative modeling the complicated photographic
rules, or abstract art principles and appreciation languages,
(ii) explaining the aesthetical differences in various images
contents, subjects, or art genres (e.g. animal, still life, scenery,
architecture, landscape, portrait), (iii) knowing the expression
techniques used in capturing photos or drawing paintings
(e.g. lighting, sharpness, depth-of-field, motion blur, color-
fulness, ink shading, whitespace), and (iv) building a large
scale of aesthetic evaluation datasets for various types of
visual art images.

To address these challenges, the concept of Computational
Aesthetics is proposed at the 1st Eurographics Workshop
on Computational Aesthetics in Graphics, Visualization and
Imaging in 2005, which aims to use the computing power of
the computer itself to replace the processing and analysis pro-
cess of human brain and visual perception system, to under-
stand various attributes of art images and aesthetic cognition
objectively and quantitatively, and simulate the human visual
system and perception to make applicable aesthetic judgment
on images automatically [12], [13]. It has recently attracted
a lot of interest and has become an active research direc-
tion in the computer vision field. Previous works mostly
researched on photographs and paintings, based on the acqui-
sition of various image aesthetic assessment datasets, early

studies [14]–[17] typically adopted rule-based approaches
and traditional machine learning algorithms to extract hand-
crafted low-level features, thus explicitly modeling the pho-
tographic techniques or painting principles. However, due to
the vagueness of certain photographic or art rules, the hand-
crafted features are often difficult in approximating com-
putationally. Beginning with the strong performance of
Krizhevsky et al. [18] in the image classification, the grow-
ing amount of datasets, and feasible transfer learning with
fine-tuned networks [19], deep learning methods [20], [21]
have been applied to aesthetic quality assessment of visual
art images, which can automatically learn effective aes-
thetic features with successful attempts and promising
results [22]–[25].

Recently, there are some surveys about computational
image aesthetic analysis. Joshi et al. [26] discussed key
aspects of computational inference of aesthetics and emo-
tion from images, but the deep learning based methods are
not considered. Some reviews focused on image quality
assessment [27]–[29], however, the image quality usually
relates to distortions caused by lossy compression, noises,
transmission channel attenuation, and distinguishes noisy
images from clean images in terms of different quality mea-
sures such as structural similarity index [30], visual signal-to-
noise ratio [31], and visual information fidelity [32], rather
than photographic or artistic aesthetics. Deng et al. [33]
systematically reviewed approaches based on visual feature
types, dataset characteristics, evaluation metrics, and also
conducted experiments to compare the predictive perfor-
mances of various deep learning settings. But it do not relate
to different aesthetic tasks, especially aesthetic distribution,
aesthetic factors, aesthetic description. Besides, it mainly
focuses on photographic images without considering art-
related painting images. Bai et al. [34] summarized research
methods and evaluation indicators in experimental aesthet-
ics, associated emotion, complexity, artist, and style clas-
sification in computational aesthetics of painting images.
Fiorucci et al. [35] reviewed the research methods of machine
learning in painting attribute recognition, forgery identifica-
tion, and art history. From the perspective of physics and
math, Perc [36] analyzed the quantitative evaluation of beauty
in culinary art, painting art, and music art. Lu et al. [37]
summarized the computational aesthetics of fine art paint-
ings into attribute recognition, content understanding, and
aesthetic judgments according to the key processes of human
aesthetics that include perception, cognition, and evaluation.
However, these review articles only discussed approaches in
art paintings without covering natural photo images.

Due to the significant differences in visual features and
aesthetic principles of different visual arts, in this survey,
we would like to contribute an extensive listing of the
reviewed works on aesthetic assessment of photographs and
paintings, mainly comparing the contributions and innova-
tions of the existing approaches between these two typical
types of visual arts, and discuss challenges and potential
insights for future directions in this field of study.
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FIGURE 2. The framework for research on computational aesthetic evaluation of visual art images.

The framework of review on computational aesthetic
evaluation of visual art images is shown in Figure 2.
Specifically, we review the most commonly used publicly
available aesthetic assessment datasets on different cate-
gories of art images. Then, conventional aesthetic evaluation
approaches based on handcrafted features are summarized.
Besides, we systematically evaluate recent deep learning
techniques that are useful for developing robust models in
aesthetic judgment on scoring, distribution, attribute, and
description, as shown in Figure 3. Moreover, the possibility
of building connections between image aesthetic evaluation
and aesthetic-driven photo enhancement, including automatic
image color adjustment and recomposition, and automatic
generation of aesthetic-guided art paintings through compu-
tational approaches are analyzed. We hope that our survey
could serve as a comprehensive reference beginning for future
research on the computational aesthetics in visual media and
its valuable potential applications.

FIGURE 3. Research methods classification.

The remainder of this paper is organized as follows:
We first give a review of image aesthetic assessment
datasets in Section II. Then in Section III, we summa-
rize conventional approaches based on handcrafted features.

The aesthetic evaluation tasks with deep learning are ana-
lyzed in Section IV. In Section V, we build a connection
between aesthetic assessment and aesthetic manipulation,
with a focus on aesthetic-based image enhancement and auto-
matic art painting generation. In Section VI, current chal-
lenges of research and some open issues for future directions
in this field of study are discussed. Finally, we conclude our
survey in Section VII.

II. DATASETS
Being treated as a data-driven learning problem, the construc-
tion of the image aesthetic evaluation benchmark dataset has
become the key prerequisite for the research. Many attempts
have been made to contribute publicly available large-scale
datasets for more standardized evaluation of model per-
formance. In the acquisition of subjective scores of image
aesthetics, it can be realized through manually scoring exper-
iments in the lab [38]–[40], online scoring on image sharing
website [26], [41], and crowdsourcing evaluation [42], [43].
In the following, we introduce some most commonly used
benchmark datasets for image aesthetic assessment in pho-
tographs and paintings, respectively.

A. NATURAL PHOTOGRAPH IMAGE
The Photo.Net dataset [26] is one of the earliest large-scale
databases for image aesthetic evaluation. It contains
20,278 images with at least 10 ratings per image, each of
which ranges between 1 and 7 with 7 represented the high-
est aesthetic feeling, and the overall distribution is skewed
towards aesthetically pleasing. Tang et al. [38] constructed
the CUHK-Photo Quality (CUHK-PQ) dataset, which con-
tains more than 17,690 images with binary aesthetic labels
assigned by at least 8 out of 10 subjects for each sample.
All images are grouped into 7 semantic categories including
‘‘animal’’, ‘‘plant’’, ‘‘static’’,‘‘architecture’’,‘‘landscape’’,
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‘‘human’’, and ‘‘night’’, with the overall ratio of the total
number of positive and negative samples around 1: 3.
The Hidden Beauty of Flickr Pictures (HiddenBeauty)
dataset [43] contains more than 15,000 images belonging
to one of four categories including ‘‘human’’, ‘‘nature’’,
‘‘urban’’, and ‘‘people’’, which were chosen from the
YFCC100M dataset [54]. The aesthetic score of each image
was collected on a five-point scale through the CrowdFlower
crowdsourcing platform.

Murray et al. [41] built the first large-scale database
for aesthetic visual analysis (AVA) dataset containing
255,530 images with detailed annotation. The images are
downloaded from www.dpchallenge.com, an online image
sharing and scoring website storing a community of pro-
fessional and amateur photographers. Each image in the
dataset is associated with a distribution of scores represent-
ing individual votes, which are rated on a scale 1-10 by
receiving between 78 and 549 votes by amateur and pro-
fessional photographers, and the mean score is calculated
to be the ground truth aesthetic label for the image, with
the overall ratio of the total number of positive and negative
samples around 12:5, as shown in Figure 4. Along with aes-
thetic scores, the dataset includes 66 semantic attributes and
14 photographic style annotations (e.g. Complementary col-
ors, High Dynamic Range, Motion Blur, etc.). The AVA
dataset serves as an acknowledged benchmark for perfor-
mance evaluation in image aesthetic evaluation and aes-
thetic distribution learning. Schwarz et al. [44] built a
large-scale multi-user agreements image aesthetic dataset
(AROD), which contains 380K images downloaded from the
online image sharing website Flickr with associated metadata
such as the number of views, favorite list, etc. To annotate the
aesthetic score of an image, they calculate the ratio between
the number of views and the number of clicks that favor the
image to quantify the human aesthetic feeling.

FIGURE 4. (a) Sample images in the AVA dataset. Images rated with mean
score > 5 are grouped in green, while the ones rated with mean score < 5
are grouped in red. The right groups are ambiguous ones with moderate
scoring around 5. (b) The distribution of positive and negative images for
different partitions in AVA dataset [33].

Besides these standard benchmarks, there are some new
datasets that solving the balanced distribution in different
aesthetic levels with richer high-level aesthetic attributes

and description annotations. Kong et al. [45] constructed
a new Aesthetics and Attributes database (AADB), which
contains totally 10,000 images with overall aesthetic scores
and binary labels of 8 aesthetic attributes (balancing element,
color harmony, interesting content, shallow depth of field,
good lighting, object emphasis, rule of thirds, vivid color)
rated by 5 different workers through Amazon Mechanical
Turk (AMT), as shown in Figure 5. Chang et al. [46] issued
the first aesthetic captioning dataset called Photo Critique
Captioning dataset (PCCD), which contains 4,235 images
and 29,645 pairwise aesthetic comments from professional
photographers in 7 aspects, including general impression,
subject of photo, composition, and perspective, depth of
field, color and lighting, focus, and use of camera, exposure
and speed, as shown in Figure 6. The AVA-Comments [48]
and AVA-Reviewers [47] datasets are designed by select-
ing 255,530 and 40,000 images from AVA dataset and add
single sentence comments to describe overall impression.
Jin et al. [49] built a new dataset named DPC-Captions.
It contains 154,384 images and 2,427,483 comments of up
to 5 aesthetic attributes using aesthetic knowledge transfer
from the full-annotated small-scale PCCD and AVA-Plus
datasets, which crawled 330,000 images together with their
comments from DPChallenge.com to a large-scale weakly
annotated one.

FIGURE 5. Sample images in the AADB dataset. Each photo is annotated
with the 8 aesthetic attributes in binary labels and aesthetic ratings on a
scale 1 to 5 (displayed on top and right of each image, respectively) [45].

Table 1 lists a summary comparison between different
public datasets for photo aesthetics assessment. The AADB
and AVA provide a larger scale, broader score distribution,
richer semantic and style attribute annotations than Photo.Net
and CUHK-PQ, which are either biased or consist of sam-
ples for easy binary aesthetics classification. The key dif-
ferences between AADB and AVA are that in AVA many
images are heavily edited or synthetic, while AADB con-
tains a much more balanced distribution of photographic
imagery of real scenes downloaded from Flickr. However,
the quantity is small and the tag of each aesthetic attribute
in AADB is a binary value (high or low aesthetics). The
PCCD and DPC-Captions provide more detailed comments
for each aesthetic attribute than AADB and AVA. While the
size of PCCD is relatively small compared to AVA, which
is commonly used in this field but does not contain ground
truth of aesthetic captions and attributes. The AVA-Reviews
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TABLE 1. Comparison of the properties in different benchmark datasets on image aesthetic assessment.

FIGURE 6. Samples in the photo critique captioning dataset with scores
and comments in 7 aesthetic aspects [46].

and AVA-Comments do not annotate the comments for indi-
vidual aesthetic attributes. AlthoughDPC-Captions has fewer
images than AVA-Comments, the average number of com-
ments for each image in DPC-Captions is larger than that
of AVA-Comments. The small-scale PCCD contains both
comments and scores of attributes, while the large-scale
DPC-Captions only contains partially annotated attribute
comments.

B. PAINTING ART IMAGE
The aesthetic annotation of painting art images is usually
obtained through aesthetic experiments, such as gathering
non-art subjects in a controlled environment and recording
the participants’ aesthetic responses to the paintings com-
bined with discrete vocabulary and hierarchical aesthetic rep-
resentation method.

Li and Chen [39] collected 100 oil painting images of
impressionistic landscape as subject matter, and invited
42 non-art volunteers to score each oil painting (1-5 points)

in 4 dimensions including color, composition, texture, and
general aesthetic feeling, and the average scores are used
in aesthetic quality evaluation of oil painting, as shown
in Figure 7. Amirshahi et al. [50] built a publicly avail-
able JenAesthetics dataset, which contains 1,628 high-
quality images of colored oil paintings downloaded from
the Wikimedia Commons website in Western provenance
from 410 artists. The art images in the dataset cover a
wide range of 11 art periods (e.g. Classicism, Realism,
Rococo, etc.) and 16 subject matters (e.g. Abstract, Urban
scene, Still life, etc.). For each session in the human rating,
163 images are selected randomly from the dataset and pre-
sented to the observer, and each painting is rated on a scale
1-100 between 19 and 21 votes from non-art observers.
The subjects are asked to score each image on 7 properties
including ‘‘Aesthetic quality’’, ‘‘Beauty’’, ‘‘Liking of color’’,
‘‘Liking of content’’, ‘‘Liking of composition’’, ‘‘Knowing
the artist’’, and ‘‘Familiarity with the painting’’, using a
sliding bar located on the bottom of the screen, and the
median value between the scores in each aspect is calculated
as the final ground truth label. Zhan et al. [55] designed a
new dataset for aesthetic and emotional evaluations of tra-
ditional Chinese paintings. The dataset contains 511 images
of Chinese paintings collected from multiple sources

FIGURE 7. Sample images in the dataset of impressionistic landscape oil
paintings that are labeled as ‘‘high-quality’’ (the upper row) and
‘‘low-quality’’ (the bottom row) [39].
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(e.g. www.artsjk.com, an online Chinese art website).
350 aesthetic adjectives are then collected and filtered as
5 aesthetic semantic categories through Hevner affective ring,
questionnaire survey, and factor analysis. 20 participants are
asked to make ratings for each image on 5 items: aesthetic
category including beauty score of momentum, quiet, vitality,
elegant, bleak, and pleasure-arousal-dominance (PAD) on a
scale 1-9.

Sartori et al. [40] built a new dataset for emotion recog-
nition evoked by collecting 500 professional abstract art-
works created by 78 artists from the MART dataset, and
500 amateurs abstract artworks created by 406 authors from
the deviantArt dataset, an online social network website shar-
ing user-generated artworks, as shown in Figure 8. To collect
the ground truth of positive and negative emotions evoked by
abstract paintings, they used an Absolute Scale annotation,
in which 100 raters including visitors, teachers, curators, and
students were asked to use the Likert scale of 1-7 points to
judge paintings presented one by one, where 1 meant a highly
negative emotion and 7 meant a highly positive emotion.
Besides, the relative scale annotation was used to collect the
ground truth for comparison. 25 subjects were presented with
paintings in pairs and were asked to select the one which
evoked more positive emotions. Then the TrueSkill ranking
system was used to get a reliable ranking by optimally sam-
pling pairs of paintings, the final ‘‘skills’’ were considered as
emotional scores. Mohammad and Kiritchenko [52] created
theWikiArt Emotions Dataset, which contains emotion anno-
tations for 4,105 pieces of art selected from WikiArt.org’s
collection for 22 categories (e.g. impressionism, realism,
etc.) in 4 western styles (Modern Art, Post-Renaissance Art,
Renaissance Art, and Contemporary Art). Each art image is
annotated by crowdsourcing for 20 emotions classified in
‘‘positive’’, ‘‘negative’’, and ‘‘other or mixed’’, whether it
shows the depiction of a face, and how much the observers
like the art (-3-3 points). The distribution showed that about
64% of the images were labeled as liked, 18% as disliked,
and 18% as neither liked nor disliked. Achlioptas et al. [53]
present a new large-scale dataset providing affective expla-
nations for the interplay between visual content and its emo-
tional effect, named ArtEmis. It contains 81K artworks from
WikiArt covering 27 art styles (abstract, cubism, impres-
sionism, etc.) and 45 genres (cityscape, landscape, portrait,
etc.). Each artwork was annotated by at least 5 subjects
to express their dominant emotional reaction by choosing
among the 8 emotions (Amusement, Anger, Disgust, Excite-
ment, etc.), and explaining the reason for their response,
which are 439,121 emotion explanations in natural language
from visual stimuli in the artworks, as shown in Figure 9.
The comparative statistics of different public datasets for

aesthetics assessment of painting arts are shown in Table 1.
The ArtEmis provides a larger scale, greater diversity in cate-
gory distribution of art styles and genres, and richer semantic
explanations to elicit emotional responses in artworks than
abstract painting and WikiArt Emotions. The Jenaesthet-
ics is more focused on annotation in aesthetic feeling and

FIGURE 8. Sample images in the dataset of abstract paintings from MART
and deviantArt that are classfied as ‘‘highly positive’’ (the upper two
rows) and ‘‘highly negative’’ (the bottom two rows) [40].

FIGURE 9. The affective explanations in ArtEmis (top and middle rows)
explain abstract semantics and emotional states that are not directly
visible associated with the contents [53].

associated aesthetic factors in western paintings, which is
more comprehensive than the oil painting dataset.

III. CONVENTIONAL EVALUATION WITH HANDCRAFTED
AESTHETIC FEATURES
The conventional approach for aesthetic evaluation of visual
art images is to extract hand-designed features, which quan-
tifies various critical photography skills and domain exper-
tise in painting art rules. Below we summarize a variety
of approaches in aesthetic evaluation of photo images in
content-independent features, category-specific features, and
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TABLE 2. Comparison of various conventional evaluation approaches with handcrafted aesthetic features.

painting images based on art rules and cognitive psychology
(Figure 10), as shown in Table 2.

FIGURE 10. Convention approaches with handcrafted features.

A. GLOBAL AND REGIONAL FEATURES
By using simplicity, realism, and other basic photogra-
phy techniques as guidelines, early works extracted global
features to implicitly model specific photographic rules or
aesthetic principles. Ke et al. [15] is one of the first attempts
in quantitatively modeling the global aesthetic properties of

photo images using hand-designed features. They extract
spatial distribution of edges, color distribution, blur, hue
count, and brightness to differentiate between professional
photographs versus snapshots. Sun et al. [56] trained a regres-
sion model based on a global saliency map to estimate visual
attention distribution, they calculate the rate of focused atten-
tion region in the saliency map to predict the aesthetic quality
score of an image. Encapsulated aesthetic signatures includ-
ing sharpness, exposure, colorfulness, tone, clarity, and depth
were computed from images in [57], which comprise cali-
brated ratings of meaningful attributes to predict the overall
aesthetic evaluation score.

Later some works extracted the foreground region focused
on the subject, and the regional features were then calcu-
lated to be effective in complementing the global features
for improving the model classification performance. Luo and
Tang et al. [16] used the blurred region detection algorithm
to extract the subject region and the rest as the background
from the photo image, and then extracted regional clarity con-
trast, lighting, simplicity, composition geometry, and color
harmony features based on this subject and background divi-
sion. Wong and Low [66] proposed a saliency map model to
classify the image aesthetic quality. They first adopt a visual
attention model to extract the saliency regions in the photo,
then the exposure, sharpness, and texture features on global
image and salient regions, as well as features describing the
relationship of subject and background are computed from
the image.

B. CATEGORY-SPECIFIC FEATURES
While all the above approaches attempt to train the universal
aesthetic models to deal with all types of photos without con-
sidering the differences in photo content. Since professional
photographers utilize different photography skills and have
different aesthetic criteria when capturing different types
of photos, some works exploited category-specific features
(such as object and scene types, sky illumination, portrait face
attributes, geographic location characteristics, etc.) based on
the different task nature in image aesthetic assessment.
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Dhar et al. [17] used low-level features to estimate
high-level human-describable attributes, such as composi-
tion, sky-illumination, and scene contents, which were used
to predict aesthetic quality and interesting of photos. Specif-
ically, for the content attributes, they aim at the presence of
people and portrait depiction, presence of animals, indoor-
outdoor, 15 other different scene categories and trained corre-
sponding classifiers. For the sky-illumination attributes, they
focus on training classifiers of natural outdoor illumination
in clear skies, cloudy skies, and sunset skies. Tang et al. [38]
divided the photos into 7 categories including ‘‘animal’’,
‘‘plant’’, ‘‘static’’, ‘‘architecture’’, ‘‘landscape’’, ‘‘human’’,
and ‘‘night’’ based on different visual contents, and a set
of new subject area extraction methods and visual features
were specially designed for different categories. Rawat and
Kankanhalli [58] developed a scene-dependent photography
model that can help an amateur in capturing high aesthetics
photographs. They incorporate the learning with associated
contextual features such as time, geolocation that links a
target image to relevant photos within the same scene geo-
context, environmental conditions, and image types, and
composition information such as eigenrules and baserules.
The proposed model can be used to provide guidance to the
user concerning scene composition and camera parameters
while capturing photos.

Li et al. [67] proposed a photo quality assessment and
selection system based on aesthetic evaluation of consumer
photos with faces. Face-specific aesthetic features (such
as individual facial expressions, individual face poses, and
between-face distances) are specifically captured and com-
plemented with the conventional features (color, lighting con-
trasts between the face and background regions, composition
rules in faces for assessing and improving the quality of
portraiture. Lienhard et al. [59] divided the input headshot
image into different regions (global face region, eyes region,
and mouth region) and computed 15 low-level features such
as illumination, contrast, or colorfulness for each region, then
relevant features and facial areas are chosen by a feature
ranking algorithm, increasing both model classification and
regression performance.

C. GENERIC DESCRIPTORS
An alternative approach, proposed by Marchesotti et al. [60],
[68] is to explore generic image signatures such as Bag-of-
Visual-words (BOV) [69] and Fisher Vector (FV) [70], which
have been successfully used for object recognition, to train
aesthetics models. The SIFT and color statistics features are
used as the local descriptors upon the second order of the
Gaussian Mixture distribution and spatial pyramid, which are
then encoded using BOV or FV, and concatenated as the final
image representation. The authors prove that generic descrip-
tors can implicitly encode the photographic aesthetic proper-
ties with better performance than the existing hand-designed
aesthetic features.

Nishiyama et al. [61] decomposed a photograph into
a collection of local regions with color variations using

a grid-sampling technique, as shown in Figure 11(a), and a
color harmony model was applied to each local region of
an image to compute local descriptors with/without color
boundaries to generate codebooks, which were used to eval-
uate the distributions of dominant color in the region, and
then the histograms are integrated to represent the whole
image in the bag-of-color-patterns framework, as shown
in Figure 11(b). A preference-aware view recommendation
system for scenic photos was proposed by Su et al. [62] to
suggest views according to varied user-favorite photographic
styles, where a bottom-up method is designed to construct
an aesthetic feature library with bag-of-aesthetics-preserving
features instead of top-down approaches that implement the
heuristic rules. However, generic features may be unable
to attain the upper performance limits in aesthetics-related
problems [22].

FIGURE 11. The bag-of-color-patterns framework. (a) The sampled local
regions with/without color boundaries in two sets; (b) The local
descriptors are computed from local regions in (a) to generate visual
words in the codebooks, which are used to plot and concatenate the two
histograms to deduce a feature representation for the photo [61].

D. ART RULE-RELATED FEATURES
In terms of western paintings, Li and Chen [39] detected
some characteristics related to artistic knowledge, such as
color distribution that fitting into the 8 hue and 10 tone types
of Matsuda’s color coordination, brightness, blur effect, and
edge distribution globally, together with local features such
as the shape of regions and color contrast features between
different segments, to classify the impressionist oil paintings
by Van Gogh and Monet as high or low aesthetic quality.
Mallon et al. [63] established the correlations of beauty
ratings and perceptual contrast with statistical properties
of abstract artworks. They first investigate shifts in aes-
thetic perception when appreciating abstract artworks, which
revealed a clear pattern of perceptual contrast. Then they
extract the Pyramid of Histograms of Orientation Gradi-
ents(PHOG) such as self-similarity, complexity, anisotropy,
and aspect ratio as predictive variables to construct the aes-
thetic classification model. Sartori et al. conducted a series
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of emotional researches on abstract paintings, including
distinguishing the difference between positive and nega-
tive emotional abstract paintings by using the general bag-
of-visual-words classification framework, which extracted
LAB-based color visual words and SIFT-based texture visual
words [40], the influence of color combination on emo-
tion [71], visual and metadata features for improving the
abstract painting emotion identification performance [72],
and how color and brush stroke in abstract paintings could be
used to build a computational model that predicts whether an
abstract painting would elicit positive or negative emotions
in the observer [64]. Amirshahi and Denzler [73] designed
features include color self-similarity, weighted color self-
similarity, appearance color heterogeneity, and other charac-
teristics for aesthetic classification of western paintings.

For aesthetic assessment of Chinese paintings,
Zhang et al. [65] developed an aesthetic model of Chinese
ink paintings with 7 low-level handcrafted features such as
ink shading, the ratio of wet and dry ink brush strokes,
selected through stepwise linear regression. Unfortunately,
the variation effect of line rules and white space distribution
are ignored in this model. Besides, the dataset is built by
collecting human ratings of overall feeling, color collocation,
composition, and brush stroke in only 60 flower and bird
paintings from Qi Baishi, which results in lacking general-
ization in the aesthetic model. Zhan et al. [51] conducted
the automatic aesthetic classification of Chinese paintings
based on the 5 types of aesthetic annotation in the database.
33 image features suitable for aesthetic classification are
obtained, and the results show that the art elements related to
the aesthetic feeling of Chinese paintings are ranked in order
of importance: color, brush strokes, brightness, and lines.

While these handcrafted aesthetics features achieved good
evaluation performances, they have some limitations: First,
the manually designed aesthetic features based on specific
photographic criteria have a limited range, it is impossible
to cover exhaustive effective photographic attributes. Second,
due to the vagueness of certain photographic or psychologic
rules and the difficulty in evaluating them quantitatively,
those handcrafted features are usually just approximations of
specific rules. We would summarize some recent literature in
aesthetic assessment using the deep learning technique in the
following sections.

IV. AESTHETIC JUDGEMENT WITH DEEP LEARNING
APPROACHES
Beginning with the strong performance of
Krizhevsky et al. [18] in the image classification, the power-
ful feature representation learned with a growing amount of
datasets, and feasible transfer learning [19] with fine-tuned
Convolutional Neural Networks (CNN) [20], deep learn-
ing methods [21] have been applied to aesthetic quality
assessment of visual art images, which can automatically
learn effective aesthetic features from deep hidden lay-
ers to abstract image information without expert knowl-
edge, thus showing outperformed evaluation capability than

conventional handcrafted features. Researches in the aes-
thetic assessment of visual art images using deep learn-
ing approaches can be summarized into 4 major schemes
(Figure 12), 1) Aesthetic scoring refers to different aesthetic
quality levels (binary labels as ‘‘positive’’ or ‘‘negative’’),
or continuous images aesthetic ratings; 2) Aesthetic distribu-
tion refers to the distribution histogram of aesthetic scores
of images; 3) Aesthetic attribute refers to the evaluation
of good lighting, color harmony, shallow depth of field,
balancing element, motion blur and other aspects of images;
4) Aesthetic description refers to linguistic aesthetics com-
ments of images, as shown in Table 3.

FIGURE 12. Aesthetic tasks with deep learning approaches.

A. AESTHETIC SCORING
1) FEATURES LEARNED WITH CNNs IN GLOBAL
AND LOCAL VIEWS
The RAPID model proposed by Lu et al. [22] can be con-
sidered as the first attempt in training convolutional neu-
ral networks for aesthetic quality classification. They use
an AlexNet-like architecture where the last fully-connected
layer is set to output 2-dim probability for aesthetic binary
classification. The best model is obtained by stacking a global
warped image and a local random cropped patch as inputs to
form a double-column CNN, where the feature representation
from each column is concatenated before the classification
layer, as shown in Figure 13. Moreover, they further improve
the performance of the network by incorporating image style
information using a style-column CNN as the third input col-
umn, forming a three-column CNN with semantic informa-
tion. However, a single patch may not always well represent
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TABLE 3. Comparison of different aesthetic judgment tasks with deep learning approaches.

FIGURE 13. Double-column convolutional neural network for rating pictorial aesthetics. Each training sample is represented by its global
and local views, associated with its aesthetic quality label: low quality (0) and high quality (1). The final fully-connected layer are jointly
trained [22].

the aesthetic properties of the entire image. Then they pro-
pose a deep multi-patch aggregation network architecture
(DMA-Net) [23], which could train models using multiple
patches generated from one image. It is achieved by con-
structing multiple shared CNNs and feeding multiple patches
to each of the columns. More importantly, a statistical aggre-
gation structure is designed to aggregate the features from
the orderless sampled patches by different poolings (min,
max, median and averaging), and an alternative aggregation
structure is also designed based on sorting.

While the DMA-Net has shown some promising evalua-
tion capability, it takes multiple randomly cropped patches
as inputs, which are unable to capture the image lay-
out information. Ma et al. [24] developed an Adaptive
Layout-Aware Multi-Patch CNN (A-Lamp CNN) architec-
ture, which extracts features from both fined-grained details

and holistic image layout simultaneously. To support training
on these hybrid inputs, they design a double-subnet neu-
ral network structure including a Multi-Patch subnet and a
Layout-Aware subnet. For an arbitrary-sized input image,
multiple patches are adaptively selected based on several
criteria including saliencymap, pattern diversity, and overlap-
ping constraint instead of random-cropping, and fed into the
Multi-Patch subnet. A statistic aggregation structure is fol-
lowed to effectively combine the feature representations from
these CNNs, as shown in Figure 14. Meanwhile, the global
layout of the input image is further expressed via attribute
graphs. Finally, a learning-based layer is used to aggregate
the hybrid features from the two subnets in predicting aes-
thetics. However, the number of attribute graph node need to
be predefined. Chen et al. [88] proposed a double-column
CNNs for learning aesthetic feature representation, which
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FIGURE 14. The architecture of Multi-Patch subnet in A-lamp CNN:
(a) adaptive patch selection module. (b) a set of paralleled CNNs that are
used for extracting deep features. (c) aggregation structure that combines
the extracted deep features from the multi-column CNNs jointly [24].

uses a weakly-supervised learning algorithm to project a
set of textual attributes learned from image labels to highly
responsive image regions. Such patches in images are then
fed to the Multi-Patch CNN, with a parallel output branches
modeling each one of the textual attributes are concatenated
on top. Sheng et al. [89] presented a novel multi-patch
aggregation method for image aesthetic assessment. They
design 3 attention-based objective functions (i.e., average,
minimum, and adaptive) that adaptively adjusted the weight
of each patch to enhance the training efficiency.

Inspired from the mechanism in human aesthetic per-
ception, Zhang et al. [25] presented a double-subnet
Gated Peripheral-Foveal Convolutional Neural Network
(GPF-CNN), which simulates the peripheral vision to encode
the holistic information and provided the attention regions,
and the foveal vision to extract fine-grained features on
the attended regions. Considering that peripheral vision and
foveal vision play different roles in processing different visual
stimuli, they further develop a gated information fusion mod-
ule to adaptively balance the weights of the global and local
subnets, which are determined through the fully connected
layers followed by a sigmoid function. The comprehensive
experiments for different tasks in aesthetic classification,
aesthetic regression, and aesthetic distribution show that the
proposed model outperforms the state-of-the-art methods on
the AVA and Photo.net datasets.

From another perspective, considering the damage of
image aesthetics due to the fixed-size input restriction,
Mai et al. [74] proposed a composition-preserving deep
Multi-Net Adaptive Spatial Pooling Convolutional Neu-
ral Network (MNA-CNN) architecture for photo aesthetic
assessment that can directly process the original input images
without any image transformation. Specifically, they add
an adaptive spatial pooling layer upon the regular convo-
lution and pooling layers to directly handle input images
with arbitrary sizes and aspect ratios. To encode multi-scale
image information, their architecture consists ofmultiple sub-
networks, each having an adaptive spatial pooling layer with a
different pooling scale. Moreover, a scene-aware aggregation
layer is designed as category posterior to effectively combine

the multi-scale VGG features from sub-networks. The advan-
tage of the MNA-CNN is to capture aesthetics features at
multiple scales, yet themulti-scale VGG featuresmay contain
redundant information and lead to model overfitting [33].

2) FEATURES LEARNED WITH SCENE SEMANTICS-AWARE
OR MULTI-TASK CNNs
Different scenes tend to employ different photographic tech-
niques and aesthetic criteria. Therefore, a universal aesthetic
model cannot always capture the full diversity of scene
semantics. By integrating the scene semantic information
into the deep neural network, the aesthetic predictive perfor-
mance has been significantly improved. Tian et al. [90] pro-
posed a query-dependent photo aesthetic evaluation model
based on the efficient feature representation learned from a
single-column CNN. Specifically, for a given query image,
a query-dependent training set is retrieved based on visual
similarity, image text tags, or the fusion of both. Then the
SVM classifier is trained on this retrieved training set. The
experiments show that the query-dependent model outper-
formed the universal model learned in the ImageNet task
across all 7 categories.

Wang et al. [75] presented a multi-scene deep learning
CNN model (MSDLM) that is modified from the AlexNet
architecture to comprehensively learn aesthetic features.
To improve the network adaptability to different scenes, they
replace the conv5 layer of AlexNet by designing a scene
convolutional layer, which contains 7 convolutional groups
paralleled linked to conv4 by 7 independent branches for dif-
ferent scene categories (conv15−animal, conv

2
5−architecture,

conv35 − human, conv45 − lanscape, conv55 − night , conv65 −

plant , conv75 − static), with mean pooling before feeding
into the fully-connected layer, thus could exploiting the aes-
thetic descriptors discriminatingly according to each of the
7 scene categories. In the pre-training stage, each group is
independently trained by using images in one scene category,
then the weights learned are paralleled linked back to the
previous layer. Then the weight of CNN is further learned
through supervised fine-tuning end-to-end. The experiments
show that the convi5 layer feature map contains a stronger
response for the input image of ith category, which verifies
the comprehensive ability in extracting aesthetic features for
different scenes.

Kao et al. [76] proposed to exploit semantic recognition
information to assist in learning aesthetic representation with
a multi-task CNN (MTCNN), as shown in Figure 15. Specif-
ically, they set the aesthetic quality evaluation as the main
task and semantic recognition as the aided task. This prob-
lem is interpreted as a multi-task probabilistic framework
with a bayesian analysis to assess a 2-class aesthetic label
and semantic label as a 29-dim binary vector of semantic
tags selected in AVA dataset. Then they model the corre-
lation between aesthetic and semantic tasks by designing a
multi-task relationship learning framework in controlling the
balance of parameters’ complexities between the two tasks,
which effectively optimize the model parameters and exploit
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FIGURE 15. The architecture of multi-task convolutional neural network
in exploiting semantic recognition information to assist in learning
aesthetic representation [76].

the inter-task relatedness for aesthetic feature learning. The
experiments show that the multi-task deep framework could
explore an effective aesthetic representation with the influ-
ence of semantic information with improved accuracy of
aesthetic classification.

3) FEATURES LEARNED WITH TRANSFER LEARNING
IN ARTISTIC IMAGES
The evaluation based on transfer learning mainly refers
to the transfer of natural image related algorithms and
knowledge into the aesthetic assessment of artistic images.
Sabatelli et al. [91] used the VisualBackProp visualization
method [92] to observe the deep neural network before and
after fine-tuning weights, which shows that the network acti-
vation area before fine-tuning is mainly concentrated in the
location indicated the object type, and the active area is then
moved into the position that ismore related to the specific task
in art paintings after fine-tuning. Li et al. [77] applied deep
convolutional features in the classification and evaluation of
sketch copy works, which were collected in the teaching sce-
nario including 25 types of works (such as apple, ceramic pot,
glass, cube, molectron, etc.), with each category 50 works.
They utilize the output of the 6th fully-connected layer in the
AlexNet model pre-trained on the ImageNet dataset as deep
convolutional feature representation, which is used to train
the SVM model in testing the classification performance of
sketchworks. Then the evaluation task of sketchworks is con-
verted as the fine-grained classification problem in 4 levels
(best, good,moderate, andworst) based on images’ high-level
semantic factors (e.g. composition, shape, texture, proportion
of black, white or gray). The bilinear CNN model, pro-
posed for fine-grained categorization classification in natural
images [93], is fine-tuned end-to-end with the compaction
of Tensor Sketch Projection. The results verify that the deep
convolutional feature outperformed the traditional features in
the classification and aesthetic evaluation of sketch works.

Zhang and Xu [78] researched the classification of posi-
tive and negative emotions in ethnic paintings based on the
pre-training strategy for related tasks in natural images. The
pre-trained VGG16 model on the ILSVRC2012 dataset is
fine-tuned on the Twitter Image Dataset to learn effective
features for emotional classification of natural images, then
the model is trained on the ethnic painting dataset for better
adapting on more challenging tasks. To show the learning
process of the model more intuitively, they modify the model

structure by replacing the last 3 fully connected layers with
convolutional layers in different sizes of channels and ker-
nels, with an output of an 8 × 8 sized prediction block to
reflect the predicted emotion distribution of the network.
Zhang et al. [79] proposed a comprehensive framework,
named Inkthetics, to quantify aesthetics of Chinese ink paint-
ings based on deep learning, as shown in Figure 16. By estab-
lishing an aesthetic assessment dataset, they design a deep
multi-view parallel convolutional neural network, which is
fine-tuned from the pre-trained VGG16 model by extracting
global attribute images and multi-patches as inputs to jointly
learn aesthetic features. Moreover, a comprehensive aesthetic
evaluation model is trained by fusing the deeply-learned fea-
tures with handcrafted features that rely on expert knowledge
in Chinese paintings.

FIGURE 16. The framework of computational aesthetic evaluation of
Chinese ink paintings by fusing the deeply-learned features with
handcrafted features in expert knowledge in Chinese paintings [79].

Cetinic et al. [94] employed deep learning approaches to
predict scores related to three subjective aspects of human
perception: aesthetic evaluation of the art, sentiment evoked
by the art, and memorability of the art. For each con-
cept, they utilize knowledge transfer by evaluating differ-
ent CNN models trained on various natural image datasets
to fine art images. For example, the sentiment recognition
model based on Twitter DeepSent [95] and Flickr Sentiment
datasets [96], and the aesthetic classification model based
on AADB, AVA, and Flickr-AES datasets [97] are pre-
trained. These models are then evaluated by comparing the
predicted scores with subjective ratings available for several
small-scale fine art datasets. Besides, the global exploratory
analysis is performed to explore the relation of the three con-
cepts and high-level art attributes, associated with an analysis
of the distribution in different artistic styles or genres.

4) NEW FRAMEWORKS
Michal et al. [98] investigated the possibility of improv-
ing image aesthetic inference of convolutional neural net-
works with hand-designed features that rely on domain
expert feature knowledge in photography. They compare a
wide range of handcrafted features to predict binary clas-
sification and continuous aesthetic scores and selected 8%
and 15% as the best performing feature sets respectively.
Moreover, the model achieves excellent performance by
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combining the hand-designed features with activation from
VGG16 and ResNet50 networks. Li et al. [99] presented a
personality-assisted multi-task deep learning framework for
both generic and personalized image aesthetics assessment,
which utilizes an inter-task fusion by training a siamese
network to generate individual’s personalized aesthetic score
on the image. Zhang et al. [80] proposed a novel Multi-
modal Recurrent Attention Convolutional Neural Network
(MRACNN). It consists of two streams: the vision stream
and the language stream. The former utilizes the recurrent
attention network to eliminate insignificant information and
extracted visual features on some important regions. The lat-
ter employs the Text-CNN to quantify the high-level seman-
tics of user comments. Finally, a Multimodal Factorized
Bilinear pooling approach is used to effectively combine the
visual and textual features.

Liu et al. [100] proposed a novel semi-supervised deep
active learning (SDAL) algorithm, which discovers how
humans perceive semantically important regions from a
large number of images partially assigned with contami-
nated tags. Specifically, the SDLA sequentially links semanti-
cally important object regions from each scenery and unified
these patches with the deeply learned human gaze shifting
path (GSP) features into a principled probabilistic model for
image aesthetic assessment. Sheng et al. [81] proposed an
effective self-supervised learning scheme to extract useful
feature representation for image aesthetic assessment without
manual annotations. Based on the motivation that a suitable
feature representation space could identify the changes in aes-
thetic quality caused by different image editing operations,
they proposed two different self-supervised pretext tasks on
distinguishing the manipulation types such as downsampling
and upsampling, JPEG compression, Gaussian noise, Gaus-
sian blur, color quantization, random patch shuffle, etc, and
strength of image degradation operations. The experiments
prove that their self-supervised aesthetic-aware feature learn-
ing outperforms other self-supervised frameworks in three
aesthetics benchmarks.

B. AESTHETIC DISTRIBUTION
The aesthetic scoring including binary classification and
regression approaches could not completely describe the aes-
thetic diversity and subjectivity among users’ preferences,
the varieties of opinions could be reflected by the probability
distribution of image aesthetic scores, as shown in Figure 17.
NIMA [82] was proposed to predict the distribution of human
opinion ratings in image aesthetic assessment for a given
image using a CNN-based model. It is realized by replacing
the last layer of the baseline CNNwith a fully connected layer
with an output of 10 neurons representing the histogram dis-
tribution of the 10-level scores, followed by soft-max activa-
tions. Then the loss function is modified as the Earth Mover’s
Distance to measure the distance between the network output
and the ground truth histogram distribution of human ratings
expressed as an empirical probability mass function, which
were annotated in the AVA dataset. Baseline network weights

FIGURE 17. The rating distributions are approximated by the score
histograms (1-10) with similar mean scores of images around 5. The hist.,
var., skew. and kur. are short for histogram, variance, skewness and
kurtosis [83].

were initialized by training on ImageNet dataset, and then an
end-to-end fine-tuning is performed on high-level aesthetics
and low-level technical qualities respectively. Jin et al. [83]
predicted the aesthetic score distribution of human ratings
using deep CNN based on the Cumulative distribution loss
function with Jensen-Shannon divergence (CJS-CNN), with
a new reliability-sensitive learning method based on the kur-
tosis of the score distribution.

Cui et al. [101] characterized the disagreement among
users’ aesthetic preferences regarding the same image by
learning distribution-oriented aesthetic representation, which
is developed based on fully convolutional networks with
inputs of arbitrary sizes to eliminate the damage of intrinsic
aesthetic appeal of images. Besides, they introduce a new
deep semantic-aware hybrid network that incorporates the
information from object recognition and scene classification
to improve the image aesthetics assessment performance.
Xu et al. [84] explored an efficient context-aware attention-
based model to predict the aesthetic score distribution of
human subjective opinions. Specifically, an attention module
is presented to supply rich contextual dependencies through
multi-level aesthetic details and long-range perception, which
are realized in hierarchical and spatial context dimensions.
Moreover, the loss function based on the Bhattacharyya dis-
tance is introduced to calculate the similarity between the net-
work predicted distribution and the human subjective ground
truth, as shown in Figure 18.

C. AESTHETIC ATTRIBUTE
Existing evaluation methods do not provide any details on
why the photograph is good or bad, or which attributes
contribute to the aesthetic feeling of the photograph since
these attributes explicitly predict some of the possible cues
that a human might perceive to judge an image. There exist
probabilistic dependencies among aesthetic assessment and
attributes, as shown in Figure 19.
Some works leverage attributes in learning aesthetic fea-

tures and training classifiers. Based on the AADB dataset,
Kong et al. [45] proposed a deep CNN to learn photo aesthetic
rating problem assisted by the pair-wise relative ranking

77176 VOLUME 9, 2021



J. Zhang et al.: Comprehensive Survey on Computational Aesthetic Evaluation of Visual Art Images

FIGURE 18. The context-aware attention-based framework which predicts
the aesthetic score distribution by adopting the Bhattacharyya distance
as loss function [84].

FIGURE 19. Two examples of aesthetic images (upper: low aesthetics;
lower: high aesthetics) with ratings of the aesthetic score and eleven
assessment attributes [87].

modeled in the loss function, and jointly optimized by
aesthetic attributes and photo content information. Specif-
ically, they adopt a Siamese architecture that performed
pairwise training in the first stage, where the two base
networks are pre-trained by fine-tuning AlexNet configu-
rations on aesthetic data using Euclidean Loss regression
layer instead of softmax classification layer. Then they uti-
lize a pairwise ranking loss to explicitly exploit relative
rankings of image pairs based on the Siamese network
as a feature extractor. In the second stage, an attribute-
adaptive rating model is trained by adding an attribute pre-
diction branch into the base-net to fuse with the aesthetic
branch. In the third stage, they incorporate the content clas-
sification branch into the model for joint optimization and
predictions, which include predefined category labels. The
content branch outputs are used as a weighting vector for
gating the combination of predicted scores for aesthetic
branch, attribute branch, and content branch. Wang et al. [85]
designed neuron-inspired deep Chatterjee’s Machine (DCM)
to learn attributes through the parallel supervised pathways
(Figure 20(a)), and then a high-level synthesis network is
trained to transform those attributes into the overall aesthetics
rating. Although they employ attributes asmiddle-level repre-
sentations, the attributes are typically first predicted, and then
the predicted attributes are used to measure aesthetics, thus

propagating the predicted errors of attributes to the evaluated
aesthetic.

Viswanatha et al. [86] constructed a novel multi-task deep
CNN with a merge-layer, which collects pooled features
of the convolution maps to jointly learned eight aesthetic
attributes along with the overall aesthetic score simultane-
ously. To understand the internal representation of these
attributes in the learned model, they also develop the visual-
ization technique using backpropagation of gradients, which
highlights the key regions for the corresponding attributes.
Unlike middle-level representation approaches, a multi-task
approach could avoid the predicted errors of attributes prop-
agating to aesthetics. However, it fails to model the distribu-
tions among attributes and aesthetics.

Pan et al. [87] proposed a novel adversarial learning
framework to model the joint distributions of aesthetics and
attributes, as shown in Figure 20(b)). During training, they
use the aesthetics attributes as privileged information to
train an attributes-assisted deep convolutional rating network,
which learns the aesthetic score and attributes simultane-
ously with the supervised loss, which minimizes the error
between the prediction and the ground truth label. Through
backpropagation in multi-task learning, the gradient of the
branch of attributes is beneficial for adjusting better fea-
ture representations for aesthetic assessment. In order to
further capture the correlation between the aesthetic score
and attributes, a discriminator is introduced to distinguish the
predictions from the real labels and enforce the rating network
to generate the reliable predictions which are closer to the

FIGURE 20. Two ways of learning attributes in image aesthetic
assessment. (a) attributes are learned as middle-level representations
through the parallel supervised pathways [85]. (b) the joint distributions
of aesthetic and attributes are modeled by an adversarial learning
framework [87].
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distribution of the real labels. Under these two optimize
objectives, the rating network could efficiently output reliable
predictions which minimize the supervised loss and approx-
imate to real distribution of the aesthetic score and attributes
simultaneously. Through adversarial learning, the distribu-
tion among attributes to aesthetic is fully explored to further
regularize aesthetic assessment.

D. AESTHETIC DESCRIPTION
Besides the simple aesthetic quality scoring, it is possible to
provide in-depth descriptions and comments in analyzing the
reasons why photos are high or low aesthetic appealing in
some respect, or why art paintings elicit emotional responses
to viewers. The work of Chang et al. [46] is the first study that
produced captions related to photo aesthetics and/or photog-
raphy skills. Difference from the common image captioning
tasks that depict the objects or their relations in a picture,
Chang’s captioning approach could generate aesthetic cri-
tiques for images with aspect-oriented generated sentences
which are more diverse and favorable for humans. Specifi-
cally, they proposed two stages to solve the aesthetic critique
problem. In their baseline aspect oriented (AO) approach,
the training data are divided into disjoint subsets based on
the aspects of sentences, and they employ a CNN-LSTM
architecture to train the captioning model for every single
aspect. Since AO itself could not exploit the interrelated
sentences between different aspects to produce amore diverse
caption, the aspect fusion (AF) approach is proposed by
training the CNN model with a soft-attention layer to predict
the aspect-fusion coefficients from the context information,
which could leverage the hidden annotations of different
aspects and choose the proper combination dynamically over
time to generate a more semantically meaningful caption,
as shown in Figure 21. The experimental results on the
PCCD [46] demonstrate the effectiveness of their approaches
for generating aesthetic-oriented captions of images.

FIGURE 21. The flow diagram of the aspect-oriented (AO) approach [46].

To extend the cognition from rating to reasoning,
Wang et al. [47] proposed a model referred to as Neural
Aesthetic Image Reviewer, which could not only give an
aesthetic score for an image, but also generate a textual

description explaining the reason why the image is high
or low aesthetic. Specifically, they presented CNN plus
Recurrent Neural Networks (RNNs) architectures based on
shared aesthetically semantic layers and task-specific embed-
ding layers at a high level for performance improvement on
different tasks. Through multi-task learning, the proposed
model could predict aesthetic scores as well as produce com-
ments in an end-to-end way. The experimental results on the
AVA-Reviews dataset [47] verify that the proposed model
could generate textual reviews related to aesthetics in con-
sistent with human perception. However, both [46] and [47]
can only give a single sentence as the comments describing
general image aesthetic impression, which do not describe
the individual aesthetic attributes, also the annotations of
aesthetic attributes in PCCD are not fully explored.

Jin et al. [49] proposed Aesthetic Attributes Assessment
of Images, which means the aesthetic attributes captioning.
This work is the first attempt to produce both captions and
scores for each image aesthetic attribute, including color
and lighting, composition, depth and focus, impression and
subject, use of camera. By constructing a new dataset named
DPC-Captions [49], they proposed Aesthetic Multi-Attribute
Network (AMAN), which contains multi-attribute feature
network (MAFN), channel and spatial attention network
(CSAN), and language generation network (LGN). MAFN
measures the feature matrix of 5 attribute scores through the
multi-task regression. Due to the fully-annotated small scale
of PCCD data, multi-attribute networks are be pre-trained on
PCCD and fine-tuned on their weakly-annotated large-scale
DPC-Captions. The CSAN dynamically adjusts the atten-
tional weights of channel dimension and spatial dimension of
the obtained features. Finally, LGN generates the captions by
LSTM network which needs ground truth attribute captions
in DPC-Captions and adjusted feature maps fromCSAN. The
network is evaluated by using both image captioning criteria
andmean square error of scoring, which show that theAMAN
model outperformed models such as CNN-LSTM in image
captions.

Building on the ArtEmis dataset [53] that contains emo-
tional reactions to visual artwork coupled with explanations
of these emotions in language, Achlioptas et al. [53] devel-
oped machine learning models for dominant emotion pre-
diction from images or text by using cross-entropy-based
optimization applied to an LSTM text classifier, and trained
affective neural speakers that can produce plausible grounded
emotion explanations in artworks under three configurations,
including baseline with Adjective Noun Pairs (ANPs), basic
ArtEmis speakers with two popular backbone architectures
including the Show-Attend-Tell approach [102], which com-
bines an image encoder with a word/image attentive LSTM,
and the recent line of work of meshed-memory transform-
ers [103], and emotion grounded speaker that promotes the
decoupling of the emotion conveyed by the linguistic gener-
ation. The experimental results demonstrate that the neural
speakers could emulate human emotional responses to visual
art and generate associated affective explanations.
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V. AESTHETIC-DRIVEN MANIPULATION OF VISUAL ART
IMAGES
One of the most common applications in computational
aesthetic evaluation is aesthetic-aware image manipulation,
the aim of which is using various editing operations to
improve the aesthetics of visual art images, as shown
in Figure Here we focus on recent literature in three aes-
thetic enhancement applications including color enhance-
ment, photo recomposition, and aesthetic-guided generation
of art paintings.

A. COLOR ENHANCEMENT
1) TRADITIONAL RULE-BASED APPROACHES
Early research works mainly design filter algorithms to
enhance the well-established photographic heuristics such as
contrast, clarity, exposure, etc. The following three types of
approaches are the most representative: the histogram adjust-
ment method [104] dynamically estimates the correspond-
ing mapping function based on local statistical information
of the image, thus equalizing the luminance histogram and
adjusting it into a specific distribution. The unsharp mask-
ing method [105] aims to improve image sharpness. The
algorithm decomposes the input image into the base layer
and the detail layer, where the weighted scaling factors of
different pixels in the detail layer are adjusted adaptively
according to the estimated local blur intensity map, and
then added back on the base layer to obtain an enhanced
version. The retinex-based approaches [106], [107] decom-
pose the photo into reflection and illumination layers for the
enhancement of low-light images, to estimate the reflection
and piecewise smooth illumination maps under structural
responses.

2) DEEP-LEARNING APPROACHES
Due to the strong expressive ability of CNN in learning
operations, the deep learning-based color enhancement mod-
els have appeared in large numbers with superior results.
Ignatov et al. [108] constructed a large-scale DSLR photo
enhancement dataset (i.e. DPED) consisting of 6K photos
taken simultaneously by using a DSLR professional camera
and three smartphones, covering various light and weather
conditions during the day. Based on these pairwise training
data, they propose an end-to-end fully-supervised prediction
model to learn a mapping function from low-quality pho-
tos taken by mobile phones to high-quality photos taken
by DSLR cameras. Ren et al. [109] proposed a hybrid net-
work structure for low-light image enhancement. The net-
work consists of two different streams, in which the content
flows through estimate the scene content of the low illu-
mination input through the encoder-decoder, and the spatial
variation recursive neural network is used as the edge flow
to model the image edge details. Chen et al. [110] used a
scene aggregation model to learn 10 operations commonly
used in photo enhancement such as smoothing, restoration,
style transfer, fog removal, etc. Park et al. [111] regarded

the image color enhancement problem as a Markov deci-
sion process, and learned the optimal enhancement sequence
in each step such as white balance, context, brightness by
training agents. In addition, they produced pseudo input and
edited image pairs to train the model by performing random
color distort manipulation on high-quality reference images.
Moran et al. [112] trained a deep neural network for regress-
ing the parameters of spatial local filters with paired data.
However, the effective performances of these models rely on
a large number of carefully aligned pairs of degraded images
and corresponding high-quality counterparts.

To avoid dependence on pairwise training data, some
works try to use weakly supervised or unsupervised learn-
ing to solve the image enhancement problem. Inspired
by the image-to-image translation using Generative Adver-
sarial Network (GAN) model [113], Chen et al. [114]
designed a dual GAN to learn a bidirectional mapping
from low-quality source image domain to high-quality tar-
get image domain by constraining the cycle consistency
loss. Ni et al. [115] constructed a unidirectional GAN for
unsupervised enhancement, in which the generator consists
of codecs embedded with a global attention-based modu-
lation module, and a multi-scale discriminator is used to
check the aesthetic value of the generated image, combined
with quality loss and fidelity loss to constrain the details.
Yang et al. [116] recovered image details from rough to
fine by using recursive network architecture to train paired
data, and then used adversarial learning to train unpaired data
for improving the quality of image illumination and color
distribution.

To increase the interpretability of the model,
Deng et al. [117] proposed an enhanced GAN based on
weakly supervised learning driven by aesthetic judgment,
in which a generator is used to generate a series of enhanced
image operator parameters, including piecewise Lab color
enhancer, deep filtering-based enhancer, and Image cropping
operator with, and a discriminator based on ResNet module is
used to measure the aesthetic quality difference between the
generated image and the real high-quality image. The works
of [118], [119] proposed a GAN-based reinforcement learn-
ing model to directly learn the filters in a proper sequence
with suitable parameters. They decompose the enhance-
ment process into a series of resolution-independent dif-
ferentiable filters, such as exposure, contrast, chroma, and
gamma correction. Each retouching operation corresponds to
a decision-making process in reinforcement learning, and the
training is realized by punishing or rewarding the decisions
on what action to take next when given the current image
state. Based on the work of [82] that uses the NIMA model
as the aesthetic quality predictor to effectively tune param-
eters of image denoising and tone enhancement operators
(Figure 22), Du et al. [120] designed a progressive image
enhancement framework, which generates retouched images
in a heuristic process with parameter searching in a group of
self-interpretable image filters under the aesthetic guidance
of NIMA model.
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FIGURE 22. Tone enhancement through multi-layer Laplacian technique
optimized by the aesthetic assessment model of NIMA with predicted
aesthetic scores. (a,c) are the original images, (b,d) are the corresponding
enhanced images [82].

B. AESTHETIC-AWARE RECOMPOSITION
Image composition is another manipulation factor that con-
tributes to high aesthetic quality in photos, as shown
in Figure 23. Abundant photographic composition rules, e.g.,
rule of thirds, visual balance are commonly used by profes-
sional photographers to capture pleasing photos. In recent
years, the direction of aesthetics-driven recomposition com-
putationally adjusts the composition to enhance the aesthetics
of an image while preserving semantic context and geometric
structures. Here we discuss the state-of-the-art recomposi-
tion techniques that can be classified into cropping, discrete
rearrangement, warping, and hybrid approaches that utilize a
combination of multiple image operators.

FIGURE 23. The general flow of image recomposition [121].

1) CROPPING
The cropping-based methods search for a cropping window
on the original image based on some constraints to retain
the significant content to improve the image aesthetics [121].
Previous image cropping schemes can be divided into two
aspects. Attention/Saliency-based approaches [122] extract
the primary visually salient region in the original image that

draws more attention from people, but they may generate
unpleasing cropping windows since they ignore the image
composition. For aesthetics-based approaches, they aim to
find the most pleasing region by evaluating the aesthetics of
cropping window candidates based on handcrafted low-level
features [123] or deeply-learned CNN features [124]–[126].
The cropping problem is modeled as window candidate clas-
sification or regression (e.g. RankNet [127]) used to grade
the aesthetic score of the cropping region in a fully super-
vised learning scheme, which still relies on a limited amount
of labeled cropping data and the sliding window method
to obtain a large number of candidate windows. Recently,
some works formulate the automatic image cropping as a
sequential decision-making process in adjusting rectangle to
find the best cropping window, and propose aesthetics-aware
reinforcement learning frameworks (e.g. A3-RL) with reward
functions to address this problem [128], [129]. However,
the cropping-based approaches could lose important informa-
tion if single or multiple objects occupy a significant portion
of the image [130].

2) DISCRETE REARRANGEMENT
Discrete approaches rearrange the patches to obtain the
recomposed image. The cut-and-paste approaches extract
foreground objects from the input image and then paste
them back into optimal positions based on a set of photo-
graphic composition rules and constraints [121], of which
the dependence-aware scheme [131] relocates the foreground
objects together with their dependent regions to the opti-
mal position, while the exemplar-based approach relocates
the photo subjects [132] using the graph-match optimiza-
tion. Seam carving-based approaches [133] rearrange a given
image by iteratively inserting and removing a set of seams
containing significant objects on the contrary direction. Due
to its discontinuous property, noticeable feature damages are
unavoidable for complex images especially with substantial
geometrical features [130].

3) WARPING AND H YBRI
The continuous warping approach recomposed the given
image by minimizing a set of aesthetic quality errors mea-
sured by popular photographic rules or constraints [121].
Due to its over-compression, the obvious feature distortions
are unavoidable in extreme object relocation cases [130].
The hybrid approaches [121] utilize more than one image
operator to perform image recomposition. For example, crop-
and-warping [134] applied an effective cropping operator to
crop off the given image and then applied non-homogeneous
warping on the cropped image. To avoid the information loss
during the cropping, tearable image warping [135] combined
the cut-and-paste and non-homogeneous warping operators
to enable the change in a spatial foreground-background
relationship while preserving scene consistency.

C. AUTOMATIC GENERATION OF ART PAINTINGS
The advancement of computational aesthetic evaluation
would further extend human creativity by inspiring artists and
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graphic designers, which makes the automatic generation of
artworks possible. A 4-level classification in terms of com-
putational power utilized for computer-generated aesthetic
forms of visual art is introduced in [136]. At Level 1, the user
could select an existing painting software to draw paintings
manually. At Level 2, the user provides various attributes
and styles, or mathematic formulas as inputs to generate
outputs such as fractal arts. Level 3 utilizes knowledge-based
heuristic rules to encode the artists styles into computational
algorithms, so as to generate paintings with similar styles,
such as computer-generated abstract paintings in Kandin-
sky style [137], or migrates the styles of paintings to photo
images to mimic brush strokes and texture patterns, which is
called style transfer [138]. Level 4 heuristic encodes aesthetic
rules through machine intelligence to automatically generate
highly aesthetic visual forms, which is a potential future
research direction.

Specifically, Zheng et al. [139] presented a layered
approach to generate Pollock’s drip style paintings, which
are modeled from background layer, irregular shape layer,
line layer, and water drop layer sequentially. Tao et al. [140],
Zhang and Yu [137], Xiong and Zhang [141], Lian et al. [142]
used parameterized approaches to encode basic visual ele-
ments, and randomly generate Malevich, Kandinsky, Miro,
Picasso’s cubism styles of paintings. Satori et al. [64] uti-
lized the aesthetic classification model to guide the gener-
ation of abstract paintings that elicit an intended emotional
response. They selected three Mondrian paintings and ran-
domly changed the distance, amount, and positions of col-
ors, replacing them with the colors from the color palette
generated from the MART dataset to assess the elicited
feelings.

By using the GAN-based scheme, He et al. [138] pro-
posed ChipGAN, the first weakly supervised deep network
architecture in style transfer from photo to Chinese ink
wash painting, with three essential techniques constraints:
voids, brush strokes, and ink wash tone and diffusion.
Kotovenko et al. [143] proposed a method to stylize images
by aesthetically optimizing parameterized brush strokes
instead of pixels and further introduce a simple differentiable
rendering mechanism, to avoid the problem of unnatural
representation in pixel domain stylization. Zhang et al. [144]
designed a novel system called AI Painting to generate a spe-
cific painting with an illustration of drawing process based on
users input, including scene content context, aesthetic effect
word, and artistic genre. Specifically, they built a dataset by
collecting paintings in six different artistic genres. Then the
image content is generated by a StackGANmodule and trans-
ferred into a specific aesthetic effect based on Image Aes-
thetic Space with a Bimodal Deep Autoencoder with Cross
Edges module; finally, it is simulated with specific artistic
genre by neural style transfer and brushstroke enhancement.
For the illustration, they displayed the oil painting with the
outline and colored strokes layer by layer, and ink paintings
with different strokes from subjects to background, as shown
in Figure 24.

FIGURE 24. The AI painting with illustration of drawing process [144].

VI. OPEN PROBLEMS AND FUTURE DIRECTIONS
In this section, we summarize and discuss several aspects of
the potential research problems and valuable future direc-
tions. The 4-layer model of aesthetic evaluation of visual
art images is shown in Figure 25, in which the level of
abstraction, annotation quality, article counts are distributed
in a pyramid-like structure: the higher the level of abstrac-
tion, the lower quantity, and quality of datasets. The detailed
viewpoints are shown as follows.

FIGURE 25. The 4 layers of aesthetic evaluation of visual art images.

A. IMPROVEMENT OF HIGH QUALITY DATASETS IN
HIGH-LEVEL AESTHETIC TASKS
Compared with image recognition (e.g. ImageNet: 14 million
annotated data) and other computer vision tasks, it is difficult
to acquire image aesthetic annotations, which the overall
scale of datasets are small (e.g. AVA: 255,530). Specifi-
cally, current datasets are mainly focused on aesthetic scoring
and distribution (more than 300,000), while the number of
datasets in aesthetic attribute and description are typically
smaller than 100 thousand. The small-scale full annotated
PCCD contains both comments and scores of attributes, while
the large-scale weakly DPC-Captions only contains partially
annotated attribute comments. Besides, in the aesthetic scor-
ing and distribution, each image the typically representative
AVA dataset was annotated by at least 78 artists, and the
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average rater number is 210. While for the aesthetic attribute
and description, the average number of people is less than 20,
it is difficult to support the diversity analysis of aesthetic
evaluation. It should strengthen the research intensity in the
high-level tasks of image aesthetic evaluation, and improve
the quality and diversity of annotations in datasets related to
the high-level tasks, as well as further extending to aesthetic
evaluation research on video quality and graphic designs.

B. BUILDING COMPREHENSIVE AND IN-DEPTH
PAINTING AESTHETIC DATASETS
For art paintings, the number of aesthetic assessment datasets
(e.g. on average of 1,000) is far less than that in photos, since
the public online electronic databases are on a smaller scale,
the professional art standards annotation, and restriction of
copyright laws in sharing of privately generated collections
of artworks. The future work should build more compre-
hensive and in-depth art painting datasets by considering
both quantity, variety, and quality. In the quantity and vari-
ety, due to the high-level open access to western oil paint-
ings, the existing painting datasets are mostly focused on
western oil or abstract paintings. Along with the continuous
advancement of electronic works in an online art museum
collection, since there exist significant differences in visual
features, semantic features, and aesthetic principles between
Chinese and Western paintings with a long history of rich
art calendar, the art painting datasets are expected to be
gradually completed by enlarging the aesthetic annotations
of a large number of Chinese paintings (e.g.OpenSkywork-
ChineseClassic Database1). In terms of quality, the current
aesthetic annotation information in paintings mainly comes
from art lovers or machine algorithms, where there may be
noise information. Thus it requires inviting art experts in
specific domains to check the aesthetic labeling information.

Besides, most of the public painting datasets are concen-
trated in attribute recognition (e.g. Art500k [145] in 554,000,
BAM [146] in 2500,000 with emotion and content descrip-
tions), content understanding (e.g. SemArt [147] in 21,384,
Artpedia [148] in 2,930), while the scales of datasets in
aesthetic judgment are relatively small, due to the variety
of complexity in the data acquisition process. The annota-
tion in attribute recognition mainly consists of title, author,
subject, genre, style, etc, and the annotated information of
content understanding includes the object class, positions of
bounding boxes, and description text, while the information
of aesthetic evaluation includes quantitative annotation of
aesthetic feeling and emotion experiments should be designed
in combination with psychological theories to obtain labeled
information. Therefore, it should enlarge the quantity and
quality of datasets for high-level aesthetic judgment tasks
of art paintings instead of purely aesthetic scoring, such as
aesthetic attributes, techniques, emotion and aesthetic appre-
ciation comments in paintings, which could fully utilize the

1https://openskywork.github.io/OpenSkywork-ChineseClassic

aesthetic knowledge transfer [49] from the rich dataset anno-
tations in attribute recognition and content understanding.

C. INTERPRETABILITY OF DEEP AESTHETIC ASSESSMENT
MODELS
At present, the mainstream technique used in image aes-
thetic evaluation is the deep neural network, which shows
outperformed performance than the previous handcrafted
aesthetic features. However, the aesthetic learning charac-
teristics of deep neural networks are difficult to be inter-
preted, which is hard to support the deepen exploration of
human aesthetic intelligence. We need to open the black
box from deeply-learned aesthetic features in various aes-
thetic judgment tasks for visual art images. There are several
attempts in this field for computer vision tasks such as the
Grad-Cam [149] that uses the gradient of the target concept
to generate an activation heat map, which is then used to
highlight the important pixels for visual interpretation of the
decision. The Activation Atlas [150] visualizes feature and
attribution by using addition or interpolations between two
neurons to demonstrate the semantic arithmetic proper-
ties of the activation space and how neurons jointly rep-
resent images. For explainable in deep aesthetic models,
the predicted aesthetic score for a given attribute could be
mapped back to the rectified convolution layers to gen-
erate the attribute activation maps, which highlight the
attribute-specific discriminative regions [86], or visualizing
how the aesthetic classifier ‘‘sees’’ paintings while judging
the positive or negative emotions by using the back projec-
tion technique to display the relative pixel-wise contributions
towards the specific task [40], [78], as shown in Figure 26.

FIGURE 26. Left: Visualizations of pixel-wise contributions to the
classification of highly positive emotional (yellow) and negative
emotional paintings (blue) [40]. Right: The predicted aesthetic score for a
given attribute could be mapped back to the rectified convolution layers
to generate the attribute activation maps [86].

D. MULTI-INFORMATION FUSION IN DEEP LEARNING OF
ART PAINTINGS
Due to the fewer aesthetic datasets designed for art paintings,
currently there exist more researches on applying deep neural
networks in painting attribute recognition and content under-
standing [151], [152] than high-level aesthetic assessment
tasks. Sabatelli et al. [91] has proved that the deep network
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could more focus on the discriminative image regions. Also,
the higher degree of correlation with the painting aesthetic
evaluation task, the better the model performance of transfer
learning is likely to be. Currently, the research on three tasks
of attribute recognition, content understanding, and aesthetic
judgment, which are three stages in the human aesthetic per-
ception of paintings, are still relatively separated. Therefore,
we could utilize the pre-trained deep models in attribute
recognition and content understanding to better learn the style
and semantic features, which could lead to a better predictive
performance in painting aesthetic evaluation.

Besides, the joint utilization of information in attribute
recognition, content understanding, and aesthetic evaluation
of paintings is another potential direction. We could use
the multi-task learning framework to learn multiple paint-
ing aesthetic-related attributes simultaneously. By adding
more correlation constraints such as artists, styles, object
category, scene description as additional supervisory infor-
mation through the knowledge network, the ability to
extract aesthetic information of paintings from the network,
and the performance of aesthetic judgment task could be
improved. Moreover, since aesthetic appreciation of paint-
ings requires professional background knowledge in the field
of art, it should fuse the deep aesthetic model with the
hand-designed art professional appreciation features, which
is a close interaction between computational aesthetics and
art aesthetics.

E. AUTOMATIC DEEP AESTHETICS RECOMPOSITION
Currently, most of the deep learning researches in image
aesthetic enhancement has focused on color adjustment
and simple cropping. While some effective operations in
image recomposition such as cut-and-paste, seam carving,
and non-homogeneous warping could only be achieved by
manually designed algorithms. It is needed to design photo
recomposition-related datasets for training benchmark, and
fully utilize the weakly supervised or unsupervised learning
to learn a bidirectional mapping from worse-composed to
well-composed images. Another line of thought could design
a GAN-based reinforcement learning scheme to directly learn
the operations in a proper sequence with suitable parameters.
Thus the recomposition process could be decomposed into
a series of resolution-independent differentiable operations,
each retouching operation corresponds to a decision-making
process in reinforcement learning, and the training is realized
by punishing or rewarding the decisions on what action to
take next when given the current image state, which could
display the illustration of recomposition process.

F. AESTHETIC-GUIDED ART AESTHETIC ENHANCEMENT
Most studies in aesthetic enhancement have focused on natu-
ral photo images. The aesthetic-guided art aesthetic enhance-
ment is also important since it could help beginners to
aesthetic evaluation and correction of artworks during the
learning and drawing process, which has profound guiding
significance in the teaching scenario and art popularization

of paintings. Moreover, it has a profound impact on the appli-
cations of aesthetic-driven style transfer, computer-aided cre-
ation of paintings, and promotional exhibition of digital paint-
ing art galleries. However, the existing enhancement models
lack the loss constraints designed for aesthetic techniques in
Chinese paintings, which may result in undesirable enhance-
ment results. Therefore, we need to explore a suitable con-
straint model that could simulate the aesthetic techniques of
Chinese paintings.

Here are some rational thoughts about this problem.
We could use the aesthetic assessment model as the discrimi-
nator for feedback guidance, and at the same time, three tech-
nique constraints are designed under the weakly-supervised
GAN architecture, to achieve the consistency modeling of
professional drawing techniques of high-quality Chinese
painting images: (1) Whitespace constraint based on adver-
sarial loss. To capture the entropy signal changes caused
by the density contrast between whitespace and brushstroke
in high-quality Chinese painting, we intend to combine the
adversarial loss with the consistency loss of perceived content
to ensure that the enhanced image not only has the content
of source image, but also converges towards the probability
distribution of whitespace in professional Chinese painting.
(2) Stroke constraint based on multi-level edge loss. The
techniques of brush strokes in Chinese painting emphasize
the rich changes of strength, thunders, stretching, and con-
centration. We plan to use nested edge detector to extract
multilevel edge images, which is used to simulate the harmo-
nious distribution of brush strokes in different thicknesses.
(3) Ink wash constraint based on filtering loss. We plan to
adopt image filter operation for high-quality Chinese painting
images and enhanced images to simulate the naturalness of
diffusion effects in ink color, and use the filtered image as the
discriminator input to calculate the ink wash loss to ensure the
tone consistency between enhanced images and professional
images.

VII. CONCLUSION
In this work, we systematically review major attempts on
aesthetic assessment of two typical types of visual art images,
photographs and paintings, with detailed comparisons about
the characteristics and shortcomings of the existing methods.
To summarize, we have investigated themost commonly used
publicly available aesthetic assessment datasets on differ-
ent categories of art images. Then, conventional approaches
based on handcrafted aesthetic features have been reviewed.
Besides, we have systematically evaluated recent deep learn-
ing techniques that are useful for developing robust mod-
els in aesthetic judgment on scoring, distribution, attribute,
and description. Further, we have explored an extension of
aesthetic evaluation to the applications in aesthetic-driven
manipulation including color enhancement, aesthetic-aware
recomposition, automatic generation of art paintings through
computational approaches. We hope that this survey could
serve as a comprehensive reference inspiration for future
research on the computational aesthetics in visual media and
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its potentially influential applications, which could build a
bridge of quantitative aesthetic study between different visual
art forms.
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