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ABSTRACT Energy conservation has always been a prominent design goal for hierarchical routing
protocols supporting sink mobility. Advertising the current position of mobile sink introduces control packet
overhead which ultimately results in an increase in energy consumption and shorter network lifetime. Energy
harvesting through ambient sources have enabled the utilization of rechargeable devices for Wireless Sensor
Networks to perpetually remain operational. Themodifications in the hierarchical structure of wireless sensor
networks along with energy scavenging approaches could possibly minimize the control packet overhead
and also provide a significant improvement in energy conservation. In this paper, we propose a novel
Harvested Energy Scavenging and Transfer capabilities in Opportunistic Ring Routing protocol which uses
a distinguishing approach of hybrid (ring + cluster) topology in which the network architecture is initially
supported by the formation of a virtual ring structure and then a two-tier routing topology is used in the virtual
ring as an overlay by grouping nodes into clusters. The rate of energy gain from solar harvesting and radio
frequency transfer is the criterion for selecting cluster heads. The role of cluster heads is exploited to advertise
the mobile sink current position as well as forward the aggregated data towards mobile sink using energy
transfer based opportunistic routing. The simulation results reveal that our scheme considerably outperforms
the existing benchmarks in terms of control packet overhead, energy conservation, network lifetime, packet
delivery ratio and average end-end delay.

INDEX TERMS Clustering algorithms, energy harvesting, opportunistic routing, ring routing, routing
protocols, wireless sensor networks.

I. INTRODUCTION
The existence of a mobile sink is based on the criticality and
confidentiality of data in Wireless Sensor Networks (WSNs)
i.e. critical data applications such as volcanic eruptions, for-
est fires or landslide detection will preferably have a static
sink node but for applications involving critical and con-
fidential data such as military, security and surveillance,
mobile sink will always be preferred for data acquisition
purposes in WSNs [1]–[4]. Mobile sink in WSNs can help
in improving the network lifetime by ensuring load balanc-
ing across the network at the cost of problems like sink
localization and high computational power. Previous studies
have shown that the process of advertisement of sink node
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position involves a huge control packet overhead if flood-
ing mechanism is adopted as a communication broadcasting
strategy [5]. Several multi-tier hierarchical routing protocols
especially area-based routing protocols are proposed in liter-
ature to minimize this overhead. The high tier nodes in these
hierarchical routing protocols acquire and store the updated
sink position while low-tier nodes query the high-tier nodes
to retrieve the updated position of mobile sink. This type of
hierarchical routing protocol would result in the significant
decrease of advertisement overhead and also enhance the
energy efficiency. Although the overall energy consumption
could be decreased in multi-tier hierarchical structure, there
is a high possibility that high-tier nodes might face hotspot
problems due to increased traffic [6]–[9].

Tunca et al. [10] proposed an area-based routing tech-
nique called ring routing, in which the formation of a virtual
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ring shaped structure is used to store the information of
sink node’s current position. Greedy geographic forwarding
mechanism is used to advertise the mobile sink current posi-
tion and an anchor node is used to relay the data towards
mobile sink. The quick accessibility of the virtual ring struc-
ture leads to faster data delivery in ring routing but at the cost
of higher energy consumption and shorter network lifetime
when anchor node is used for relaying data towards mobile
sink. Instead of involving anchor node, if ring nodes are cho-
sen to store the updated position ofmobile sink aswell as used
for relaying the data towards mobile sink, the overhead will
be reducedmanifolds and the overall energy consumption can
be decreased as well. Anees et al. [11] proposed delay aware
and energy-efficient opportunistic node selection in restricted
routing protocol for selection of next-hop using optimal path
connectivity. Although these protocols are designed to sup-
port sink mobility but the problems like energy replenishment
are not properly addressed. Recent advances have made it
possible for sensor nodes to replenish their energy through
scavenging such as solar, wind, thermal and kinetic harvesters
etc. Furthermore, a lot of progress has beenmade in the devel-
opment of wireless energy transfer mechanisms in which the
energy is transferred from a sensor node to another node using
radio waves [12]–[15].

Clustering is considered as one of the most popular tech-
niques for traditional WSNs to achieve scalability and energy
efficiency by reorganizing the nodes into disjoint clusters to
form a two-tier network architecture. Each disjoint cluster
includes one Cluster Head (CH) and several ClusterMembers
(CM). CH leads the cluster by collecting data from its CMs,
thus constituting tier-1. For tier-2, we need to disseminate
the collected data to Base Station (BS) from each cluster
by forming an inter-CH topology [16], [17]. In the recent
past, many clustering algorithms were developed in which
a node (especially CH) cannot replenish its energy supply
in a timely manner, thus becoming a bottleneck and leading
to hotspot problem. In order to provide sufficient ambient
energy to sensor nodes in the network using energy harvesters
and transfer technologies, we need to redefine our strategy
to maintain the WSNs. Besides, the residual energy of a
sensor node, the rate of gaining ambient energy should also
be considered before deciding the workload of a node. The
overall network coverage should not be degraded because
of different workload requirements of different nodes. Some
nodes which require higher energy harvesting rate could be
supported by an energy harvester and wireless energy transfer
over Radio Frequency (RF) link. This imposes some new
challenges at the network layer for which we need an addi-
tional management structure to support energy harvesting and
energy transfer over RF [16]–[18].

Most published hierarchical routing algorithms have over-
looked the problems in nodes closely located to mobile sink.
In cluster-based routing, CHs closer to BS would forward
more data packets to BS than other CHs, thus depleting
their available energy at faster rate and degrading the overall
network performance [18]. Some researchers suggested that

frequent clustering could resolve this unaddressed problem
by rotating the role of CH among the CMs but the inherent
traffic patterns will eventually affect all the nodes acting as
CH if they are close to BS [16], [18]. In area-based routing
like ring routing, the role of nodes in virtual ring which are
responsible to store the updated position of the mobile sink,
are rotated with the mobility of sink node but the likelihood
of hotspot is still there due to single anchor node which is
responsible to collect all the data packets from other nodes
and forward them to mobile sink [11]. A possible solution
could be to form multiple clusters in the virtual ring and
provide sufficient amount of energy to CHs through energy
harvesting and scavenging techniques. In this way, the mobil-
ity of sink node can be advertised through CHs without any
interruption.

Furthermore, WSNs deployed in harsh environments are
susceptible to interference which might result in opportunis-
tic node connections due to link instability. Mobility in sink
node also leads to opportunistic node connections due to
intermittent links between sensor nodes. In addition to it,
the node scheduling strategy such as asynchronous working-
sleeping cycle is adopted by sensor nodes due to limited
energy, thus leading to the possible existence of opportunistic
node connections to achieve prolongation in network life-
time [19], [20]. Opportunistic Routing (OR) is defined as
the scheme which involves 3 steps to select the next for-
warder i.e. i) dynamic selection with reference to OR metric,
ii) candidate selection algorithm, iii) candidate co-ordinate
method. By utilizing the concept of opportunistic routing,
sensor nodes can overhear their neighbor’s transmission and
create a set of potential forwarders using opportunistic con-
nection random graph (OCRG) [21], [22]. Subsequently,
the data forwarding takes place according to optimal link and
path connectivity criteria.

The harvested energy can be treated as an alternative power
source which could possibly increase the lifetime of con-
necting devices and make them self-sustainable. Solar energy
harvesting is an affordable and clean source of energy that
could resolve the impending energy replenishment problems
in WSNs. For a viable solar power, developers should ensure
the highest possible efficiency during daylight hours due to
negligible energy harvesting during night hours. A typical
solar harvesting system is based on the harvest-store and
utilize system with different storage options like superca-
pacitors, batteries or a combination of two. For a typical
outdoor illumination level of 500 W/m2, we could achieve
an efficiency between 15-25% for polycrystalline silicon but
for an indoor illumination levels of 10W/m2, efficiencies vary
between 2-10% [23]. The deployment of solar harvesting
depends on the type of application. Various examples of solar
energy harvesting utilizing harvest-store-utilize architecture
are: indoor router node, micro-scale indoor light energy har-
vesting system, battery less solar harvester, hydro watch and
heliomote [23]–[26]. Another method for energy harvesting
is RF-based energy harvesting in which radio waves are con-
verted into DC power by utilizing single-stage or multi-stage
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FIGURE 1. Solar and RF harvesting energy model for HESTOR.

approaches. The factors impacting the amount of RF energy
harvested are source power, distance between source and
BS, antenna gain and energy conversion efficiency. The typ-
ical RF to DC conversion efficiency is around 50-70% for
an input power within 100m range. RF energy harvesting
could be used in multiple ways, i) direct power (without
energy storage), ii) supercapacitors, iii) battery-recharging,
iv) battery activation. Examples of RF energy harvesting
are power cast, wireless identification and sensing platform,
contactless memories developed by STMicroelectronics, and
TMS37157 developed by Texas Instruments [23], [27], [28].

We have considered a solar and RF energy harvesting
design model for our scheme as shown in Fig 1. In this
model, although solar and RF harvested energy are indepen-
dent sources but they co-exist without significant interfer-
ence. The solar energy harvesting front-end includes solar
panels, voltage input regulators i.e. Maximum Power Point
Tracker (MPPT) and energy harvesting prediction algorithms
whereas the RF energy harvesting front-end includes antenna,
matching network and rectifier. Both of the low-voltage
signals are fed to Power Management Integrated Circuit
(PMIC) or DC-DC converter. The high-voltage DC signal at

PMIC can be used to power the communication unit, micro-
controller and sensor measurement units ofWSN node. Since
the power generated by the harvester can reach very low
levels, it should be ensured that the PMIC operates with
a high efficiency [23]–[26]. The DC-DC converter used in
this design is boost converter which increases the ampli-
tude of harvested energy by using capacitors, inductors and
switch. In RF energy harvesting front-end, the RF antenna is
used to capture the RF energy from the local environment and
passes it to a matching network which ensures maximum RF
to DC conversion efficiency. The rectifier then converts the
RF signal into low-voltage DC signal and feds it to PMIC.

This article investigates the appropriate energy harvest-
ing WSNs strategy for hybrid (area-based + cluster-based)
opportunistic routing protocol with the objective of achiev-
ing stability, scalability and robustness in overall network
operations to alleviate the problems of energy replenish-
ment in nodes closer to mobile sink. We have proposed a
novel, distributed, Harvested Energy Scavenging and Trans-
fer capabilities in Opportunistic Ring routing (HESTOR)
protocol. HESTOR pursues a hybrid (area-based + cluster-
based) network architecture to achieve load balancing and
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eliminate the hotspot problems. A virtual ring is formed in
HESTOR to store the current position of mobile sink in
which the role of each node is defined relative to virtual
ring. Subsequently, a CH election take place in each cluster
based on energy scavenging and energy transfer over RF links
criterion after recognizing that nodes closer to sink consume
more energy and require higher data rates.

We have critically analyzed the effect of different param-
eter settings to achieve desired topology in our extensive
simulation. Several performance metrics such as control
packet overhead, energy consumption in data transmission,
network lifetime, Packet Delivery Ratio (PDR), average
end-end delay, hop count, throughput along with different
re-clustering epochs and sampling frequencies are consid-
ered for performance evaluation of HESTOR with other
benchmarks. The rest of this paper is organized as follows.
Section II covers the related researchwork. The systemmodel
is described in Section III. We have explained the detailed
HESTOR architecture in Section IV. Packet overhead calcu-
lation is given in Section V. Simulation results of HESTOR
are discussed in Section VI. Finally, Section VII concludes
the paper.

II. RELATED RESEARCH WORK
Hierarchical routing protocols have been subject to various
studies in the realm of WSNs. Several hierarchical rout-
ing protocols supporting sink mobility are reviewed in this
section based on energy consumption and end-end delay.
Tunca et al. [29] performed a comparative analysis of various
hierarchical routing protocols supporting sink mobility i.e.
i) Grid-based [6], [31]–[33], ii) Tree-based [7], [34]–[37],
iii) Cluster-based [37]–[40], iv) Area-based [30], [9],
[41]–[44] routing. Yarinezhad and Sarabi [32] proposed a
virtual grid-based hierarchical routing protocol i.e., VGB
which is designed to reduce the energy consumption and
network delay by optimizing grid-header nodes while sup-
porting sink mobility. One-hop away neighbors periodically
store the updated position of mobile sink in VGB so that all
sensor nodes can acquire that position information from them
and forward the data to mobile sink using greedy geographic
forwarding mechanism. Cardei and Yang [39] proposed a
grid-based routing protocol supporting heterogeneous sensor
networks. In this protocol, whole network area is divided into
multiple grids. Each grid involves one super node which is
employed to collect data from other members of the grid and
deliver it to mobile sink. This heterogeneous grid-based pro-
tocol aims to achieve higher network lifetime with reduced
hop count. The role of super node is quite similar to cluster
heads in cluster-based routing protocols.

Han et al. [34] proposed Minimum Wiener index Span-
ning Tree (MWST) which is a tree-based hierarchical routing
protocol to find the minimum spanning tree to decreased
hop count between mobile sink and data generating node
but the network lifetime is reduced when node density
is increased due to data transmission dependency on spe-
cific sensor nodes. Anees et al. [45] developed an energy

efficient multi-disjoint path opportunistic node connection
routing (EMOR) protocol for neighborhood area networks of
Smart Grids. EMOR utilizes residual energy, buffer capacity,
working–sleeping cycle of the sensor node and signal-to-
noise ratio to calculate optimum link and path connec-
tivity based on OCRG and spanning tree formation. The
multi-disjoint path selection in EMOR helps to improve
packet delivery ratio, network lifetime, end-end delay and
total energy consumption. Habib et al. [43] proposed another
tree-based hierarchical routing protocol offering faster data
delivery, is known as Star Fish which comprises of a ring
canal and multiple interconnecting canals to maintain the
network backbone.Mobile sink position information is stored
by ring canal and various interconnecting canals so that any
data generating node can acquire the updated position of
mobile sink from them. Mir and Ko [46] proposed a tree-
based routing protocol involving a virtual tree structure in
which the mobile sink updated position is advertised by root
node to every leaf node.Maurya et al. [30] presented the Load
based Ring Routing (LBRR) in which multiple agent nodes
help in prolonging the network lifetime by selecting energy
efficient next-hop during data transmission. Delay Aware
and Energy-Efficient Ring Routing (DA-EERR) protocol is
proposed by Maurya et al. [9]. DA-EERR adds the restricted
search space to the concept of ring routing and LBRR to
acquire minimum distance energy efficient next-hop node
during data transmission. Anees et al. [11] proposed the
Delay Aware and Energy Efficient Opportunistic node selec-
tion in Restricted Routing (DA-EEORR) for delay sensitive
applications. In DA-EEORR, the mobile sink updated posi-
tion information is advertised by multiple ring nodes instead
of anchor nodes and data is forwarded to mobile sink using
Ring nodes having maximum residual energy (RNmaxRE).

Cluster-based routing is a type of hierarchical routing pro-
tocols which leads to better energy utilization due to reduction
of traffic overhead. Normally, we have a trade-off between
energy consumption and network delay in cluster-based rout-
ing i.e. sensor nodes with high transmission power can com-
municate with mobile sink with less network delay but at
the cost of higher energy consumption. However, sensor
nodes with low transmission power can communicate with
mobile sink with less consumed energy but at the cost of
higher network delay. Afsar and Younis [18] proposed an
unequal size clustering method known as CREST in which
the probability of becoming CH in a cluster is based on a
function of distance between BS and the node by employing
track-based algorithms. Different approaches of Energy Har-
vesting Wireless Sensor Networks (EHWSNs) can be imple-
mented for hierarchical routing protocols to benefit from
the energy-harvesting properties of the WSNs. The differ-
ences between clustering algorithms in WSNs and EHWSNs
include CH selection, CH rotation among cluster members,
communication protocols between the cluster members and
their assigned CH, communication protocols for inter-CH
topology etc. Bozorgi et al. [47] discussed that the node
harvesting rate and available energy are used to change the
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CH election probability in EHWSNs clustering proto-
cols. Zhang et al. [48] pointed out that selecting the optimum
position of CH in a cluster also enhances the performance of
EHWSNs as the CH position in a cluster directly affects the
energy consumption of the overall cluster. Peng et al. [49]
proposed an energy neutral clustering protocol based on
scheduling the cluster members in a cluster to be CH for
specific time slots to reduce the CH re-selection overhead
in a cluster and to achieve a perpetual network operation.
Li and Liu [50] proposed an optimization algorithm called
Discrete Particle Swarm Optimization (DPSO) for optimum
selection of CH in a cluster, which uses the EWMA algo-
rithm to predict the energy harvesting rates of sensor nodes.
Bai et al. [51] proposed Smart Energy Harvesting Routing
(SEHR) in which a cost function is formulated based on
the sent data type in addition to expected harvesting rate
and the node’s energy. The selection of route in SEHR is
based on three strategies i.e. i) real-time power estimation of
sensor node keeping in view the harvested energy and energy
drain rate, ii) node mobility and stability, iii) prioritize routes
based on the data type available. Martinez et al. [52] con-
sidered the waste of harvested energy and proposed Energy
Harvesting Wastage Aware (EHWA) routing algorithm to
select the best possible route by computing a cost function
which is associated with the current battery level of a sensor
node.

Padakandla et al. [53] investigated the optimal energy
sharing policies in EHWSNs to maximize the network per-
formance for the scenarios involving multiple sensor nodes
and only one energy harvesting node. Prasad et al. [54]
presented a detailed survey on various energy harvesting
techniques especially covering topics such as power manage-
ment and networking in EHWSNs. Varshney [55] proposed
an emerging concept of simultaneous wireless informa-
tion and power transfer (SWIPT) in which both energy
and data are transferred over RF links simultaneously.
Guo et al. [56] utilized the concept the SWIPT to extend the
network lifetime of a clustered WSN by wirelessly charging
the relay nodes which are responsible to share data with BS.
Zhou et al. [57] proposed dynamic power splitting (DPS) to
adjust the power ratio of information encoding and energy
harvesting in EHWSNs. Furthermore, Lin et al. [58] used
SWIPT in Body Area Networks (BANs) to simultaneously
transfer the patient data and energy. It is pertinent to mention
here that SWIPT can lead to an improvement in power con-
sumption, transmission delay, spectral efficiency, and inter-
ference management as investigated by Perera et al. [59].
Hu et al. [60] pointed out that emerging communication tech-
nologies like cognitive radio networks (CRNs), full-duplex
SWIPT systems, mobile data collection and secure data trans-
missions are using SWIPT. Overall, to the best of our knowl-
edge, there is no published literature which factors in energy
harvesting and scavenging while forming the data routes in
ring routing. HESTOR introduces a hybrid (ring + cluster)
architecture which utilizes the energy transfer based oppor-
tunistic routing algorithm to solve the mobile sink position

advertisement and hotspot problems while enabling a unified
routing framework for both data and energy.

In this article, we have proposed novel, distributed
HESTOR scheme which is a hybrid (ring + cluster)
energy harvesting opportunistic routing protocol designed to
efficiently handle the hotspot problems due to energy replen-
ishment and advertisement of mobile sink position while
achieving idiosyncratic performance in terms of control
packet overhead, energy consumption, PDR, average end-end
delay, network lifetime and throughput. Although both
DA-EEORR and HESTOR use optimal link and path connec-
tivity calculations based on asynchronous working-sleeping
cycle strategy of sensor nodes, the difference between RNs in
DA-EEORR and CHs in HESTOR can be explained in terms
of energy harvesting and scavenging abilities. The selection
of CH in each cluster is based on available battery energy, har-
vested energy using solar and wirelessly transferred energy
using RF links in HESTORwhereas the RNmaxRE selection in
DA-EEORR is totally based on maximum residual energy i.e.
available battery energy which leads to higher status transi-
tions in sensor nodes, thus reducing PDR & network lifetime
while increasing the control packet overhead and end-end
delay. The comparison between HESTOR and contemporary
routing protocols in terms of heterogeneity, virtual structure,
energy-efficiency, multiple sink support, load-balancing, data
aggregation, control packet overhead and average end-end
delay is given in Table 1.

III. SYSTEM MODELING
A MxM network area is considered for HESTOR in which
N sensor nodes are deployed randomly and independently.
Mobile sink can randomlymove in the network at any time for
data acquisition. We have assumed that sensor nodes follow a
uniform random distribution. All sensor nodes use short radio
range (RS) for sensing and transmission purposes whereas
mobile sink can use RS for transmission & reception and long
radio range (RL) for data collection tasks using a tagmessage.
The inner radius (IR) and outer radius (OR) of the mobile
sink can be determined using the assumption that both inner
and outer radius of circles of mobile sink have the same area
(based on the concept of uneven tracking) i.e.
OR =

√
2IR. However, all sensor nodes can exploit

the power control function and communicate with different
neighboring nodes within various power levels. Furthermore,
we have assumed that all sensor nodes are equipped with
a rechargeable battery and an energy harvester, e.g., a solar
cell. For example, Nickel Metal Hydride (NiMH) battery
with a maximum capacity of 2500mAh and efficiency of
about 0.66 or Lithium ion battery with a maximum capacity
of 2500mAh and charge/discharge efficiency of 80-90 %.
Each sensor node is equipped with a power splitting radio,
which is composed of a signal processing unit and an energy
harvesting unit to transfer energy from neighbors using RF
link based on Relative Signal Strength Indicator (RSSI). It is
also assumed that every sensor node is aware of its position
using the energy-efficient localization method [61]–[64] and
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TABLE 1. Comparison of various hierarchical mobile sink routing techniques with HESTOR.

the distance between the sensor node and mobile sink can
be estimated using RSSI. Moreover, the simplified energy
consumption model [65] for radio energy dissipation during
transmission and reception is considered in which the energy
required to transmit l bits of data over distance d can be given
in (1) as:

ETx
(
Vi,Vj

)
=

{
Eelecl + εfsld2ViVj d < d0
Eelecl + εmpld4ViVj d ≥ d0

(1)

where Eelec is the energy spent by transmitter on running
the radio electronics, εfs is the free space energy dissipated
by power amplifier depending on the Euclidean distance
dViVj between the transmitter and receiver, εmp is the muti-
path fading factor for energy dissipated by power amplifier
depending on Euclidean distance dViVj between transmitter
and receiver. The threshold distance do is given as
do =

√
εfs/εmp. Likewise, the energy required to receive l

bits of data over distance d is given in (2) as:

ERx = Eelecl (2)

The energy used for sensing l bits of data in the vir-
tual ring at the beginning of each round can be given as
Esense = Eelecl. Accordingly, the total energy consumed by

cluster member (CM) can be computed in (3) as:

ECM = Esense + ETx = Eelecl + Eelecl + εfsld
2
ViVj (3)

We also know that each CH is responsible for data gath-
ering, aggregating the received data and then relaying that
data towards mobile sink, so the total energy consumed by
a CH can be computed in (5) as

ECH = Esense +
(
NVR
NC
− 1

)
ERx +

(
NVR
NC

)
lE

A

+

(
NVR
r

)
E
Tx

(4)

ECH = Eelecl +
(
NVR
NC
− 1

)
Eelecl +

(
NVR
NC

)
l
Eelec
RCC

+

(
NVR
r

)
E
elec

l +
(
NVR
r

)
εmpld4ViVj (5)

where NC symbolizes the number of clusters in the virtual
ring, NVR

NC
is the number of CNs or RNs per cluster in which

we have 1 CH and NVR
NC
−1 CMs. EA signifies the data aggre-

gating energy at CH level, r represents the compression
ratio and RCC symbolizes the communication to computa-
tion ratio. Table 2 summarizes the notations used in this
paper.

75806 VOLUME 9, 2021



J. Anees et al.: HESTOR

TABLE 2. Notation description.

IV. DETAILED HESTOR ARCHITECTURE
In this section, the architecture of HESTOR is discussed in
detail. If the nodes are located inside RS or outside RL, they
are imposed to perform the role of normal node (NN) but if
the nodes are located outside RS and inside RL, then they
are imposed to perform the role of candidate node (CN)
or Ring node (RN). Mobile sink launches data collection
by broadcasting a tag message containing the mobile sink
address and data collection duration. Sensor nodes calculate
their working-sleeping cycle keeping in view the data collec-
tion duration of mobile sink. Subsequently, each sensor node
broadcasts a probemessage containing source address, broad-
cast address, node role, working-sleeping schedule, neigh-
bors address and Expected Optimal Hop (EOH) [45]. The
design of HESTOR is segmented into four different sections;
(i) Construction of virtual ring, (ii) Virtual ring CH election,
(iii) Energy transfer based opportunistic routing, (iv) Network
maintenance.

A. CONSTRUCTION OF VIRTUAL RING
After defining different nodes’ roles with respect to their
position in the network, mobile sink selects a two-hop away
node as Starting Ring node (SRN) based on its highest energy.
SRN creates Ring Creation Token (RCT) and announces its
role to other CNs to make a closed virtual ring between inner
radius (IR) and outer radius (OR) of mobile sink. IR and OR
of mobile sink are defined in the same context as RS and RL.
The selection criterion for choosing the next CN is to check
if it makes a maximum angle with the solid virtual line of
mobile sink. In counter clockwise direction, SRN forwards

the RCT to that CN which fulfills this criteria. When a CN
receives RCT from a neighbor, it changes its role to RN
and then follows the same criteria to forward the RCT to
its neighbor in counter clock wise direction. This process
continues until RCT is being received by SRN from a recently
appointed RN, thus leading towards the formation of a closed
virtual ring around mobile sink. The illustration of virtual
ring structure and RCT forwarding mechanism can be seen
in Fig 2-4.

In HESTOR, the relationship of link connectivity in terms
of asynchronous working-sleeping cycle and total available
energy should be clearly explained before discussing virtual
ring CH election and energy transfer based opportunistic
routing. Fig 5 depicts the link connectivity between adja-
cent nodes with respect to total energy available (including
harvested energy, battery energy and RF transfer energy)
and asynchronous working–sleeping cycle of sensor nodes.
Each of the nodes have different energy management status
and working-sleeping cycle. According to energy manage-
ment status, node Vi and Vj (active state) can communi-
cate with each other and node Vk (charging state) due to
existence of opportunistic node connection in timeslot t1-t2.
Another opportunistic node connection exists in timeslot
t2-t3 where nodes Vi and Vj (active states) can communicate
with node Vk (entering active state). When a node is in
working mode especially at night, its residual energy starts
declining rapidly due to unavailability of solar energy har-
vesting, so the charging and discharging energy cycle of sen-
sor nodes can be adjusted in accordance with the application
requirements.
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FIGURE 2. Announcement of SRN role after creation of RCT.

FIGURE 3. First RN chooses the appropriate CN for forwarding RCT.

B. VIRTUAL RING CH ELECTION
Once all the nodes are aware of their roles and the formation
of virtual ring is ensured, the competition for CH election
in the virtual ring starts. HESTOR uses a competition-based
CH election in the virtual ring, where the most qualified
RN among the CH candidates are picked by mobile sink
to be selected as CHs. Keeping in view the energy transfer
mechanism through RF transfer, our selection criteria for CHs
in the virtual ring is based on node’s gain degree. Initially the
mobile sink select those RNs whose sum of harvested energy
and battery energy is greater than the rest of cluster members.
Then mobile sink sends CH_Election_message to those RNs.
Each potential CH after receiving the CH_Election_message
sends the CH_Announce_message to neighboring RNs and
CNs. RNs or CNs receive the CH_Announce_message

FIGURE 4. Completion of virtual ring.

and send the connection request message (Con_Req) to
nearest CH. Subsequently, the CHs receives the Con_Req
from multiple potential CMs, creates a cluster_member_set
(CM_set) and adds all potential CMs to CM_set. In order
to understand the concept of node’s gain degree, we recall
that sensor nodes in a cluster can control their power levels
and communicate with neighbors placed at different locations
while reducing their maximum transmission range according
to cluster size. The amount of energy a node i could receive
from its neighbor j through RF transfer such that di,j≤RC can
be defined as:

Etrans(Vj,Vi) = ηµPj|hVi,Vj |
2
= ηµPj|β1d

−α1
(V i,Vj)

|
2

(6)

0Vi =
∑k

j=1
Etrans(Vj,Vi) =

∑k

j=1
ηµPj|β1d

−α1
(V i,Vj)

|
2

(7)

where Etrans(Vj,Vi) is the amount of energy node j can transfer
to its neighbor i, η is the energy conversion efficiency for
which the condition is 0 < η < 1, µ is the energy and data
splitting ratio for which the condition is 0 < µ < 1, Pj is
the signal power received from node j, and the channel gain
hVi,Vj = β1d

−α1
(Vi,Vj)

, where β1 is a constant which depends
on the radio propagation properties of the environment, and
α1 is the path loss exponent, 0Vi is the node Vi’s gain degree
which depends on the RF energy transfer from j neighbors
in (6) and (7). Furthermore, the total available energy at
node i can be computed as:

ET (Vi) = 0Vi + EHarv(Vi) + EBat(Vi) (8)

where EHarv(Vi) is the harvested energy of node i using its
own solar energy harvester, EBat(Vi) is the remaining battery
energy of node i in (8). All the nodes within the cluster multi-
cast an energy_req_message which includes Etrans and source
address of the node. Each node in the cluster calculates its ET
after every threshold time tT. The threshold time tT depends
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FIGURE 5. Relationship between link connectivity of adjacent nodes and their different energy management status.

on the duration of the CH competition and node density in
the virtual ring. The node with highest ET in each cluster
wins the CH competition and is declared as CH. Foregoing
in view, CH in each cluster perform tasks such as (i) relaying
the data from nodes in OR to nodes in IR and further to mobile
sink (ii) processing data aggregation request and reply pack-
ets from the data generating nodes in OR. It is perti-
nent to mention here that the amount of energy a node
share with its neighbors depends on node activity such as
sensing, relaying, working-sleeping schedule etc. We sup-
pose a continuous time between t1 and t2 for the energy
consumption measurement. Residual energy in time t is
defined by omitting consumed energy in 1t from the
initial battery and harvested power in t-1t. Thus, the
energy efficiency for HESTOR can be computed in (9)
as:

Eresidual(t) = Einitial(t −1t)−Econsumed(1t) (9)

Eeff = (Eresidual/Einitial)× 100

= (Einitial(t −1t)−Econsumed(1t))

/Einitial(t −1t))× 100 (10)

where Einitial (t −1t) = ET , so our energy efficiency will
become,

Eeff = (ET−Econsumed(1t))/ET × 100. (11)

The virtual ring CH election process can be illustrated
from Fig 6. The CH Election process is summarized in
Algorithm 1 and 2.

FIGURE 6. Virtual ring CH election.

C. ENERGY-TRANSFER BASED OPPORTUNISTIC ROUTING
In our proposed scheme, routing topology serves both
data and energy dissimilar to two-tier conventional WSNs.
We have provided an additional structure in HESTOR for
factoring in the role of wireless energy transfer in rout-
ing topology at the cost of some overheads. Furthermore,
we designed our proposed scheme using opportunistic con-
nection random graph (OCRG). Let’s denote our OCRG by
a graph G (V,E,L) in which V represents the set of nodes
in the network, E represents set of opportunistic connections
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Algorithm 1 HESTOR CH Election (CH Side)
Input:Mobile sink selects the potential RNs for CH competition within virtual ring
Output: CH decision
Begin:
1. if (CH_Election_message received && CR = 1), then
2. Store the current position of mobile sink in its local buffer
3. Start preparing CH_Announce message in order to advertise your role as potential CH in the cluster
4. Send CH_Announce message to neighboring RNs and CNs
5. if (Con_Req message is received from potential CMs), then
6. VCH creates a cluster member set, i.e., CM_set
7. Add the potential CMs to CM_set
8. elseWait till the Con_Req message is sent by potential CMs
9. end if
10. else if (CH_Election_message received with CM_set 6= ∅ && CR> 1), then
11. VCH multicasts the energy_req_message to its CMs
12. Compute ET in terms of energy transfer over RF, harvested energy and battery energy
13. for each VCM(i) in a cluster, do
14. if (VCH

′s ET≥ VCM(i)
′sET ), then

15. VCH sends CH_Announce message to each CM in the next round
16. else if (VCH

′s ET< VCM(i)
′sET ), then

17. VCH sends CH_Election_message to VCM(i)
18. VCM(i) sends CH_Announce message to each CM
19. end if
20. end for
21. end if

Algorithm 2 HESTOR CH Election (CM Side)
Input:Mobile sink selects the potential RNs for CH competition within virtual ring
Output: Executing all tasks relevant to CM after CH election procedure
Begin:
1. if (CH_Announce_message received from a potential VCH && CR = 1), then
2. Send the Con_Req to that VCH
3. elseWait till the CH_Announce message is received from a potential VCH
4. end if
5. if (CR> 1), then
6. VCM multicasts the energy_req_message to its neighbors
7. Compute its ET based on energy transfer over RF, harvested energy and battery energy
8. for each VCM(j) in a cluster, do
9. if (VCM(i)

′s ET> VCM(j)
′sET && VCM(i)

′s ET> VCH
′sET), then

10. VCM(i) sends CH_Announce message to VCM(j) and VCH
11. else if (VCM(i)

′s ET< VCH
′sET ||VCM(i)

′s ET< VCM(j)
′sET ) , then

12. Wait till the CH_Announce message is received from new VCH
13. end if
14. end for
15. end if

existing between any two adjacent neighbors and L represents
the link connectivity of any two adjacent nodes in set V. The
link connectivity is dependent on factors like data routing
cost and asynchronous working–sleeping cycle of sensor
nodes. The longer the node’s working time, more likely it
will communicate with adjacent nodes and higher the status
transition frequencies of nodes, more likely it will contribute
to improve the link connectivity. Each direct link between

adjacent sensor nodes has a data routing cost LCE: E→ R
such that LCE(i, j) is the cost associated with link (i,j). Our
routing metric can be defined as:Min

∑n−1
i=1 LCE(Vi,Vi+1) for

which LCE(Vi,Vi+1) ≥ 0.
The data routing cost LCE is computed based on the

factors like (i) EC(Vi,Vj), which is transmission energy con-
sumed over link (i,j) (ii) ET(Vi), which is available total
energy (including harvested, battery and gained energy
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through RF transfer) of node i, (iii) ET(Vj), which is avail-
able energy (including harvested, battery and gained energy
through RF transfer) of node j. EC(Vi,Vj) can be calculated
by (1). Each CH in the virtual ring discovers its potential
neighbors through which it can gain energy over RF energy
transfer mechanism. In this scheme, we transmit the energy
alongside the data in our routing process to compensate for
the transmission energy consumed over each link. It is perti-
nent to mention that more energy is conserved than consumed
in terms of transmissions since sensor nodes are transferring
the energy alongside the data by transmitting a strong signal,
thus balancing out the incurred overhead for the receiving
node. Our data routing cost LCE can be defined in (12) as:

LCE(Vi,Vj) =
EC(Vi,Vj)

(ET (Vi) + ET (Vj))
(12)

A data set D(S,NS,Wv/Sv,FST,LCE) is proposed which
consists of source (S) address, neighboring node (NS)
addresses, working–sleeping cycle schedule (Wv/Sv), status
transition frequencies (FST) and data routing cost (LCE) of a
node to each of its neighbors in each data collection period,
to investigate the opportunistic node connection between sen-
sor nodes based on data routing cost. First we need to compute
the time-frequency parameter TFViVj of link connectivity
LViVj which depends on the working time of adjacent sensor
nodes, data collection duration of mobile sink, and status
transition frequencies of adjacent sensor nodes. TFViVj can
be calculated in (13) and (14) as:

TFViVj =
(
FSTV i
FSTmax

×
WVi

TCP

)(
FSTV j
FSTmax

×
WVj

TCP

)
(13)

TFViVSINK =
(
FSTV i
FSTmax

×
WVi

TCP

) (
WVSINK

)
(14)

where FSTi and FSTj are the status transition frequencies of
Vi and Vj, WVi and WVj are the working time of Vi and Vj,
TCP is the data collection duration of mobile sink, FSTmax
is the max status transition frequency value obtained from
sensor node undergoing maximum transitions during TCP.
It is assumed that mobile sink has unlimited power and it will
always remain in working mode i.e. WVSINK = 1. Keeping
in view LCE and TFViVj , our link connectivity function LViVj

and LVSINKVi in terms will be,

LViVj = αLCE (i, j)+ (1− α)TFViVj (15)

LViVj = α

(
EC(Vi,Vj)

(ET (Vi) + ET(Vj)

)

+(1− α)
(
FSTV i
FSTmax

×
WVi

TCP

)(
FSTV j
FSTmax

×
WVj

TCP

)
(16)

LVSINKVi = αLCE (SINK , i)+ (1− α)TFVSINKVi (17)

LVSINKVi = α
(

EC(SINK ,Vi)
(ET (SINK ) + ET (Vi)

)
+ (1− α)

×

(
FSTV i
FSTmax

×
WVi

TCP

)
(18)

where LCE(i, j) is the data routing cost associated with Vi
and Vj, LCE(SINK, i) is the data routing cost between VSINK
and Vi respectively. α is the appropriate weight assigned
to data routing cost and time-frequency parameter in (15)
and (17). In order to realize the reliable data forwarding from
any sensor node to mobile sink, we need to find optimal
path. The product of link connectivity between adjacent sen-
sor nodes along the path towards mobile sink or CH can
be treated as Path Connectivity (PC). We have utilized the
spanning tree algorithm to compute the optimal path using
maximum value of path connectivity [45]. Mobile sink pro-
duces a spanning tree incorporating each node’s path con-
nectivity values and then broadcast this information in the
network using RL. PC between Vi and Vj can be formulated
in (19) as:

PCViVj = PCViVi+t =
∏t−1

k=0
LVi+kVi+(k+1) (19)

Likewise, PC for Vi (neighboring node) of mobile sink
VSINK can be calculated as PCVSINKVi = LVSINKVi . Sim-
ilarly, the PC of Vj (neighboring node of Vi ) to VSINK
can be computed as PCVSINKVj = L∗VSINKVi

LViVj for which,
PATH(VSINK,Vj, ∗) = {VSINK,Vj, 2} = {VSINK,Vi,Vj}.
Furthermore, if Vj is not directly connected to Vi, then
the PC of Vj to VSINK can be formulated as PCVSINKVj =

PC∗VSINKVi

∏t−1
k=0 LVi+kVi+(k+1)whereVi+t = Vj and in

that case, PATH(VSINK,Vj, ∗) = {VSINK,Vj, t + 1} =
{VSINK,Vi, . . .Vi+t−1,Vj}. Contrary to it, if Vj which is
deployed just outside RL need to communicate with mobile
sink, then PC of Vj with VSINK would depend on 3 factors
i.e. (i) PC between VSINK and its neighboring node, (ii) PC
between VSINK neighbor and VCH (iii) PC between VCH and
its neighbor Vj located outside RL.

PCVSINKVRLj
=PCVSINKVi ∗ PCViVCH ∗ PCVCHVRLj

(20)

PCVSINKVRLj
= LVSINKVi ∗

∏t−2

k=0
LVi+kVi+(k+1)

∗LVi+(t−1)VCH ∗ LVCHVRLj (21)

PATH
(
VSINK ,V RL

j , ∗
)
=

{
VSINK ,V RL

j , t + 1
}

= {VSINK ,Vi,. . . ..Vi+t−1,VCH ,V RL
j }

(22)

where PCVSINKVi is the path connectivity from neighboring
node Vi to mobile sink, PCViVCH is the path connectivity from
Vi to VCH and PCVCHVRL

j
is the path connectivity fromVCH to

its neighbor Vj located outside RL in (20). If Vj is not directly
connected with VCH, then the PC of VSINK with Vj outside
RL would be,

PCVSINKVRLj

= LVSINKVi ∗
∏t−2

k=0
LVi+kVi+(k+1) ∗ LVi+(t−1)VCH

∗

∏u−2

k=0
LVCH+kVCH+(k+1) ∗ LVCH+(u−1)VRLj (23)
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Algorithm 3 HESTOR Energy Transfer Based Opportunistic Routing
Input:
1. Virtual Ring around mobile sink
2. Formation of data set D(S,NS,Wv/Sv,FST,RE,BS,LQF)
3. Formation of clusters in the virtual ring
Output:
4. Optimal path connectivity towards mobile sink
Begin:
5. if node.location = inside RL, then
6. Determine link connectivity using LVSINKVi = αLCE(SINK, i)+ (1− α)TFVSINKVi
7. Determine path connectivity for neighbor Vi of VSINK i.e. PCVSINKVi = LVSINKVi

8. for each node Vj inside RL, do
9. if (Vj is directly connected to neighboring node Vi of VSINK), then
10. PCVSINKVj = LVSINKVi ∗ LViVj

11. PATH(VSINK,Vj, ∗) = {VSINK,Vj, 2} = {VSINK,Vi,Vj}

12. else if (Vj is a CH which is not connected to neighboring node Vi of VSINK), then
13. PCVSINKVj = PCVSINKVi ∗

∏t−1
k=0 LVi+kVi+(k+1)whereVi+t = Vj

14. PATH(VSINK,Vj, ∗) = {VSINK,Vj, t+ 1} = {VSINK,Vi, . . .Vi+t−1,Vj}

15. else PCVSINKVj= 0
16. PATH(VSINK,Vj, ∗)= ∅
17. end if
18. end for
19. else if node.location = outside RL, then
20. Determine link connectivity of adjacent nodes: LViVj= αLCE (i, j)+(1−α)TFViVj
21. for each node Vj outside RL, do
22. i f (Vj outside RL is directly connected to any VCH), then
23. Determine path connectivity from VCH to VRL

j i.e. PCVCHVRL
j
= LVCHVRL

j
24. if {EOHi< Q}, then
25. PCVSINKVRL

j
= PCVSINKVi ∗

∏t−2
k=0 LVi+kVi+(k+1) ∗ PCVi+(t−1)VCH ∗ PCVCHVRL

j

26. PATH(VSINK,VRL
j , ∗) = {VSINK,VRL

j , t+ 2} = {VSINK,Vi, . . .VCH,VRL
j }

27. end if
28. else if (Vj is not directly connected to VCH), then
29. PCVCHVRL

j
=
∏t−1

k=0 LVCH+kVCH+(k+1)whereVCH+t = VRL
j

30. if {EOHi< Q}, then
31. PCVSINKVRL

j
= PCVSINKVi ∗

∏t−2
k=0 LVi+kVi+(k+1) ∗ PCVi+(t−1)VCH ∗ PCVCHVRL

j

32. PATH(VSINK,VRL
j , ∗) = {VSINK,VRL

j , t+ u} = {VSINK,Vi, . . . ..VCH, . . . .VRL
j }

33. end if
34. end if
35. end for
36. end if

PATH
(
VSINK ,V RL

j , ∗
)

=

{
VSINK ,V RL

j , t + u
}

= {VSINK ,Vi, . . . ..Vi+t−1,VCH , . . . .VCH+(u−1),V RL
j }

(24)

Here we have assumed that VRL
j = VCH+u in which u is

the number of hops on the path from VCH to VRL
j and t is the

number of hops on the path from VSINK to VCH for which
1 ≤ t ≤ N− 1 and 1 ≤ u ≤ N− 1 in (24). As we are dealing
with opportunistic node connections, so we have devised
a mechanism for updating PC values after every round of

communication. The PC value is updated after comparing it
with the previous PC values and selecting the maximum PC
value among them, thus improving the efficiency of finding
an optimal path as indicated by (25) and (26). The energy
transfer based opportunistic routing process is summarized
in Algorithm 3.

PCupdated
VSINKVRLj

= max
(
PCVSINKVRLj

,LVSINKVi ∗
∏t−2

k=0
LVi+kVi+(k+1)

∗LVi+(t−1)VCH ∗
∏u−2

k=0
LVCH+kVCH+(k+1) ∗ LVCH+(u−1)VRLj

)
(25)
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PATH (VSINK ,V RL
j , ∗)

= {VSINK ,V RL
j , (t + u)upd

= {VSINK ,Vi, . . .V
upd
i+t−1, ,V

upd
CH , . . . ,V

upd
CH+(uupd−1)

,V RL
j }

(26)

After the selection of optimal paths, we need to define
our main routing strategy for data transmission and reception
purposes. The conventional opportunistic routing strategy
only involves asynchronous working–sleeping cycle metric
and probably results in failed link connection between sen-
sor nodes due to unannounced transition (working to sleep-
ing mode) of any forwarder node. In order to resolve this
ambiguity, we need to carefully design the HESTOR routing
strategy based on expected optimal hops (EOH) [45]. EOH
is defined as the number of hops it takes to forward a probe
message or data packet from any sensor node in the network
to mobile sink while consuming minimum energy. EOH will
be used to select those forwarders which lead to a reliable
data transmission between the source node and mobile sink
while keeping the energy consumption as low and delay as
minimum as possible. EOH also helps us in selecting the
nodes in inner search space only when forwarding the packet
from sensor node to mobile sink whereas selecting the nodes
in outer search space only when forwarding the packet from
mobile sink to any sensor node. Having received the RSSI
which would estimate the distance between mobile sink and
any sensor node, we can compute the EOH of each neighbor
of a sensor node and compare the average EOH value against
each of its neighbor’s EOH value to make sure that the packet
is forwarded to mobile sink using inner search space and
packet if forwarded to a sensor node (away frommobile sink)
using outer search space areas. Our objective for defining
inner search space and outer search space areas is to achieve
a balance between hop count and energy efficiency while
forwarding the sensed data towards mobile sink.

EOH = {EOH1,EOH2,EOH3, . . . . . .EOHn} (27)

Q = (EOH1 + EOH2 + EOH3 + . . .+ EOHn)/n (28)

where n is number of neighbors of a sensor node and Q is
the average of EOH in (27) and (28). Our aim is to find the
optimal path between sensor node andmobile sink, so we find
the next hop based on maximum link connectivity between
adjacent nodes. Energy harvesting approach in HESTOR
leads to less unannounced transitions from working-sleeping
mode and results in finding optimal path from any sensor
node to mobile sink. After the mobile sink broadcasts the
optimal and updated path information in the network, the data
generating node sends an aggregation request packet towards
virtual ring in order to acquire the position information of
nearest CH from its CM i.e. RN or CN. Similarly, the CM
forwards the aggregation reply packet to data generating node
after receiving an aggregation request packet. The aggrega-
tion reply packet contains the address of nearest CH. We use
inner search space mechanism for forwarding aggregation
request packet and use outer search space mechanism for

forwarding aggregation reply packet as depicted from Fig. 7.
Having received the aggregation reply packet, the source
node extracts the address information of nearest CH and
forwards the data packet to nearest CH using the optimal path.
The CH receives multiple data packets from different sensor
nodes, performs lossless data aggregation on those packets,
concatenates multiple aggregated data packets into a single
data packet of specified length and forwards that single data
packet to mobile sink keeping in view theminimum delay and
energy consumption constraints.

FIGURE 7. Agg_Req packet, Agg_Reply packet and Data packet
forwarding.
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Algorithm 4 Dat_Agg_Req Packet Arrives at RN
Input:
1. Optimal path connectivity towards mobile sink
Output:
2. Prepare Dat_Agg_Reply packet
Begin:
3. if node.address = Destination Address, then
4. if node.role = RN, then
5. Create Dat_Agg_Reply packet
6. Set address of its CH in Dat_Agg_Reply packet
7. if data generating node Vj is in range of RN, then
8. Send Dat_Agg_Reply packet to Vj
9. else determine the path connectivity of RN to source node and
10. then send Dat_agg_reply packet
11. end if
12. else if node.role 6= RN, then
13. Determine the path connectivity of source node to RN and then
14. send Dat_Agg_Req packet
15. end if
16. end if

Algorithm 5 Dat_Agg_Reply Packet Arrives at Data Generating Node
Input:
1. Dat_Agg_Reply packet
Output:
2. Prepare Data packet
Begin:
3. if node.address = data generating node Address, then
4. Check the address of VCH and start preparing the data packet
5. Set total no. of aggregated packets as NADP in Data packet
6. if VCH is in range of data generating node, then
7. Send data packet to VCH
8. else Set VCH address in Data packet
9. Determine the path connectivity of data generating node to VCH and then
10. send the data packet
11. end if
12. else determine path connectivity of RN to data generating node and then send
13. Dat_agg_reply packet
14. end if

As the CHs in the ring are responsible for operations like
gathering, aggregating, transmitting to next-hop node and
receiving data from prior nodes, we can say that the total
energy consumed in virtual ring is proportional to energy
consumed by all clusters in the virtual ring. Although CNs or
cluster members of CHs also consume energy while sending
the data or request packet to CHs but this amount of energy is
less critical as compared to energy consumed by CHs [18].
The total energy consumed in a cluster of a virtual ring
is the sum of energies consumed by all CMs in a cluster
plus the energy consumed by their corresponding CH. The
total energy consumed by a cluster Ecluster is given in (29) as,

Ecluster = ECH +
∑(

N
NC
−1
)

i=1
ECM i (29)

Furthermore, the total energy consumed by virtual ring can
be expressed as:

Evirtualring =
∑NC

j=1
Ecluster j (30)

where NC indicates the number of clusters in the virtual ring.
The processing of aggregated data request packet and aggre-
gated data reply packet are summarized in Algorithm 4 and 5.
The processing of data packet at CH is given in Algorithm 6.

D. NETWORK MAINTENANCE
We need to maintain our virtual ring structure regularly to
avoid network connectivity problems occurring due to dispar-
ities between energy consumption & overall end-end delay.
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Algorithm 6 Processing Data Packet at CH
Input:
1. Data packet sent by data generating node
Output:
2. Forward the data packet to mobile sink
Begin:
3. if node.address = VCH address, then
4. Receive and store aggregated data packet from data generating node
5. VCH aggregates all data packets by performing lossless data
6. aggregation
7. Forwards the aggregated data packet to mobile sink
8. else if node.address 6= VCH address, then
9. Determine the path connectivity of data generating node to VCH and
10. then send the data packet
11. end if

Some of the significant features related to network mainte-
nance are addressed in this section.

1) RE-CLUSTERING EPOCH
It is important to highlight that our network hierarchy should
be changed if needed, in order to avoid saturating any CH
in the ring and losing all the data packets forwarded towards
that CH. This continues until selection of new CH in the
next round. A pro-active approach is needed to avoid this
bottleneck. The probe message sent by every sensor node to
mobile sink contains working-sleeping cycle ad status transi-
tion frequency of that sensor node in specific data collection
duration. This pro-active approach can prevent the loss of data
packet. If the CH is about to undergo a transition, mobile sink
is already aware of it and it assigns the best candidate among
CMs of that CH to be the new CH, thus averting the loss of
data packet. Furthermore, changing the network topology too
frequent, will also lead towards an increase in the exchange
of control packets, so re-clustering epoch of the network is
always subject to trade-off i.e. re-clustering epoch should not
be too large to avoid overburdening the CHs by enabling
rotation of CH role in the ring. When re-clustering epoch is
too large, the situation will lead towards unannounced and
sudden transitions, therefore we need an appropriate value of
re-clustering epoch to optimize the performance of clustering
in the virtual ring.

2) RING ADJUSTMENT
We are well aware that RNs perform more energy con-
sumable tasks than NNs. For a specific time of a day
when solar harvested energy is not available and we have
to rely on RF energy transfer, there is a possibility that
the residual energy of most of the RNs is not sufficient
enough to continue our network operations. Mobile sink
takes the decision of adjusting the virtual ring in a way
which could increase the network lifetime of HESTOR. The
Although sink mobility could solve this problem as well but
at the cost of increased control packet overhead and energy

consumption, so keeping in view the density of RNs and
CNs, mobile sink performs the ring adjustment. The role
of RN is interchanged with NN or CN depending on the
type of ring adjustment. In HESTOR, we have two kinds
of ring adjustments i.e. (i) Contraction Stage (ii) Expansion
Stage.

For our ring to be successfully adjusted without any hin-
drances, we have marked two threshold boundaries i.e. RS
and RL. The virtual ring can contract until it reaches RS
of mobile sink whereas the virtual ring can expand until it
reaches RL. In contraction stage, the number of RNs will
be reduced to half in comparison to the current state which
means less number of RNs will be engaged in advertising the
CHs information to NNs but in expansion stage, the number
of RNs will be doubled in comparison to current state which
means that more number of RNs will be required to advertise
the CH position information to NNs. The IR and OR are
adjusted as per (31) and (32) respectively.

Expansion Stage :

{
newIR = oldOR
newOR = oldOR+(oldOR−oldIR)

(31)

Contraction Stage :

{
newOR = oldIR
newIR = oldIR−(oldOR−oldIR)

(32)

V. PACKET OVERHEAD CALCULATION
In HESTOR, each CH acquires the integrated sensed data
from its CMs or NNs and then forwards the aggregated
data to mobile sink. In our scheme, the network load is
balanced during CH rotation in successive rounds of com-
munication and by random movement of sink node. Let
us assume that we have O(NW) exchanged packets as an
overhead in which NW is the number of working sensor
nodes in the network. If we assume that NC is the num-
ber of CHs per round and NVR is the number of nodes in
the virtual ring, then we can calculate the overhead packets
as:
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•NW-1 packets used to send probe message to mobile sink
•NW-1 packets used for sending updated path information

to mobile sink
• NW-NVR packets used for sending aggregating reques
• NW-NVR packets used for sending aggregating repl
•NW-NC packets used for sending data packet to CH from

any working nod
• NC packets used for sending data packet from CH to

mobile sink
•

NVR
NC

packets used to multicast energy_req message to all
CNs and RNs in the cluste
•

NVR
NC

packets used to CH_Announce_message to CMs

•
NVR
NC
−1 packets used to send connection request

(Con_Req) to CHs.
• NW-1 packets received by all working nodes for link

connectivity and path connectivity computation.
Therefore, the overhead of HESTOR will be O(NW) as

NC�
NVR
NC
� NW.

VI. RESULTS
A. SIMULATION ENVIRONMENT
We have evaluated the performance of HESTOR in
OMNET ++ and MATLAB 2019b using cross platform
library (MEX-API) for simulating WSNs. This Application
Programming Interface (API) can provide the user an easy
bidirectional connection interface between MATLAB and
OMNET++. We have utilized low rate, low cost, short range,
flexible and low power consumption standard IEEE 802.15.4
for our PHY and MAC layer. The energy model defined
in IEEE 802.15.4 is used to compute the energy consumed
during data transmission, reception and sensing. In addition
to it, we have also utilized the IEEE 802.15.4 MAC Layer
specifications for data rate and data packet size. The perfor-
mancemetrics like control packet overhead, energy consump-
tion, end-to-end delay, PDR, network lifetime and throughput
are analyzed against two parametric benchmarks viz. sink
mobility speed and node density. For sink mobility simula-
tion, we have considered 1-15 km/h range while keeping the
node density as constant i.e. 400 whereas for node density
simulation, we have considered 300-500 rage as different
number of heterogeneous sensor nodes while keeping the sink
mobility speed as constant i.e. 5 km/h. Different sinkmobility
and node densities values are chosen to capture the perfor-
mance of HESTOR in different circumstances i.e. dense net-
work, sparse network, frequent re-clustering, ring adjustment
etc. Our network operates in outdoor environment and the
solar cells equipped with each sensor nodes harvests energy
during the day. A typical solar cell generates 100 m/cm2,
with conversion efficiency of 15which gives us the available
ambient energy of 15 mW/cm2 in sunny conditions and the
same reduces to 0.15 mW/cm2 due to clouds [66]. Other
simulation parameters are summarized in Table 3. To evaluate
the performance of HESTOR, we compared it with four
different benchmarks: 1) VGB [32], 2) Ring Routing [10],
3) LBRR [30], 4) DA-EEORR [11]. It is pertinent to mention

TABLE 3. Simulation parameters.

that the individual simulation results are the average over
25 runs and the length of each run is 2500 sec. The results
stayed within –8of the sample mean when subjected to 95%
confidence interval.

B. PERFORMANCE COMPARISON
The effect of various parameters on the performance
of HESTOR and other existing benchmarks are provided in
this section.

1) CONTROL PACKET OVERHEAD
The total energy consumed by sensor nodes during transmis-
sion and reception of control packets can be treated as con-
trol packet overhead. This metric is considered as overhead
because of extra burden over the network as the exchange
messages in terms of control packets do not contain sensed
data and are only used for proper handling of data pack-
ets. Fig 8 depicts the energy consumed in terms of control
packet against variable node density for VGB, ring routing,
LBRR, DA-EEORR and HESTOR. At low node density,
DA-EEORR and HESTOR perform better than VGB, ring
routing & LBRR whereas at high node density, HESTOR
outperforms all other protocols due to several reasons i.e.
i) optimum number of RNs selected for virtual ring, ii) virtual
ring CH election, iii) energy transfer based opportunistic
routing. The performance of ring routing is better than LBRR
for high node density due to the reason that more energy is
consumed due to reception of AAPI packets by large number
of neighbors at each hop. At low node densities, VGB per-
forms better than ring routing and LBRR due to fixed number
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FIGURE 8. Energy consumption in terms of control packet overhead
against variable node density.

of grid-header nodes which ensures minimum control packet
overhead but for higher node density, those fixed grid-header
nodes against variable RNs in ring routing and LBRR result
in slightly higher overhead.

Fig 9 illustrates the control packet overhead of VGB,
ring routing, LBRR, DA-EEORR and HESTOR against vari-
able sink mobility. At low sink mobility, HESTOR and
DA-EEORR performs better than VGB, ring routing and
LBRR due to reduced number of AAPI and RAPI control
packets but for higher sink mobility, HESTOR outperforms
all other protocols. LBRR follows the same pattern as ring
routing for all sink mobility speeds but performs slightly
better than ring routing due to formation of initial ring in
a single trial in LBRR. At higher sink mobility speeds,
optimum number of RNs selected in DA-EEORR for adver-
tisement of mobile sin’s position results in minimization
of exchange messages in comparison to VGB, ring routing
and LBRR. Both DA-EEORR and HESTOR don’t have to
relay their control packets to multi-hop away anchor nodes
and their opportunistic routing strategy is based on optimal
path connectivity calculation. DA-EEORR performs slightly
better than HESTOR at low sink mobility speeds due to
the reason of CH elections and formation of clusters in the
ring in HESTOR. At higher sink mobility speeds, lack of
energy harvesting feature in DA-EEORR results in sudden
transition of already energy exhausted RNmaxRE, thus leading
to a situation where a new RNmaxRE is required for which
the control packet overhead will definitely increase. Our
proposed scheme HESTOR is designed to use the energy
scavenging abilities to provide support to energy exhausted
CHs in the ring, thus performing better than DA-EEORR for
higher sink mobility speeds.

2) ENERGY CONSUMPTION
It can be calculated as the total energy consumed in
the network during data transmission, reception, sensing,

FIGURE 9. Energy consumption in terms of control packet overhead
against sink mobility.

aggregation and relaying functions. Fig 10 depicts the
total energy consumption of VGB, ring routing, LBRR,
DA-EEORR and HESTOR for different sink mobility speeds.
The performance behavior of all protocols in Fig 10 is
analogous at different sink mobility speeds i.e. energy con-
sumption increases with the increase in sink mobility speed.
HESTOR and DA-EEORR outperforms all other protocols
due to aggregation of multiple data packets into a sin-
gle packet of specified length which helps in reducing the
overall energy consumption. Moreover, the performance dif-
ferences between DA-EEORR and HESTOR in terms of
overall energy consumption are due to i) virtual CH elections,
ii) creation of virtual clusters in the ring, iii) energy transfer
based opportunistic routing. Furthermore, the possibility of
a sudden transition of RNmaxRE node in DA-EEORR would

FIGURE 10. Energy consumed during data transmission against sink
mobility speed.
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require the aggregation request packets and data packets to
be re-routed to another RNmaxRE which would result in an
increase in energy consumption in DA-EEORR. Our pro-
posed scheme HESTOR is associated with harvesting energy
scavenging abilities in order to avoid such kind of sudden
transitions from working to sleep mode.

Fig 11 illustrates the comparison of total energy consump-
tion (sensing, transmission and reception) for data transmis-
sion with that of energy consumed in terms of control packet
overhead for different network maintenance frequencies. It is
quite obvious from the Fig 10 that the energy consumed
for data transmission is quite higher than that of energy
consumed in terms of control packet overhead. In addition to
it, the network maintenance frequency or re-clustering epoch
i.e. 1/1, 1/6, 1/12, 1/18 and 1/24 means to adjust the virtual
ring in terms of expansion or contraction in every round, once
in 6 rounds, once in 12 rounds, once in 18 rounds and once
in 24 rounds respectively. Both total energy consumption
and energy consumed in terms of control packet overhead
graphs indicate that the best performance is achieved when
the network is maintained in every round because the energy
consuming functions of virtual CHs in the ring are suitably
rotated among all cluster members. However, increasing the
networkmaintenance frequency results in the overall increase
of total energy consumption and energy consumed in terms of
control packet overhead.

FIGURE 11. Energy consumption in terms of overhead and data
transmission with different epochs against simulation time.

3) NETWORK LIFETIME
Network lifetime can be defined as the time difference when
the simulation starts till the first sensor node dies (no resid-
ual energy left to perform sensing, transmission, reception,
aggregation etc.), some percentage of sensor nodes die or all
sensor nodes die. It can also be defined in terms of loss of cov-
erage or when the network is partitioned due to non-existence

of path from source to mobile sink node [17], [67]. In this
article, two such time intervals have been considered i.e.
i) first sensor node dies (FND) and ii) half of the sensor node
die (HND). Fig 12 shows the stacked grouped bar chart to
illustrate the significance of FND and HND for VGB, ring
routing, LBRR, DA-EEORR and HESTOR against variable
node density. Due to single anchor node usage for adver-
tising mobile sink position information, ring routing shows
degraded performance against all other routing protocols for
all values of node density. The selection of multiple RNmaxRE
in DA-EEORR and multiple clusters in HESTOR results
in better performance against different node densities. The
higher number of grid-header nodes used for updating sink’s
position in VGB for higher node densities leads to decreased
network lifetime due to increase in energy consumption.

Fig 13 shows the stacked grouped bar chart of network
lifetime for VGB, ring routing, LBRR, DA-EEORR and
HESTOR against different sink mobility speeds. Even at low
sink mobility speed, ring routing depicts degraded perfor-
mance due to single anchor node handling all the data traffic
towards mobile sink, thus becoming the cause of FND in
the network. However, at higher sink mobility speed, VGB
performance is worse than ring routing due to the fact that
data transmission path from source to mobile sink is not
always energy efficient, thus resulting in poor performance
especially with respect to HND. The selection of multiple
RNmaxRE in DA-EEORR and multiple clusters in HESTOR
results in better performance against different sink mobility
speeds. The absence of harvested energy, lack of energy
transfer based on opportunistic routing and overburdening
of RNmaxRE in DA-EEORR leads to better performance of
HESTOR over DA-EEORR. Moreover, the CHs in the ring
receive energy along with the data from RNs or CNs through
RF links, which also play a significant role in improving the
network lifetime of HESTOR.

Live nodes metric reflect the average number of live nodes
per round. A live node is the one whose energy supply
is not fully depleted. Fig 14 depicts the number of live
nodes in HESTOR for different network maintenance fre-
quencies. As the network maintenance frequency increases,
the number of live nodes in HESTOR increases as well. If the
re-clustering epoch or network maintenance frequency is low,
there is a possibility that some sensor nodes especially CH
consumed more energy than it receives through harvesting or
energy transfer mechanism, thus resulting in the decreased
live node count. Fig 15 shows the number of live nodes
in HESTOR for different data sampling frequencies. The
best result is achieved when data sampling frequency is low
i.e. high live node count at Fs = 0.01 but when the data
sampling frequency is high, HESTOR demonstrates low live
node count. We can observe from Fig. that 60% of the sensor
nodes are alive when data sampling frequency Fs= 2 i.e. data
sampling time is 2×3600= 7200 times per hour. In addition
to it, if Fs is large and the node density is low (increasing
distance between sensor nodes), then the energy consumed
by a distant apart CH would be quite more than the sum of
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FIGURE 12. Network Lifetime in terms of FND and HND against node density.

FIGURE 13. Network Lifetime in terms of FND and HND against sink mobility speed.

energy being harvested and received through energy transfer,
hence resulting in low live node count.

4) HOP COUNT
Fig 15 shows the increase in hop count of HESTOR against
the increase in network density for different values of
re-clustering epoch. It is evident that the hop counts for
low re-clustering epoch are higher than the hop counts for
other re-clustering epochs and also, the hop counts for high
re-clustering epoch are lower than the hop counts for all other
re-clustering epochs or network maintenance frequencies.
It means regularly maintain our network will lead to lower
hop count and seldom changing to our network would result
in increased hop counts. The nodes near the mobile sink are

overburdened due to traffic convergence, so regular network
maintenance is required in HESTOR to keep the hop count
as low as possible. Low hop count also means low processing
and queuing delay, hence resulting in lower avg. end-end
delay.

5) PACKET DELIVERY RATIO (PDR)
Higher network reliability can be reflected by higher num-
ber of successfully received packets at the mobile sink.
The protocols like VGB, ring routing and LBRR in which
aggregation is not performed, PDR can be defined as the
ratio of successfully received data packets at mobile sink
to total data packets sent by all sensor nodes but for proto-
cols like DA-EEORR and HESTOR, PDR can be defined
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FIGURE 14. Live nodes with different epochs against simulation time.

FIGURE 15. Live nodes with different sampling frequencies against
simulation time.

as the ratio of successfully received aggregated data pack-
ets to total data packets generated by all sensor nodes.
Fig 17 demonstrates the PDR of VGB, ring routing, LBRR,
DA-EEORR and HESTOR against different node densities.
For all values of node density, ring routing depicts poor
performance and HESTOR outperforms all other routing
protocols. VGB is slightly better than ring routing but still
its performance deteriorates due to data packet collision
with advertisement packet especially when number of sensor
nodes are increased in the network. Although the chances of
packet collision is reduced in DA-EEORR due to data aggre-
gation feature but the sudden transition of RNmaxRE might
result in loss of packets at mobile sink. Our proposed scheme
HESTOR is designed to avoid such failures inDA-EEORRby
providing enough energy to CHs and successfully changing

FIGURE 16. Hop count with different re-clustering epochs against node
density.

FIGURE 17. Packet delivery ratio against variable node density.

the network maintenance frequency for better performance in
terms of PDR.

Fig 18 shows the performance of VGB, ring routing,
LBRR, DA-EEORR and HESTOR against variable sink
mobility. Ring routing shows degraded performance at low
sink mobility due to single anchor node which couldn’t han-
dle all the data traffic single handedly. Ring routing shows an
improvement in PDR with increase in sink mobility due to
better collision avoidance but again shows degraded perfor-
mance due to an increase in control packet overhead. VGB
performs slightly better than ring routing at low sink mobility
speeds but shows poor performance against other protocols
due to frequent sink position advertisement by grid-header
nodes. At higher sink mobility speed, the PDR of VGB drops
due to increased probability of packet collisionwith sink posi-
tion advertisement packet. LBRRwith multiple anchor nodes
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FIGURE 18. Packet delivery ratio against variable sink mobility speed.

results in better PDR than ring routing and VGB. The PDR of
DA-EEORR is better than VGB, ring routing and LBRR as
it avoids packet collision problem by assigning TDMA slots
to each RNmaxRE for data transmission. HESTOR ensures
that CHs in the ring are rotated by changing the network
maintenance frequency and also supports data aggregation
by every CH which reduces the number of transmitted data
packets to mobile sink and results in better PDR than all other
protocols especially at higher sink mobility speeds.

Fig 19 shows PDR of HESTOR against variable node
density values for different network maintenance frequen-
cies. It is evident from Fig 19 that changing the network
maintenance frequency in every round leads to higher PDR
in comparison to scenarios in which network maintenance
frequency is changed after 6 rounds, 12 rounds, 18 rounds
and 24 rounds. This occurs due to adjustment of ring in
terms of expansion or contraction and rotation of CH roles
among different nodes in the ring which further helps our
design in achieving load balancing. Fig 20 depicts the effect
of sampling frequency on PDR of HESTOR against different
node density values.We have chosen 5 different sampling fre-
quencies to demonstrate their effect on performance metrics.
We have selected the range of Fs as 0.01 ∼ 2 which means
that data sampling is performed 0.01 × 3600 = 36 times
per hour when Fs = 0.01, and 2 × 3600 = 7200 times per
hour when Fs = 2. The best and worst patterns of PDR are
achieved for Fs = 2 and Fs = 0.01 respectively which means
PDR increases with the increase in data sampling frequency
and decreases with the corresponding decrease in sampling
frequency.

6) AVERAGE END-END DELAY
Average end-end delay can be defined as average time
between generation of data packet at source node and recep-
tion of the data packet at BS including the queuing delay
and processing delay. Fig 21 exhibits the avg. end-end delay

FIGURE 19. Packet delivery ratio with different re-clustering epochs
against node density.

FIGURE 20. Packet delivery ratio with different sampling frequencies
against node density.

of VGB, ring routing, LBRR, DA-EEORR and HESTOR
against different node density values. The end-end delay of
VGB is quite low aswhereas LBRR showsworst performance
in comparison to other protocols. The selection of highest
energy next-hop node in every round in LBRR results in
the increased path length from source node to mobile sink,
thus increasing the hop count and resulting in more avg.
end-end delay. HESTOR approaches VGB when the node
density value reaches 480. This performance is achieved due
to higher probability of finding energy-efficient and delay
aware opportunistic next-hop node in the inner search space
towards mobile sink.

Fig 22 depicts the performance of VGB, ring routing,
LBRR, DA-EEORR and HESTOR in terms of avg. end-end
delay against variable sink mobility speed. Again, LBRR
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FIGURE 21. Average end-end-delay against node density.

FIGURE 22. Average end-end-delay against variable sink mobility speed.

shows degraded performance due to increased path length
from source to mobile sink and VGB shows best perfor-
mance in comparison to all other protocols. VGB achieves
low delay due to frequent acquisition of sink’s position from
grid-header nodes. In HESTOR, we have introduced the con-
cept of EOH which helps our proposed scheme in achieving
relatively better avg. end-end delay against ring routing and
LBRR throughout and against DA-EEORRwhen sink mobil-
ity reaches 9 km/h. DA-EEORR andHESTOR’s performance
in comparison to VGB is low due to the reason that it takes
higher amount of time to acquire the sink position when the
limits of ring contraction and expansion are reached.

7) THROUGHPUT
Throughput can be defined as the measure of average number
of data packets reaching BS (or mobile sink) per round.
Fig 23 depicts the throughput of HESTOR for different

FIGURE 23. Throughput with different re-clustering epochs against
simulation time.

FIGURE 24. Throughput with different sampling frequencies against
simulation time.

network maintenance frequencies. It is obvious from the
Fig. 23 that as the re-clustering epoch increases, the through-
put grows as well. Similarly, the throughput decreases when
the re-clustering epoch is small. The best throughput is
achieved when re-clustering epoch is once in every round and
the worst throughput is due to re-clustering epoch as once
in 24 rounds. Fig. 24 illustrates the throughput against sim-
ulation time for different values of data sampling frequency.
The best results are obtained when data sampling frequency
is very high. Likewise, the worst throughput is achieved when
data sampling frequency is low i.e. data sampling time is
0.01 × 3600 = 36 times per hour. It is pertinent to men-
tion that the energy consumption of a sensor node has a
direct relationship with the distance between source and sink.
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If Fs is large and distance between source and sink is also
large due to sparsely populated network, then a sensor node
would consume more energy than it can possibly harvest or
received from its neighbors. This is the reason why some
nodes die at the beginning of the simulation when Fs is high.

VII. CONCLUSION
In this paper, a novel, distributed, HESTOR protocol is pro-
posed which opts to solve the energy replenishment and
control packet overhead problems in EHWSNs through a
dynamic network architecture involving a hybrid (ring +
cluster) topology. The formation of a virtual ring and the
two-tier clustering approach as an overlay reflects the reli-
ability and longevity of WSN when supported with energy
harvesting sources. The CH competition in each cluster is
based on the criteria of energy harvesting potential of sen-
sor nodes. Moreover, CHs in virtual ring are used for the
advertisement of mobile sink current position as well as for
forwarding aggregated data towards mobile sink using energy
transfer based opportunistic routing algorithm. The energy
transfer based opportunistic routing algorithm is developed
to route data and energy simultaneously by following optimal
path connectivity, hence extending the network lifetime of
EHWSN. The effectiveness of HESTOR is confirmed after
carefully analyzing and evaluating its performance against
several existing benchmarks. The simulation results have
clearly shown that employing the hybrid topology of HES-
TOR results in the improvement of energy consumption,
control packet overhead, network lifetime, packet delivery
ratio and average end-end delay. The possible future work
would be to alter the hybridization of several hierarchical
routing topologies and to incorporate energy based oppor-
tunistic routing in them.
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