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ABSTRACT As cyberattacks become more intelligent, the difficulty increases for traditional intrusion
detection systems to detect advanced attacks that deviate from previously stored patterns. To solve this
problem, a deep learning-based intrusion detection system model has emerged that analyzes intelligent
attack patterns through data learning. However, deep learning models have the disadvantage of having to
re-learn each time a new cyberattack method emerges. The time required to learn a large amount of data is
not efficient. In this paper, an experiment was conducted using the Leipzig Intrusion Detection Data Set
(LID-DS), which is a host-based intrusion detection data set released in 2018. In addition, in order to
evaluate and improve the performance of the system, a host-based intrusion detection model consisting of
pre-processing, vector-to-image processing, training and testing steps is proposed. In the training and testing
steps, a Siamese Convolutional Neural Network (Siamese-CNN) is constructed using the few-shot learning
method, which shows excellent performance by learning a small amount of data. Siamese-CNN determines
whether the attack type is the same based on the similarity score of each cyberattack sample converted to an
image. The accuracy was calculated using the few-shot learning technique. The performance of the Vanilla
Convolutional Neural Network (Vanilla-CNN) and Siamese-CNN are compared to confirm the performance
of Siamese-CNN. As a result of measuring the accuracy, precision, recall, and F1-score indicators, it was
confirmed that the recall of the Siamese-CNNmodel proposed in this study increased by about 6% compared
to the Vanilla-CNN model.

INDEX TERMS Machine learning, LID-DS, few-shot learning, siamese network, HIDS.

I. INTRODUCTION
Currently, as cyberattacks become more intelligent, attack-
ers exploit unknown vulnerabilities and become intelligently
diversified. Defending against a variety of advanced attacks
is an important issue. One commonly used solution to the
problem is an intrusion detection system. Intrusion detection
systems can be roughly divided into network-based intrusion
detection system (NIDS) and host-based intrusion detection
system (HIDS). Unlike network-based intrusion detection
systems, host-based intrusion detection systems have the
disadvantage of having to observe both inside and outside
the system. However, a lot of research is needed because
it has the advantage of enabling intrusion detection that
cannot be detected with a network-based intrusion detection
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system. In addition, there are two types of intrusion detec-
tion systems: misuse detection and anomaly detection [1].
Misuse detection is a method of ensuring that user and sys-
tem or program behavior match an attack pattern based on
known signatures. Anomaly detection is a method of detect-
ing anomalous behavior based on a normal pattern, unlike
the misuse detection method. Misuse detection weakness
is its incapacity in detecting new unknown attacks, while
anomaly detection is able to detect new unknown attacks.
However, anomaly detection weakness is summarized by the
difficulty to define various normal usage patterns. The false
alarm rate increases because normal patterns that have not
been learned are regarded as abnormal behavior [2]. With
the recent development of deep learning technology, a lot of
research is being conducted in the field of information and
communication technology (ICT) and the field of Internet of
Things (IoT). Various intelligent services have been created.
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With such advancement in technology, there are cases where
deep learning technology is applied to intrusion detection
systems in the security field. Deep learning is a technol-
ogy that can compensate for the weaknesses in both types
of detection systems by learning its own functions through
deep neural networks. In other words, machine learning and
deep learning can self-learn anomalous behavior and identify
normal patterns to reduce false alarms. Currently, various
studies on intrusion detection systems are being conducted
to detect abnormal behavior using deep learning [3]. The
data set used in the experiment is Leipzig Intrusion Detection
Data Set (LID-DS), a host-based intrusion detection data set
published in 2018. The LID-DS is structured differently from
previously published data. It consists of different characteris-
tics, attack methods and scenarios of computer systems that
are more modern than previously published data sets [4].
In this paper, research was conducted by converting vector
data into images and creating a deep learning-based detection
model for anomalous behavior. Deep learning models are not
efficient when learning a lot of data because they have to learn
every time a new attack is discovered. Therefore, we pro-
pose Siamese-CNN using the few-shot learning technique,
which has shown excellent performance for learning a small
amount of data. The accuracy is calculated using the few-shot
learning technique, and the performance is compared with
Vanilla-CNN to confirm the performance of Siamese-CNN.
Then, we describe whether Vanilla-CNN or Siamese-CNN
can best detect the type of attack. Additionally, additional
experiments were conducted using NSL-KDD to verify the
performance of the proposed model.

II. RELATED WORK
A. INTRUSION DETECTION DATA SET
The KDD99 data set was the first to release standard data
for intrusion detection systems at MIT, sponsored by the
Defense Advanced Research Projects Agency (DARPA) and
Air Force Research Laboratory (AFRL) to evaluate intrusion
detection systems. The data types are divided into four attack
categories: Denial of Service (DoS), User versus Root (U2R),
Remote versus Local attack (R2L), and Probe attack. Much
research is being done to evaluate intrusion detection systems
using the KDD99 data set [5]. The UNM data set is newer
than the KDD99 data set, but the data consists of a series of
system calls [6]. In the field of intrusion detection systems,
data sets such asKDD99 andUNMare outdated and therefore
do not contain the capabilities of the computer systems cur-
rently in use. To address this, in 2013, the Australian Defense
Forces Academy (ADFA) published an ADFA dataset to
evaluate host-based intrusion detection systems. The ADFA
data set consists of a series of system calls for normal and
attack data [5], [6].

B. INTRUSION DETECTION RELATED RESEARCH
Intrusion detection systems are systems that detect and
block abnormal behavior by comparing normal and abnor-
mal cyberattack patterns [7], [8]. In Laskov et al. [9],

various machine learning algorithms such as Decision
Tree, K-Nearest Neighbor (K-NN), Multi-Layer Perceptron
(MLP), K-means, and Support Vector Machine (SVM) were
applied to intrusion detection. The algorithm was com-
pared using a Receiver Operator Characteristic (ROC) curve.
Kim and Kim [10] conducted a study to solve the high
false alarm rate problem using machine learning algo-
rithms, such as SVM and K-NN, in intrusion detection sys-
tems. Kim et al. [11] proposed an LSTM-based system
called the language modeling method to design an abnor-
mal behavior-based host intrusion detection system. The
author used a new ensemble method to solve the high false
alarm rate problem that often occurs in the existing method.
Ravipati and Abualkibash [12] experimented with eight
machine learning algorithms using the KDD99 data set,
which is most similar to the function of the LID-DS, show-
ing performance evaluation and false positive rate figures.
Khan et al. [13] pointed out the drawbacks of using machine
learning algorithms to propose new intrusion detection
models. A method that combines the CNN-based network
intrusion detection model and the Soft Max algorithm was
proposed and evaluated using the KDD data set. The exper-
imental results showed that it is a more efficient model for
intrusion detection than the SVM and DBN (Deep Belief
Network) algorithms. Due to recent advances in deep learn-
ing technology, numerous studies are underway to detect
binary and various attack categories based on CNN [14], [15].
According to this research direction, various deep learn-
ing architectures have been investigated in recent intrusion
detection literature [16]. The limitation of text-based mal-
ware image analysis is that it cannot easily analyze specific
malware. Malware can be packaged in a variety of pack-
aging methods. Therefore, a solution is needed to classify
malicious codes by analyzing images [17]. Recently, appli-
cations of deep learning models have been used to detect
malicious codes. In deep learning training using images,
malicious code binaries are converted into grayscale image
representations, and deep learning models are used to learn
complex features [18], [19]. Upadhyay and Pantiukhin [20]
used 36 randomly selected columns from 41 columns of
the KDD data set. After that, the CNN model was trained
by transforming the data set into images 6 × 6 in size and
then storing the remaining functions in other variables. That
experiment’s results showed that the intrusion detection error
of the proposed model was less than 2%, and it was more
efficient to convert the data into images and analyze them.
Yajamanam et al. [21] analyzed image features called gist
descriptors to classify obfuscated malware, and compared
these techniques to deep learning techniques to assess their
robustness.

C. SIAMESE NETWORKS
Siamese Networks are networks that process two different
input data using the same type of network. The two net-
works share weights and generate feature vectors for the input
image. Images of the same class are taught to represent closer
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FIGURE 1. Proposed host-based intrusion detection model structure.

FIGURE 2. The detailed dataset preprocessing steps and create image steps.

to the vector space, while images of different classes are
taught to represent farther from the vector space. In other
words, by calculating the distance between the feature vectors
created using the distance function, it is determined whether
the two images are of the same class. The distance function
uses a general similarity function, such as Euclidean distance
or cosine distance. Hsiao et al. [22] used the SiameseNetwork
to rank similarities between samples. In addition, accuracy
was calculated through an N-way one-shot operation. As a
result, the Siamese Network was shown to be more effi-
cient than typical deep learning models. Moustakidis and
Karlsson [23] proposed a Vec2im method to convert feature
vectors into images and a pipeline for extracting new features.
In addition, in order to reduce the input data dimension into
one dimension, a Siamese convolutional neural network was
used and applied to the NSL-KDD intrusion detection data
set. Taigman et al. [24] trained the Siamese Network using
standard cross entropy losses and error backpropagation.
Their model predicts the L1 distance similarity between each
sample and predicts whether the faces of each sample are the
same.

D. FEW-SHOT LEARNING
Few-shot learning is a learning method for meta-learning
using a data set with sufficient data and classifying a data set
with little data included in each class [25]. Few-shot Learning
is largely divided into meta-Learning method and metric-
Learning method. The main way to achieve excellent per-
formance is the metric learning method. Metric learning is a

distance-based learning method. According to some distance
metrics, metric learning is a way of learning so that samples
of the same class are close and samples of different classes are
far apart [26]. This is a method to predict the class of samples
with the highest similarity when providing query data by
learning the similarity or distance between images [27].

In this paper, we learn the feature vectors for two images
from the Siamese Network and compare the distances
between the vectors. In addition, we propose amodel to detect
whether the attacks are the same by comparing the similarity
scores for each cyberattack method.

III. INTRODUCING THE DATA SETS AND IMPLEMENTING
MODEL
A host-based intrusion detection model consisting of pre-
processing, vector to image processing, training, and testing
steps is proposed to evaluate and improve the performance
of the system using the LID-DS, as shown in Fig. 1. The
structure proposed in this paper is shown in Fig. 1. It con-
sists of LID-DS, preprocessing, image generation, Siamese
Network, Siamese-CNN, and N-way K-Shot Learning. Each
part is described separately in this section. Section III.A
describes the LID-DS. Section III.B describes the NSL-KDD.
Section III.C describes the preprocessing part and describes
the data normalization process according to the data for-
mat. Section III.D describes the process of converting 1D
vector data into 3D image data. Section III.E describes the
structure of two convolutional neural networks that have the
same form as the Siamese Network part. Section III.F is
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the N-way K-Shot Learning part. After explaining the
descriptions and features of N and K, the structure of the
Siamese-CNN proposed in this paper is examined through
Section III.G. Section III.H is the Train Test Split part
and describes the ratio of the Train Test data used in the
experiment.

A. LID-DS
The LID-DS used in this paper was published at Leipzig Uni-
versity in 2018 for anomaly detection studies on host-based
intrusion detection systems. The LID-DS has the latest com-
puter system characteristics, cyberattack methods, and cyber-
attack scenarios comparted to previously published data sets.
Fig. 3 shows the data generation process using the LID-DS
cyberattack scenario.

FIGURE 3. Attack simulation procedure of LID-DS data set.

Each cyberattack scenario is a cyberattack that uses the
discovered vulnerability. LID-DS runs inside Docker 10 con-
tainer virtualization software to record system call traces,
define the initial state of the target of the attack, and return
to the initial state after each cyberattack. The method is as
follows. For the record, we first start a Docker container that
hosts the attack target using the LID-DS framework. Then,
according to the scenario, the initialization task is executed
and the simulation of normal operation begins. After that,
it waits for a short time before Sysdig is activated in order not
to record the starting effect of the target software. In case of
recording an cyberattack action, the cyberattack starts after a
certain period of time. After the recording is executed for the
desired time, the recording is stopped by the control script.
It also stops and removes the normal working and simulation
of used Docker containers. Table 1 is a table comparing
the existing intrusion detection data set and the LID-DS.
The features in Table 1 are features of LID-DS and show
that there are features that are not included in the existing
intrusion detection data. Also, as can be seen from Table 1,
previously published data sets are either too old to reflect
current system characteristics or consist of a series of system

TABLE 1. Feature comparison LID-DS with other datasets.

calls, making them unsuitable for use in intrusion detection
system research.

LID-DS is the first HIDS data set containing system
calls and timestamps, thread IDs, process names, arguments,
return values, and data buffer excerpts. Many of the features
included cannot be extracted from previous data sets [4].

B. NSL-KDD
The NSL-KDD data set is a data set proposed by improving
the KDD CUP 99 data set generated through the DARPA
Intrusion Detection Assessment Program in 1999. It was
created bymodeling theUSAir Force network and simulating
38 network intrusion detection attacks [28]. Recently, many
researchers have demonstrated excellence in experimental
evaluation using NSL-KDD as a standard benchmark data
set [29], [30], [31]. The NSL-KDD data set has an advantage
in that the training data set and the test data set are configured
separately, and the number of records is a reasonable num-
ber. The NSL-KDD dataset consists of 43 features including
labels and 39 attack types. However, the peculiar thing is
that the NSL-KDD data set contains only 24 attack types
in the training set. It is a data set that trains only 24 attack
types and evaluates the performance of untrained attacks that
can be detected through the test set. Therefore, in this paper,
we performed an experiment of the proposed model using
LID-DS and NSL-KDD data set, which are composed of cur-
rent system characteristics and various cyberattack methods.

C. PREPROCESSING
In the LID-DS, the argument function and missing values
were deleted for all data, and the colon (:) was removed for
the event_time function, as in the preprocessing part of Fig. 1.
LID-DS does not contain duplicate data and event_direction
and event_type are converted to numbers using LabelEn-
coder. The Process category consists of a total of 16 pro-
cesses. The number of processes is different for each attack
method. Therefore, the processes used in each cyberattack
method have been consolidated into one process. As a result,
labels consisting of a total of 10 processes were used by
attaching labels to each process using LabelEncoder. Min-
MaxScaler proceeded to the normalization step using values
from 0 to 255.

The data format of the NSL-KDD data set is divided into
three categories: nominal, numeric, and binary. The nom-
inal data are categorical text data that cannot be used to
train deep learning models. Therefore, all were converted to
integer type and converted to one-hot vector. For numeric
data, min-max normalization was performed. The NSL-KDD
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data set consists of 39 attack types. The number of classi-
fication targets in a deep learning model is inversely pro-
portional to the classification accuracy. Therefore, as shown
in Table 2, it was classified into four attack classes
(DoS, Probe, R2L, U2R) [32].

TABLE 2. Attack types merged into 4 classes.

In addition, the NSL-KDD data set has a data imbalance
problem because the number of data in the R2L and U2R
classes is smaller than the number of data in the Normal, DoS,
and Probe classes. Data imbalance is a problem caused by the
difference in the number of samples with each class in the
data set. Classes with a large number of samples learn many
types well, while classes with a small number of samples do
not learn many types. To solve the data imbalance problem,
we used RandomUndersampler, one of the Undersampling
techniques, for the top three classes that make up a large
portion of the data set. Table 3 shows the number of samples
of the changed NSL-KDD data set.

TABLE 3. Number of NSL-KDD data set samples changed.

D. CREATE IMAGE
Each sample has a value between 0 and 255. In this paper,
as in the Vector to Image part of Fig. 1, the samples were
converted into 8-bit vectors, and grayscale-type image data
was created. Fig. 2 is a picture showing pre-processing data
and the process created as an image. A grayscale image has a
structure made up of one type of color that is converted into
an M x N x 1 pixel array. M and N represent the number of
columns and rows, respectively. The converted sample is a
64× 64 pixel image.

Table 4 shows the number of images converted from
1D vector data of LID-DS to 3D images. The converted image
data is an image of malicious data.

E. SIAMESE NETWORK
The Siamese Network used in this paper is composed of
two convolutional neural networks that have the same shape
as the Siamese Network in Fig. 4. The two input images

TABLE 4. Number of images per cyberattack method.

generate each feature vector through the convolution layer.
The distance between the two generated feature vectors is
calculated by the Euclidean distance method, and whether the
two images are of the same class is determined through the
similarity score. Table 5 shows the structure of the Siamese
Network proposed in this paper. LeakyReLU was used as the
activation function of the layers, except for the last layer.

TABLE 5. The siamese network configuration used in the experiment.

F. N-WAY K-SHOT LEARNING
To check if the Siamese Network model was trained properly,
we used the N-way K-shot learning method, one of the few-
shot learning methods. N-way K-shot learning consists of a
data set with support data used for training and query data
used for testing. N is the number of categories, and K is the
number of supporting data for each category. InN-wayK-shot
learning, the smaller theN value, themore accurate prediction
is possible; the larger the N value, the lower the accuracy.
Typically, in an experiment, N is set to 2-10 or less, and K is
set to 1 or 5.

G. SIAMESE-CNN AND VANILLA-CNN
In this paper, a convolutional neural network (CNN) is used
as an intrusion detection classification model. As shown in
the Siamese-CNN part of Table 6 and Fig. 4, the structure of
the proposed convolutional neural network can be confirmed,
and learning is performed using the weights of the Siamese
Network, respectively. Relu was used as the activation func-
tion of the layer, except for the last layer. The input_shape
is of size 64 × 64 and has 1 color channel, so the tuple
value is (64, 64, 1). To ignore minor changes, only the main
values were extracted through Maxpooling2D, and a small
output value was created and used. In addition, since Conv2D
and Maxpooling mainly deal with 2D, to transfer it to the
fully connected layer it must be transferred in 1D. Therefore,
the layer was converted to 1D using the Flatten function.
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FIGURE 4. The structure of siamese convolutional neural networks and convolutional neural networks.

TABLE 6. The neural network configuration used in the experiment.

The structure of the proposed Vanilla-CNN convolutional
neural network is shown in Table 6. It is the same except
that it uses the weights of the Siamese Network during the
Siamese-CNN training process in Fig. 4.

H. TRAIN TEST SPLIT
The data set ratio used in the experiment for 1D vector data
is as follows. The training data and test data were divided
by the commonly used 8:2 ratio using the train_test_split
module to conduct experiments. After training the training
data, we evaluated the model using the test data and dis-
covered an overfitting phenomenon. Overfitting means the
model overtrains the training data and fails to make correct
predictions. To avoid overfitting, the model was evaluated by
cross-validation, including data divided by different propor-
tions. As a result, the data set divided by a ratio of 7:3 had
the highest model performance. Therefore, in this paper,
the training data and the test data were divided into 7:3 ratios
and used. The data set proportions used in the 3D image
data experiment are as follows. The image data generated
in Part III.D was randomly extracted and divided at a ratio
of 7:3. Table 7 shows the number of LID-DS data used in the
experiment.

TABLE 7. Number of LID-DS data used in the experiment.

The proportions of the NSL-KDD data set used for further
experiments are as follows. In Part III.C, the undersampled
data was experimented using the train_test_split module by
dividing it by the commonly used 7:3 ratio. Table 8 shows
the number of NSL-KDD data used in the experiment.

TABLE 8. Number of NSL-KDD data used in the experiment.

IV. EVALUATION INDICATORS AND EXPERIMENTAL
RESULTS
A. EVALUATION INDICATORS
To evaluate the performance of the trained model, Precision,
Recall, F1 Score, and False Positive Rate(FPR) were used,
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and the equations for performance evaluation and accuracy
are as follows.

‘‘Equation (1) is an example of the Precision formula.’’

Precision =
TP

FP+ TP
(1)

‘‘Equation (2) is an example of the Recall formula.’’

Recall =
TP

FN + TP
(2)

‘‘Equation (3) is an example of the F1 Score formula.’’

F1− Score = 2×
Precision× Recall
Precision+ Recall

(3)

‘‘Equation (4) is an example of the FPR formula.’’

FPR =
FP

FP+ TN
(4)

‘‘Equation (5) is an example of the Accuracy formula.’’

Accuracy =
TN + TP

TN + FP+ FN + TP
(5)

The properties of equations (1), (2), (3), (4) and (5) are the
same as Table 9.

TABLE 9. Confusion matrix.

Precision is the ratio between the True Positives and all the
Positives. The recall is the measure of our model correctly
identifying True Positives. F1-Score is the harmonic average
of precision and recall. This means that Precision and Recall
are useful when measuring the performance of a model, but
there is no way to describe how effective the model is, so we
use a method called F1-Score to determine whether the model
is effective. FPR is the rate at which the model predicts true
for false data. Accuracy is calculated as in Equation (4),
because, unlike Precision and Recall, the example predicting
False as False is also calculated as a correct case.

B. EXPERIMENTAL RESULTS
The experiment was conducted using the Siamese Network
created in part III.E using the LID-DS that converted the
image to the size of 64×64. Fig. 5 is a picture that visualizes
the created Siamese Network learning process. To check the
performance of the trained Siamese Network model, we used
the N-way One-shot learning proposed in Part III.F. N con-
ducted N-way tests for 1, 2, 3, and 4. As the data used for
performance evaluation, part III.H of the test data were used.
For the test, step_epoch was performed 2000 times for the
N value test, and the average accuracy was calculated by
performing the process 2000 times. The results are shown
in Table 10. To classify each cyberattack method in the

TABLE 10. Siamese network performance with n-way one-shot learning.

LID-DS, an experiment was performed by loading the weight
of the stored Siamese Network into the Siamese-CNN,
as shown in Fig. 4.

Table 11, Table 12 shows the performance compari-
son results of the Siamese-CNN created using the weights
of Siamese Network and Vanilla-CNN not using weights.
In addition, Naive Bayes, Decision Tree, Logistic Regres-
sion, and MLP algorithm performance were compared using
vector data. The reason for conducting experiments using
vector data is to compare the performance of experiments
conducted using image data. Naive Bayes, Decision Tree,
Logistic Regression, and MLP algorithms used algorithms
provided by Scikit-learn.

TABLE 11. Performance evaluation of learning algorithms.

TABLE 12. Accuracy and FPR of learning algorithms.

Table 11 shows that Siamese-CNN has outperformed
Vanilla-CNN by 3% in f1-score and 4% in recall.
Table 12 shows that Siamese-CNN has outperformed
Vanilla-CNN by 3% in accuracy and 0.2% in FPR. That
experiment’s results showed that the FPR of the proposed
Siamese-CNN model is 1.2%, and it was more efficient to
convert the data into images and analyze them. In order
to confirm that each cyberattack method was classified
correctly, the confusion matrix of the Siamese-CNN was
checked, and the result is shown in Fig. 6. Also, the cyber-
attack methods and names classified in Fig. 6 are shown
in Table 13. Fig. 6 shows confirmation that (0, 2), (4, 5),
and (7, 8) cyberattack methods were not properly classi-
fied. Excluding Bruteforce and CVE-2014-0160, cyberattack
methods (CVE-2018-3760, CVE-2019-5418) are cyberat-
tack methods for information leakage, with CVE-2019-
5418 complementing the vulnerability of CVE-2018-3760.
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TABLE 13. LID-DS data cyberattack method.

FIGURE 5. Visualize the learning process of siamese network.

(PHP-CWE-434, SQL Injection) The cyberattack method
is a vulnerability identified by the Open Web Application
Security Project (OWASP), and PHP-CWE-434 and SQL
Injection are classified as attacks in which an attacker can
send hostile data to the interpreter.

Therefore, the (CVE-2018-3760, CVE-2019-5418) and
(PHP-CWE-434, SQL Injection) cyberattack methods are the
same type of cyberattack method, so they can be viewed as
one attack method. Ten cyberattack methods were converted
into 8 cyberattack methods.

Table 14 is a table converted from 10 cyberattack meth-
ods to 8 cyberattack methods. We used the transformed
eight cyberattacks to double-check the performance of the
Siamese-CNN. Fig. 7 visualizes the learning process of
Siamese-CNN using 8 types of cyberattacks.

The result of confirming the performance of the learned
Siamese-CNN is as shown in Table 15, Table 16. The confu-
sion matrix for the performance is shown in Fig. 8. As shown
in the above result, after converting to 8 cyberattack methods,
the experiment was conducted. The results confirmed that the
accuracy was improved by about 2% and recalled by about
2% and FPR by about 0.1% compared to Siamese-CNN,
which was classified into 10 cyberattack methods.

FIGURE 6. Confusion matrix for CNN model classification performance.

FIGURE 7. Visualize the learning process of classifier model.

FIGURE 8. Confusion matrix for model performance classifying
8 cyberattack methods.

However, experiments on LID-DS were first conducted in
this paper. Therefore, to confirm the performance of the pro-
posed model, an additional experiment was performed using
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TABLE 14. Modified LID-DS data cyberattack method.

TABLE 15. Performance evaluation of siamese-CNN.

TABLE 16. Accuracy and FPR of siamese-CNN.

TABLE 17. Performance evaluation of learning algorithms.

the NSL-KDD data set, which has similar characteristics to
LID-DS. The ratio of the data used in the experiment is shown
in Table 8 of Part III.H. Table 17 compares the performance
of the Siamese-CNN proposed in this paper and the Random
Forest, Decision Tree, and Naïve Bayes algorithms provided
by Scikit-learn.

As can be seen in Table 17, the Siamese-CNN model
proposed in this white paper performs better than the model
provided by Scikit-learn. Although the NSL-KDD data set
is a very unbalanced data set, the proposed Siamese-CNN
is judged to outperform the Scikit-learn model as it extracts
feature vectors and classifies them by comparing similarity
scores.

V. CONCLUSION AND FURTHER RESEARCH
The LID-DS presented in this paper comprises up-to-date
system security vulnerabilities and can be used to evaluate
various types of HIDS without losing basic thread infor-
mation. In order to check the similarity among the data,
1D vector data was converted into 3D image data and recon-
structed. And to accurately identify and classify image data,
we proposed a new hybrid deep learning model. The existing
deep learning-based intrusion detection systemmodel has the
disadvantage of having to retrain every time a new attack
is discovered. To solve this problem, a Siamese Network
was created to test the performance of the model using the

few-shot learning technique, which shows excellent perfor-
mance when learning a small amount of data. After that,
to classify each cyberattack method, the performance eval-
uation of Siamese-CNN and Vanilla-CNN using the weight
of the Siamese Network proposed in this paper was con-
ducted. In addition, additional experiments were conducted to
compare the performance experimented with image data and
the performance experimented with one-dimensional vector
data. Naive Bayes, Decision Tree, Logistic Regression, and
MLP algorithm performance were compared using vector
data. As a result, image analysis showed better performance
than vector data analysis. Also, the results confirmed that
the accuracy of the Siamese-CNN is about 3% higher than
that of the typical Vanilla-CNN, and Recall is about 4%
higher. In order to confirm that each cyberattack method was
properly classified, we checked the confusion matrix and
found that 4 types of cyberattack methods can be transformed
into 2 types of cyberattack methods. Therefore, the perfor-
mance was re-evaluated by reducing 10 cyberattack methods
to 8 cyberattack methods. As a result, accuracy increased
by about 2% compared to Siamese-CNN, which classified
10 cyberattack methods, Precision by 4%, Recall by 2%, and
F1-Score by 1%. In addition, since there are no experiments
on LID-DS, additional experiments were conducted using
the NSL-KDD data set to verify the performance of the
proposed model. As a result, it was confirmed that the pro-
posed Siamese-CNN model outperforms the model provided
by Scikit-learn. In summary, the advantage of the proposed
method is that it has lower training costs compared to tradi-
tional deep learning-basedmethods. In addition, the proposed
deep learning-based model can be quickly trained in real
time to cope with new attack data in the future. In future
work, we will conduct a study to detect intrusion against
various cyberattacks by using the LID-DS converted into
images. Further, by optimizing the hyper parameter value
of the proposed model, we will conduct research to further
increase the accuracy of intrusion detection for new cyberat-
tacks and internal cyberattacks. Finally, the experiment can
be expanded for the recently created intrusion detection data
set.
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