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ABSTRACT In this paper, a two-stage approach is proposed on a joint dispatch of thermal power generation
and variable resources including a storage system. Although, the dispatch of alternate energy along with
conventional resources has become increasingly important in the new utility environment. However, recent
studies based on the uncertainty and worst-case scenario-oriented robust optimization methodology reveal
the perplexities associated with renewable energy sources (RES). First, the load demand is predicted through
a convolutional neural network (CNN) by taking the ISO-NECA hourly real-time data. Then, the joint
dispatch of energy and spinning reserve capacity is performed with the integration of RES and battery storage
system (BSS) to satisfy the predicted load demand. In addition, the generation system is penalized with a
cost factor against load not served for the amount of energy demand which is not fulfilled due to generation
constraints. Meanwhile, due to ramping of thermal units, the available surplus power will be stored in the
backup energy storage system considering the state of charge of the storage system. The proposed method
is applied on the IEEE-standard 6-Bus system and particle swarm optimization (PSO) algorithm is used to
solve the cost minimization objective function. Finally, the proposed system performance has been verified
along with the reliability during two worst-case scenarios, i.e., sudden drop in power demand and a short-fall
at the generation end.

INDEX TERMS Co-dispatch, spinning reserve, state of charge, optimization, renewable energy resources,
battery storage system, particle swarm optimization.

NOMENCLATURE B. DECISION VARIABLES
The main notations used in this paper are stated below. Addi- R, Reserve requirement at ™ hour [MW].
tional symbols are defined in the article where required. P,, Dispatch of thermal unit n over " hour [MW].

Ny Status of the " thermal unit over " hour.

A. SETS AND INDICES Ps, Reserve capacity dispatch using BSS over ¢

n e N Setof thermal generation units. (o Cost of power generation over the period 7 [$]

k € K Set of wind power units. F,, Costof n'" generation unit over t” hour [$]

leL SetofPV units. Py, Wind power output from unit & for ¢ hour [MW].
d € D Set of loads. P;; PV power output from unit / for " hour [MW].

b e B Setof nodes.

P,, Max. demand of «” user over t hour [MW].
ue U Setof users. P

.t Min. demand of u user over ¢t hour [MW].

t€T  Index for time. P.; Avg. power demand for u user over t"* hour
The associate editor coordinating the review of this manuscript and (MW]. . "
approving it for publication was Dwarkadas Pralhaddas Kothari. O Expected energy not supplied for t** hour [MW].
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G; Solar irradiance over the period ¢ [W/m?].

G; Max. limit on solar irradiance over the period ¢
[W/m?].

G; Min. limit on solar irradiance over the period ¢

[W/m?].

C. PARAMETERS

kVoLL Penalty factor for expected energy not supplied.

rYeLL Penalty factor incorporated in the case of loss of
load.

Py Min. limit on n* thermal generation unit.

P, Max. limit on n”" thermal generation unit.

AP Ramp up rate of n”* thermal generation unit.

A Ramp down rate of n™ thermal generation unit.

Un, Status of n™ thermal generation unit at period t;
0 =OFF, 1 = ON.

Co, Quadratic cost coefficient of n”* thermal gener-
ation unit.

Crn Linear cost coefficient of n' thermal generation
unit.

Cry, Fixed cost coefficient of n thermal generation
unit.

o] Power temperature coefficient of [ PV unit
[%/C°].

Veur—in ~ Wind cut-in speed

Veur—off ~ Wind cut-off speed

Vit Rated wind speed

P} Current power of storage unit during charging

P, Current power of storage unit during
discharging

P Max. power limit of storage unit during charging

P Min. power limit of storage unit during charging

Py Max. power limit of storage unit during
discharging

P, Max. power limit of storage unit during

T discharging

Vd, Charging state of storage unit

Ve, Discharging state of storage unit

Vit ON/OFF state of generator n over time ¢

P Power output of generator n over time ¢

Pu Max. limit on current power of generator n over
time ¢

P Min. limit on current power of generator n over
time ¢

E} Energy storage level during charging.

E;, Energy storage level during discharging.

Vst Power available for storage over time 7.

Vs Capacity of BSS.

Oy State of charge.

Oy State of charge at zeroth hour.

E, Max. limit on energy storage

Ey Min. limit on energy storage

Ns Battery power losses
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I. INTRODUCTION

The electrical system operator (ESO) is responsible to gen-
erate the power and he has to face plentiful multifaceted
perplexities to make the system work fluently. Generally,
the power system consists of heterogeneous devices with
diverse operating parameters (refer to figure 1). The system is
consistently prone to get more complicated through the inte-
gration of linear and non-linear load, communication devices,
smart metering, distributed storage systems, security and
quality improvement. These complexities get increased when
the lifestyle of individuals is improved and the system is made
more sustainable. ESO has to take the responsibility to fore-
see each and every aspect of the smooth and less-vulnerable
operation of the electricity market. Furthermore, the ESO can
handle this situation by making the adjustments on generation
side and hence providing the price based DR programs to
balance the generation-demand during peak hours [1]-[4].
The activity of appliances on the user end are restrained in
response to the dynamic price being offered to reduce the
electricity cost without affecting the comfort level [5]-[9].
However, at the consumer side, there is a need to make
it mandatory to automate the accurate appliance switching
with respect to dynamic pricing. For this purpose, direct load
control models are implemented [10], [11]. On the broader
view, the electricity market has gone a rapid transformation
with the involvement of smart grids (SG) [12], [13]. The tech-
nology advancements, evolving consumer preferences, and
new policies are leading to a surge of penetration of renewable
energy sources (RES), BSS, microgrids, electric vehicles,
and other new energy technologies. The RES penetration is
environment friendly, however, it involves the variations in
power generation due to their dependency over natural phe-
nomena [14]. Such kind of versatile and distributed energy
generation systems are propelling the utility and regulating
bodies to reassess ‘“‘how the electricity market performs in
agreeable manner”’. Therefore, the new models for customer
energy management, grid infrastructure and electricity mar-
ket design are required to address these changes.

While the electric power demand and the price of elec-
tricity are the most influential factors in the electricity mar-
ket. Therefore, the system quality, control, reliability and
management of electricity market operations, are essential to
have an accurate assessment of the day ahead power demand.
Because the electricity selling/buying contracts are based on
the price being offered by the cost of generation and the
transmission and distribution infrastructure. While the exact
approximation of the load demand and price through fore-
casting methods enables the market shareholders to make the
most productive and pragmatic bidding strategies [15]-[18].
On the other hand, the penetration of RES in a power system
comes with inherent uncertainty due to uncertain generated
power. Thus, the unpredictability due to availability of sun-
light in the case of photovoltaic (PV) while the wind power
is substantially effected due to variations in the wind speed.
The issue of uncertainties in the RES output is explored
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FIGURE 1. Overview of an electricity market.

widely and addressed with various robust optimization meth-
ods, where these methods involve probability distribution and
computation with mathematical approximations as in [19].

A. REAL CONTRIBUTIONS

This paper proposes a system model of joint dispatch of
energy and reserve capacity with the integration of RES and
BSS. The load demand has been forecasted using (CNN)
for a certain area where the system is considered to be
implemented. The power demand is fulfilled through liquid
fuel thermal generation units (LFTGU), RES and BSS in
such a way to reduce the possible cost. The expected energy
not supplied (EENS) is measured where the actual demand
becomes more than the forecasted value the spinning reserve
is not enough to cope up with this change or the system has
encountered any collapse in the power generation from the
expected value. EENS is treated as a system penalty cost
as a value of lost load (VoLL) which is taken as a constant
value constrained within some operational limits [20]. The
thermal power generation cost calculated while ramping and
committed/shutdown states are taken into consideration. The
BSS is incorporated to store surplus generated power and can
be made available as the reserve capacity. The PSO is used
to get cost minimized results in the dispatch of generated
power. For a detailed analysis the following test cases are
implemented.

1) CASE 1

In the 6-Bus system under consideration, which is performing
in steady state, it is assumed that there is a sudden decline in
power demand due to fault at a supply line connecting 2 buses.
The LFTGUs bears some excessive production of spinning
reserve capacity due to ramping. The troubles created by this
unforeseen fault are studied in this scenario.

2) CASE 2

After undergoing the sudden loss in the power demand,
the system is thought to encounter another mess, i.e., one
of the generation units is gone off-line. The effects of this
loss propagate in the hours coming soon after. The unit is
supposed to be on-line in the very next hour, but due to
ramping it must increase its output power gradually.
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The rest of paper is structured as follows. Section II
presents the detailed literature review which gave motiva-
tional ideas. The relevant formulations and algorithm details
are given in Section III. Case studies to validate the proposed
models are presented along with their results in Section IV.
Finally, the conclusion is drawn in Section V.

Il. MOTIVATION AND BACKGROUND LITERATURE

In the long-term planning for the design of electrical system
and electricity market, there are a lot of challenges one has
to come up with. Both the ESO and consumer want to get
maximum benefit from the system in the sense of profit or
user comfort. This could only be possible when the system
works with reliability and effective style. On the ESO side,
the main problem is the scheduling of generated power to
settle the demand. For this purpose, the ESO must investigate
the power demand in the electricity market ahead of the
real time to commit the available power on the generation
side. Previous statistics of power demand for hourly, daily
and yearly bases along with weather prediction data is taken
as decisive features for day-ahead load forecasting. While
the neural network techniques (NN) and deep learning (DL)
based frameworks are required to assess the upcoming load
demand. These methods take weather, time and socio eco-
nomic data to facilitate the decision making algorithms. The
predicted measure of load demand requires a cost optimal
dispatch of energy. In [21]-[24], the authors have shown that
the load forecasting techniques, in a large area by clustering
the electricity consumers on the basis of their behaviour,
have produced efficient results. To settle the load demand
the power is granted by set of sources including the LFTGU,
RES, and BSS. This mixture of resources has triggered the
areas of research and development, regarding how the power
generation is managed, controlled and scheduled. However,
due to uncertain availability of RES and variations on genera-
tion side caused by them, there is a need for increased amount
of operational flexibility in the system. The ESO could offer
ancillary services to achieve a more robust operation of the
system and also improve their profit. Therefore, in this regard
some studies have quantified the provision of reserve energy
as given in [25]-[30]. These studies have focused solely on
optimizing the economic operation of the combined dispatch
of energy and reserve [31].

Considering the LFTGUs, the output power from on-line
units is constrained within their minimum and maximum
generation limits, prohibited zones and ramping. The ramp
rate or power response rate can be explained as a response
capability of the thermal unit in terms of changing power
variations in specified time interval. Figure 3 shows three pos-
sible working scenarios if an on-line LFTGU is operated from
(t— 1) hour to " hour. In figure 3a the thermal unit provides
constant power through time considered. Figure 3b shows
that the power is increased as compared to previous hour
and figure 3c shows decreasing power generation status. This
increment or decrement of the power in a time is constrained
within the ramp-rate limits. The thermal unit can increase it
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FIGURE 2. Proposed model and control methodology.

generation to a certain extent in given time remaining within
its maximum limits and, conversely it can decrease its power
to the ramp limits. Moreover, once a thermal unit is gone off
due to diminishing load demand, it will require some time
to be on-line; i.e., become the part of generation, because of
cooling down and again heating up the boiler, so there is a
start-up time lapse. This can also cause the curtailment in
generation.

On the other hand, the RES integration is major part
of recent modernization in the electrical power system.
To achieve this enhancement in the system, mathematical
models of PV and wind power plants are implemented as
given in [32]. The output of these mathematical models is
taken as a share in energy generation and, therefore given
superiority as being the low cost and environment friendly
mode of harnessing electrical power. The mathematical mod-
els relate the natural resources with the electrical power
output of the generator. Although, there is a vast range of
RES technologies, however, in this research only PV and
wind technologies are taken into consideration. To improve
the reliability of the system, the backup storage has now
become vital part of the system. Due to the increased number
of electric vehicles (EV) and their charging stations, EVs
can provide a storage facility in the system for a duration
of minutes up to several hours. The authors, in [33]—[36]
has discussed the methods EVs can be connected in the
system, in a way of the vehicle to grid (V2G) and grid to the
vehicle (G2V) energy transfer. As they can provide constant
and immediate alternate power source to grid. Moreover,
presuming that the main power is out or running short of the
required demand BSS can play its part as an energy buffer
the daily load balancing. In this research, BSS is incorporated
as a spinning reserve facility. The storage status is expressed
in terms of state of charge (SoC) for batteries. Due to the
ramping in the nature of thermal units, the generated power
cannot be diminished abruptly with the load being reduced
suddenly. This surplus generated power is used to raise SoC
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whenever available. At times, the sudden increase in the
demand, or loss of thermal generation or RES, the BSS will
be used to settle the demand while SoC will decrease. The
simulation model of BSS is used to get the SoC levels while
taking and storing the energy into the BSS. Such simulations
models are given in [37]-[39] with optimum allocation of
BSS and charge/discharge control mechanisms. After the
detailed reviewing of recent literature, the following points
discuss the motivations of this work:

o The exploitation of the combined dispatch of thermal,
PV, and storage plants is getting attention nowadays as
previously explained in [20] and [21]. This is due to
the overuse of conventional energy sources concerns
has been raised over its global climatic and economic
effects. As a result, the exploration in the field of clean
and green energy and the strive to improve their effi-
ciency has become increased.

o For stable and efficient energy management, genera-
tors scheduling, and power dispatch the forecasting of
power demand is of crucial importance. Operations in
power systems rely heavily on precise forecasting of
future loads on various time horizons. An intelligent
data-driven neural network methodology can be applied
to assess short-term load forecasting.

o Thermal generation capacity can be optimized for
the minimum cost, using bio-inspired algorithms.
As the thermal generation undergoes some natural
phenomenon, i.e., ramping nature of thermal units,
therefore, this makes the system vulnerable to some
unforeseen changes in the system power, such as sudden
drop or increase in the load demand in the system.

« To make the power system more reliable against such
variations, a storage system must be provided to con-
tribute a cushion in the power demand and supply.

The recent literature has provided enough directions to make
the system more reliable, we have combined all of the major
concepts proposed individually in the cited papers i.e, load
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FIGURE 3. Three possible situations of power output for an on-line LFTGU.

forecasting to dispatch of generation along with reserve using
a heuristic algorithm, incorporation of uncertain RES to the
provision of a spinning reserve through BSS. Furthermore,
the discussion and analysis in this paper extend the prelimi-
nary results in our earlier paper [31] in various aspects. First,
here we have implemented the load forecasting technique
instead of taking arbitrary load demand. Second, we are
taking BSS to incorporate the spinning reserve in the system.
Finally, the two worst-case scenarios are structured and the
energy dispatch results are simulated in a way to demonstrate
the efficiency and reliability of the system. The results and
discussion include the detailed analysis of the test cases
implemented to have a better understanding of the provision-
ing of spinning reserve and highlight the impact of a sudden
loss of load occurred at any instance.

Ill. MATHEMATICAL MODELS
Mathematical formulation starts with the assessment of load
demand in the system.

A. LOAD FORECASTING USING NN

This is done using convolutional neural network (CNN)
which is DL technique based on supervised learning famously
used for prediction. The CNN inspired by biological pro-
cesses, use relatively less pre-processing than other classi-
fication algorithms i.e. it learns the filters that used to be
hand engineered in traditional algorithms [40]. To improve
the efficiency and speed of the algorithm the selective features
are refined.

The flow of this algorithm is shown in figure 4. The
CNN model applied to get the best forecasted results of load
demand, deals efficiently with the hourly load demand data
of a certain region for a complete year. The simulation results
show that accuracy of the algorithm.

The modeling of cost minimization for electric power sys-
tem at the generation end starts with the formulation of unit
commitment problem.

B. UNIT COMMITMENT

This section gives a basic understanding of unit commit-
ment modeling. The thermal generation units are committed
according to the predicted load. If an on-line generator is not
contributing to the load, it will cause fixed cost of running the
unit. If the load prediction is to be on lower side for a longer
time and can be settled without high cost unit, that unit will
not be committed to the system and will go off-line to save
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the fixed cost. The unit commitment problem given the status
of all generating units to be in the binary form, i.e., ON/OFF.
The units committed to provide power for the settlement of
demand, are then applied the economic dispatch technique,
to find the best generation value for each generator in the
lowest cost. The mathematical equation of this minimization
problem is given below:

N T
min. » > C (M. Pur)

n=1t=1

VneN. 1

The eq. 1, is the mathematical model of the cost opti-
mization problem. The C is the generation cost, which is the
function of n,, and P,;. Where, 1,, is the binary status of nh
generation unit, which tells the availibility of it during any
period ¢ and P,; is the output power of n” LFTGU over the
period ¢.

1) PV

The mathematical model presented in [32] is used for PV
power calculations. The output power of a PV panel is cal-
culated using equation (2) and is given below:

A

Py, = P,STC{IOGW [1+ 01 (Teen,, —25)] } VieL. (2

The Progensa’s PV model presented in the eq. 2 is used to
caluclate the output of PV generation. In this mathematical
model, the P;STC is the output power of /" PV unit on stan-
dard test conditions, o7 is the power-temperature coefficient
of I PV unit taken as %/°C, which tells the percentage
change in the output power with a change of 1°C in the cell
temperature. Moreover, the G; is the average value taken of
solar irradiance in W /m? over the period # which is calculated
hourly using eq. 3.

. G +G
G,:% VieT. 3)

Average solar irradiance is calculated by taking the mean
of maximum G, and minimum G; solar irradiance occured
over the period ¢. o

The dataset for a typical 24 hours duration is taken and
given in the table 2. P;STC of the PV generation is taken to be
30MW. The data about a single module of PV is given in the
table 4.
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2) WIND

The mathematical model presented in [32] is used for the
wind power calculations. The output power of a wind power
plant is dependent on the wind speed, which keeps varying
due to natural behaviour. The model of wind power incorpo-
rates alternating nature of the wind speed and gives output in
discrete mathematical form as given in equation below;

0; Vi < Veut—in
P k.rt
Vrt —Veut—in
P 1 — Vrt .
Pkl — k.rt Vit —Veut—in )’

Veut—in <Vt < Vpt

Pk,rt; Vit <Vt < Vceut—off
0; Vit > Veut—off
Vkek

This tells about the output of the wind power. While the
output depends only on the wind speed, if the wind speed
being less than the minimum value v,;_;, or greater than
the maximum value v, o the output stays zero, i.e. elec-
tricity cannot be generated with lesser wind speed, however,
the wind blades can face damage with more speed so the wind
plant has to be shut-off. The wind output is only available if
the wind speed is in-between these parameters, while it will
be equal to rated power when wind speed is above vy,. i.e.
rated speed. The dataset for a typical 24 hours duration is
taken and given in the table 3. Where P,; is the combined
rated output of the wind generation from all wind power units.
Which is taken to be 10MW, and other quantities about a
single wind turbine are mentioned in the table 4.

C. CO-DISPATCH USING RAMP RATES AND EENS

The cost of generation is raised considering the penalty factor
as (kY°LL) when the system is not capable of supplying the
complete demand. Penalty factor has been taken with an
arbitrary value of 100$ per MW of the power not supplied.

N T
min. YY" (C (e Pue) + (™ 5 cpt)) “)

n=1 t=1
The objective function of the proposed cost minimization
model is given in eq. 4. This is a dual minimization problem,
in which generation cost along with the value of the lost load
is jointly minimized. The ®; is the amount of EENS for the
period ¢, it is multiplied by a factor to find the value of the
lost load.
D

P, = Z(Pdt)

- (ﬁ: (Pue) + i (Prr) + i (Pue) + Pst> 5)

The eq. 5 given the mathematical explanation on how ®; is
calculated, as the difference between the load demand and the
total available generation, i.e., RES, LFTGUs, and reserve.
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The load demand (sz) occurred over an hour ¢ can be
calculated by taking sum of all the load occured at system
by (U) users. Its mathematical form is given in eq. 6:

U
Pyy=) Py YueU. teT. (6)

u=1

The average load demand Py, over an hour 7 can be calcu-
lated by taking the mean value of maximum load (P, ;) and
minimum load (P,,;) for that hour as given in eq. 7:

~ (Pur+ Pus)
Pu=-———5= VueU. ieT. 7

And the quadratic cost function of each thermal unit over
t is given by the eq. 8;

Fui = Cg,Pni* + CLyPu; +Cr, VReN.  (8)

The eq. 8 is a generic cost function of a thermal generator.
Cg,, is the quadratic coefficient of cost, Cr, is the linear
coefficient of the cost, and Cr,, is the fixed cost of n'™ unit.
F,, is the cost of n™ unit over period ¢ obtained at any output
power P.

This optimization problem is constrained with operational
limits as load/generation balance, and the generation unit
limits that are explained as below:

1) CAPACITY LIMITS

All committed LFTGUs can operate withing their operational
limits and the generated power must always be positive. Eq. 9
denotes the upper and lower limit on the dispatch power of all
the units and eq. 10 shows that at any time 7, the generation
must always be greater than zero.

Py <Py <P, VneN,teT. )
0<P,, VneN,teT. (10)

2) EENS

The total demand is fulfilled using power generated from
thermal units, RES and BSS respectively. While, the load
demand is not fully satisfied the EENS limit will be incor-
porated. As given in eq. 5.

3) RAMP RATE LIMIT CONSTRAINT

Furthermore, the P,; by the n LFTGU over interval t may
not exceed that of previous interval (r — 1) by more than
a certain amount X,"P, which is the up-ramp rate. On the
other hand, it cannot be less than that of the previous interval
by more than some amount A,%*, which is the down-ramp
rate limit of the generator. These give rise to the following
constraints: eqs. 11 and 12:

Py < maX{ITna (Pn(t—l) + 2"}
min{Py, Pug_1) — ™"} < Puy,

VneN,teT. (11)
VneN, teT. (12)

where, A, and A,%" are the ramp-up and ramp-down rates

for n™ thermal generation unit.
Vit + V-1 — Upt = Uy, YR EN, 1 €T (13)
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TABLE 1. Operating limits and cost coefficients of generation units [31].

Gen | Ppin[MW] | Pnaz[MW]| Cq CLn | Crn [An™"™ IMW][AL"P [MW]
1 50 200 1.07e-2 | 1.1699e+1 | 213 30 30
2 375 150 1.78e-2 | 1.0333e+1 | 200 20 20
3 45 180 1.48e-2 | 1.033e+1 | 240 40 40
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FIGURE 5. Simulink model of BSS with DC-DC charge discharge controller.

VaeN,teT (14

Eq. 13 describes the state equations of dispatchable genera-
tors showing ON/OFF states. Where, v,,; is the ON/OFF state
and u,; shows the shutdown state of dispatchable generators,
respectively. Eq. 14 shows that these dispatchable generators
cannot start and shut-down, simultaneously. The generator
data has been taken from the IEEE standard bus system as
mentioned in the table 1.

Vpr + tpr < 1,

D. BSS MODEL

Batteries are incorporated to add autonomy in the system
by providing energy storage which is generated in excess to
the demand, i.e., due to the ramping in the LFTGUs. In this
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work, the sizing of the battery bank is done which ensures
the autonomy of the system for 2 hours for the average
consumption of users in the area under consideration.

T N
=Y O Pu—@), VneN.teT (I5)
t=1 n=1

Vst
Vntﬁ <Py =< VntP_n, VneN,teT (16)
vesP{ < P <veyPY. VneN,1eT (17)
vasPy < Py <vagPs. VneN,teT  (18)

Eq. 15 refers to the available surplus energy for BSS,
where, ®; defines the expected amount of energy not supplied
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TABLE 2. 24 hours dataset taken for PV.

TABLE 4. Data of RES and BSS modules [44].

Time (HRS) | 12AM | 1AM | 2AM | 3AM | 4AM | 5AM PY module - VIV;‘\’IF‘ ;‘“bi“e BSS
G (Watts/m?2) 0 0 0 0 0 0 Shars ND-Seric AS Enge mn Lg chem - BAT -
Toon (MWatts) | 25 22 26 28 22 30 arp -INL-oerie P;‘;ffzéner 2.0 - A- SE-10
Time (HRS) | 6AM | 7AM | 8AM | 9AM | 10AM | 11AM £y e e
G (Watsim?) |0 0 | 58 | 317 | 685 | 738 Pmax (W) | 250 | Pmax (kW) | 25 | (S P 1o
Teers (C°) 38 32 30 30 31 32 Charging
Time (HRS) I2PM | IPM | 2PM | 3PM | 4PM | 5PM Isc(A) 868 | vt (mis) 30 efficiency 08
G (Watts/m?) 705 784 | 619 | 530 256 66 (%)
Teen (C°) 33 34 31 35 30 30 Voc(V) 37.6 | Hub hright (m) | 14.5
Time (HRS) 6PM | 7PM | SPM | 9PM | 10PM | 1IPM Turbine power
G Watsym®) |0 0 0 0 0 0 Impp(A) | 8.1 | 40 o 6
Teerr (C°) 24 23 28 20 24 25 Vmpp(V) 309 ?H(l);or diameter 35
Cell Area
TABLE 3. 24 hours dataset taken for wind. (em?) 156.5 | veut—in 15
Cells wired 60 40
Time (HRS) | 12AM | 1AM | 2AM [ 3AM | 4AM | 5AM in series Veut—of f
v (m/sec) 23 11 42 9 34 24 o (%°1C) | 2
Time (HRS) 6AM 7AM | 8AM | 9AM | 10AM | 11AM
v(m/sec) 14 37 20 8 13 11
Time (HRS) | 12PM | IPM | 2PM | 3PM | 4PM | 5PM process, E; denotes the energy storage level during charging
v (m/sec) 18 31 41 34 13 9 and E_; denotes the energy storage level during discharging.
Time (HRS) | 6PM | 7PM | 8PM | 9PM | 10PM | 1IPM
v (m/sec) 12 41 42 6 29 23 whent=0 Ey =o0(,), VieT (22)
e Eq. 22 defines initial energy storage state and sy denotes
Read(SoC, Demand, d
e zero state and so on.
0 < (vest + Vest—1) +vase < 1 (23)
No i . . . .
80C<20% ————>< SoC<90% > Generation < Eq. 23 is charging and discharging rule such that charg-

No Demand No

Generation > No

Demand
Yes
- G

FIGURE 6. BSS control strategy.

Generation > LD Disharge
Demand

Dump load G

during time ¢, P,; is the dispatched power, y;; is the remain-
ing amount of power available for storage system. Eq. 16
defines the BSS power capacity limit. While eqgs. 17 and
18 define charging and discharging limits on energy storage
units, respectively. Where, v, and vy define charging and
discharging states, and Py, is the power of the storage units.

Ey < Ej <E (19)

E, <E; <E; (20)

Eq. 19 and 20 describe the capacity constraints on energy
storage units during charging and discharging states, and Ej
and E; denotes the maximum and minimum storage levels

respectively. However, Ey; is the amount of energy stored over
the period .

Ey =E, , +ny(Ey; +EJ) (1)

Eq. 21 presents the storage state equation on these units.
Where, 7 is the power loss during charging and discharging
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ing and discharging cannot be done, simultaneously. The
battery storage model is implemented in the Simulink. The
battery bank is associated to the proposed system through
a bi-directional DC/DC converter. While determining the
appropriate size of BSS for a particular application, one
generally selects the size based on the period for which load
is expected to be supported over BSS [41], [42]. To retain
high conversion efficiency and large backup storage a bat-
tery bank is produced by connecting adequate batteries in
series/parallel arrays. However, this makes it necessary to
have a battery management system with charge equalization
for all serial arrays [43]. In this work, the battery bank con-
sisting of a single module as given in the table 4 and the
number of modules assumed to be of large capacity to store
enough surplus power in the system, i.e., 25% of the average
predicted load demand.

At the start of simulation, the BSS is assumed not to be
fully drained. The SOC of BSS at the zeroth hour i.e., o,
is taken to be 50%. Furthermore, the control strategy in the
BSS will make sure that the BSS operate within the range
of 20%-90% SoC levels. If the generation is not enough to
settle the demand and while the SoC level falls below 20%
then the power supplied from BSS will shut off to avoid the
full discharge. Discharging of BSS is expressed in terms of
decreasing SOC as given in eq. 24.

osP s — Vst
O5 gy = ——— Vya <0 (24)
Vs

During discharge, where surplus power is calculated to

be negative, the SOC for that hour is caluclated by taking
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FIGURE 7. (a) Total cost of generation, (b) SOC of BSS plotted for 24h as a percentage of total charge level, (c) Surplus power available
for battery storage, (d) Renewable power generated from Wind and PV.

difference of stored energy and y;;, and then dividing the bal-
ance with BSS minimum capacity. Meanwhile, the load will
not be served and EENS will take place, until the LFTGUs
ramp-up their power to feed the load and charge the BSS
as well. During the hour, in which the demand is cut-short
compared with total available generation i.e., RES and LFT-
GUs, and the surplus power will be stored, until the SoC
level reaches to 90%. In the case of SoC level reaches above
90% the dump load will be connected in the system to avoid
overcharging and prevent bus voltage increasing. Charging
of BSS is expressed in terms of increasing SOC as given in
eq. 25.
T
og, = 2P Ty o 25)
Vs

During charge, where surplus power is calculated to be
positive, the SOC for that hour is caluclated by adding the
stored energy and yy,, and then dividing the balance with BSS
maximum capacity.

At any time, the SOC is subjected to minimum and max-
imum allowable SOC given in Eqgs. 17 and 18. Moreover,
the BSS control strategy is presented in the figure 6.
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Figure 5 presents the proposed DC-DC charge controller
with BSS which is connected to our system. The scope is used
to display battery performance parameters, i.e., SoC, battery
current and battery terminal voltage. This block is modeled
as a function, which is called in Matlab code. The parameters
sent to the Simulink model are the surplus power to be stored
in the BSS. The Simulink model performs the simulation as
per design and stores the power as per the received value from
the MATLAB function. After this simulation is completed,
the updated values of SOC (oy) are returned to the calling
function. On the other hand, when power generation remains
on the lesser side the load is fed through BSS.

IV. OPTIMIZATION MODEL

Particle swarm optimization with modified evaluation func-
tion is proposed in this research for the economic dispatch
results. Various constraints such as generator limits, genera-
tor ramp rates, and losses are taken into account. The load
demand is satisfied first by the RES available, the remain-
ing demand is then dispatched by generation from LFTGUs
with optimized power generation cost. PSO uses a vectorized
search space where each particle in the search space presents
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FIGURE 8. Load forecasting results compared with testing values.
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FIGURE 9. PSO based Economic Load Dispatch, convergence plot shown
for the hour 1 with first 1000 iterations.

a solution. As shown in eq. 26.
particle xX =[P P, P3 ... P, (26)

The eq. 26 refers to the generation of population of n
particles.

k+1,
AP = () dipr (eh, = 25)
k+1
+dapa (e —xni") @D
The eq. 27 gives detail how the velocity of each particle is
calculated in (k + 1) iteration.

k+1,P __ _k,P k+1,P
xm,n - xm,n + Vm,l (28)

The position of each particle can be found using the eq. 28
for (k 4+ 1)" iteration.
The velocity and inertia for each particle in an iteration is
bounded with in following limits:
vP,min < k < vP,max

m

v
wP, min < wfn wP, max

IA

xk:P: Tt represents Py;
vE - velocity at k™ iteration for particle m;

m
P max: max. velocity for particle m;
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TABLE 5. Dispatch results for 24 hours.

Demand

Hours [MW] P1 P2 P3 Losses | Cost[$]
1 340.0 110.6 | 106.1 135.3 12.0 5043.8
2 409.0 136.3 122.2 | 1573 16.8 5967.0
3 490.0 166.3 142.2 | 180.0 23.3 8551.2
4 374.0 136.3 122.4 | 156.6 16.8 5959.1
5 510.0 166.3 142.4 | 180.0 23.4 9406.6
6 160.0 136.3 122.7 156.5 16.8 5962.0
7 443.0 151.1 1319 | 170.1 20.0 6522.4
8 457.0 160.3 137.7 177.8 22.1 6868.5
9 405.0 190.3 150.0 0.0 16.4 12221.0
10 439.0 199.5 146.3 44.9 19.3 7735.2
11 515.0 200.0 | 150.0 84.9 25.5 8565.4
12 452.0 180.7 150.0 124.9 20.1 6587.8
13 448.0 152.2 132.6 164.9 19.7 6470.0
14 404.0 130.0 | 1184 | 151.9 15.6 5739.3
15 443.0 151.0 | 132.1 170.3 20.1 6528.8
16 464.0 157.5 1359 | 175.7 21.5 6766.8
17 472.0 162.7 | 139.2 | 180.0 22.7 6961.9
18 429.0 144.8 | 127.7 164.5 18.6 6279.7
19 425.0 144.1 127.5 163.9 18.5 6258.9
20 519.0 174.1 147.5 180.0 24.8 9744.4
21 375.0 144.1 127.5 158.1 18.1 6170.6
22 503.0 174.1 147.5 180.0 24.8 9154.9
23 507.0 194.5 150.0 | 180.0 27.5 7622.8
24 490.0 179.7 150.0 | 180.0 25.7 7391.0
vP-min: min. velocity for particle m;
wﬁ‘n: inertia coefficient at k™ iteration for particle m;

@M% max. inertia coefficient for particle m;

™" min. inertia coefficient for particle m;

dy, d»: Particle acceleration constants;

p1, p2: Uniformly distributed random numbers between
[0,11;

efmz The contribute output of #” unit in the extreme individ-
uals for particle m;

QZJ: The contribute output of n’” unit in the global extreme
of population;

PSO uses the location and the velocity of the particles to
evaluate them using a fitness function or so-called evaluation
function. For each particle, the personal best (pbest) and
the global best position (gbest) is identified. Furthermore,
the velocity of each particle identified by its distance from
(pbest) and (gbest), and by its current velocity. After each
iteration, the new position is updated as per the velocity, until
the iterations are exhausted. The efficiency of the PSO is
shown with the help of the figure 9, which shows the gbest
value for the first 1000 iterations performed to find economic
dispatch value at the hour 1.

Figure 2 shows the coordination between the operational
blocks of the proposed system. It includes all of the above
discussed sections as building blocks. The flow of method-
ology starts with the load forecasting using CNN. Futher-
more, the RES output is fetched from mathematical functions
by providing them data about solar irradiance and ambient
temperature to PV power model, and wind speed to the
wind power model. The a part of predicted load demand is
fulfilled by RES and LFTGUs are economically dispatched
for the remaining part of load demand. Therefore, PSO is
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FIGURE 10. (a) Power generated by thermal units, (b) Generation cost for each LFTGU plotted for 24h.

used to get optimized results of the dispatch of LFTGUs,
providing the IEEE standard data set of generators already
used in our previous journal paper [31]. For instance, where
LFTGUs, being dispatched within their operational limits, are
not able to fulfill the total load demand, the BSS is involved
in supplying the power. Hence, the BSS is implemented using
simulink model presented in figure 5. At the instance where
the supplied power becomes short and the load demand is not
completely satisfied, the curtailed load is taken as EENS and
it is penalized at a factor k"*'L'. On the other hand, the BSS is
charged by supplying the surplus power when the dispatched
power of LFTGUs is more than the load demand. In the same
way, this flow is repeated to get results for 24 hours.

V. RESULTS

In this paper, the load forecasting results verified by com-
paring with a real time data of ISO-NECA, market data
from January 2017 to December 2017, which has been taken
from [17]. Hourly data of each day is considered, i.e., load
demand is taken at 24 hourly instances in the day. CNN
algorithm is applied within Python environment with Intel
Core i3, 4GB RAM. The figure 8 gives the comparison of
predicted results with the testing set of values.

The RES mathematical models are implemented in Matlab
2017. The wind model output is solely dependent on wind
speed, which is taken for the 24 hourly instances in the day.
Solar model incorporates the effect of solar irradiance and cell
temperature on the power output of the PV panel. Moreover,
the RES output power is shown in the figure 10d.

Thermal generating units used to supply the energy are
dispatched for the amount of power demand not satisfied
by using RES. The figure 10b gives the detailed profile of
each generating unit taking part in the generated energy. The
varying power demand is also displayed in 10b, presenting
a slump in the demand on hour 6, caused by any fault on
the transmission network. The generating units cannot adopt
this drastic change in the production due to ramping, so the
surplus power available is used to increase the SoC level
of BSS. The table 5 shows the 24 hours cost to satisfy the
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TABLE 6. EENS, SoC and RES.

Hours | EENS [MW] | SoC [%] BF;OSWS\Z@] P\{l\%&]’m W”[‘I‘\l,lowuip“t
1 0.0 30.0 0.0 0.0 0.0
3 0.0 30.0 0.0 0.0 10.0
3 0.0 30.0 0.0 0.0 10.0
3 0.0 32 281 0.0 30
3 0.0 214 0.0 0.0 0.0
6 0.0 347 7386 0.0 0.0
7 0.0 347 0.0 0.0 10.0
8 0.0 a7 0.0 0.0 33
9 0.0 a7 0.0 0.6 10.0
10 0.0 a7 0.0 35 10.0
1 0.0 09 0.0 6.6 0.0
2 0.0 09 0.0 84 10.0
3 0.0 09 0.0 82 10.0
14 0.0 09 0.0 93 10.0
15 0.0 09 0.0 6.9 27
16 0.0 09 0.0 64 10.0
7 0.0 09 0.0 238 10.0
18 0.0 09 0.0 07 10.0
g 0.0 09 0.0 0.0 80
20 6.7 0.0 0.0 0.0 10.0
21 0.0 9.8 36.4 0.0 10.0
b3) 0.0 198 0.0 0.0 73
23 0.0 198 0.0 0.0 10.0
24 0.0 198 0.0 0.0 6.0

demand. The EENS is seen at the hour 9, which tells about
the whole generation being short of the power demand. The
total cost of running the generation units is given in the
figure 7a. By running the optimal dispatch of thermal units,
the cost calculated is the minimum possible value to satisfy
the demand. This cost profile has shown a steep rise at the
hour 9 which is due to the loss of generation unit in that time
slot, as discussed in the test case 2. The power is produced at
the remaining units which entails a rise in the cost of power
generation. The VoLL is also plotted against the generation
cost in the figure 7a. To get the individual cost contribution
of each LFTGU, the 24 hours cost profile is shown in the
figure 10c.

Furthermore, the surplus power available for the battery
storage is shown in figure 7b. A large amount of surplus
power is available in the hour 6, as there is a sudden fall
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in the power demand due to fault occurred in the supply
line, as described in the test case 1. Moreover, the SoC of
BSS is shown in figure 7c. While, the table 6 shows the
data regarding EENS. The data in EENS column gives details
about the generating units not being able to fulfill the demand
on the hour 20, so there is a part of load curtailed. The data in
SoC column, demonstrates the case where the demand is low
and generators are not able to reduce their generation due to
ramping effect, the surplus power is sent to BSS which shows
increase in SoC level as shown in hours 4, 6 and 21.

Despite the two troublesome occurrences in the test cases,
the system has shown stability in terms of load demand satis-
faction. In the instance where the loss of load is considered,
the surplus power is used to be stored in BSS which will make
the system stable without going towards power swings at the
generation end. Furthermore, when one of the LFTGUs is
taken out of the system, the short-fall in the generation will
be covered by the BSS. In return, this will ease the remaining
LFTGUs rather than getting under stress and facing power
swings. The economic dispatch model is constrained in a way
to operate well within their operational limits, i.e., not to lose
their stability at any instance.

VI. CONCLUSION

In this paper, an economic dispatch for LFTGUs and BSS
scheme with the integration of PV and wind power is pro-
posed. The simulation results, comprise various profiles for
24 hours, are discussed in the results section. The demand is
predicted from hourly data for a complete year. Two test cases
are implemented during the simulation. At first instance, it is
assumed that there is a sudden drop in the load demand caused
by a failure in the distribution system. This catastrophic
situation affects the generation end, but due to ramping,
the LFTGUs are assumed not to undergo a sudden change in
generated power, so the surplus power produced is available
to be transferred to the BSS incorporated as a Simulink block.
This phenomenon completes the test scenario experienced by
the system. Then at another interval, one of the LFTGUs is
assumed to confront an outage, and require minor mainte-
nance. And the available generated power has fallen short
of demanded power. Before the availability of the absent
LFTGU, the leftover demand is attempted to be satisfied
from BSS. Our proposed model shows the cost profile of our
system not being majorly affected in both of the calamitous
test cases.
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