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ABSTRACT This study focuses on different intelligent time series modelling techniques namely nonlinear
autoregressive network with exogenous inputs (NARX), autoregressive integrated moving average with
external inputs (ARIMAX), multiple linear regression (MLR), and regression error with autoregressive
moving average (RegARMA), applied on a diesel engine to predict NOx emission and fuel consumption.
The experiment data are collected from a six cylinder, four stroke medium duty truck diesel engine, which is
integrated on a passenger bus and operated in engine integration tests. NOx emission and fuel consumption
outputs are estimated with the help of input data; exhaust gas recirculation temperature and position,
engine coolant temperature, engine speed, exhaust gas pressure, common rail pressure, intake manifold air
temperature and pressure, accelerator pedal percentage, engine load, turbocharger variable geometry position
and speed, and selective catalytic reduction outlet temperature. NARX artificial time series neural network,
MLR, ARIMAX, and RegARMA time series techniques were separately applied for the estimation NOx
emission and fuel consumption outputs. The performance of the models is analyzed and evaluated with
Bayesian information criterion (BIC) and root mean square error (RMSE) criteria. When the high cost and
time loss of experimental testing are thought, using the intelligent modelling methodology provides far more
accurate prediction and fast application abilities to analyze internal combustion engine dynamics for the
control and calibration manner. As a result of the comparison of different types of modelling techniques,
RegARMA technique comes to the forefront with 6707.6 BIC value with 105.58 RMSE for NOx emission
model and 4026.4 BIC value with 7.93 RMSE for fuel consumption model.

INDEX TERMS Artificial neural network, diesel engine, time-series techniques, NOx emission modelling,
fuel consumption modelling.

I. INTRODUCTION
Diesel engine-originated by Rudolf Diesel in 1982-is an inter-
nal combustion engine that converts chemical energy to the
mechanical power by way of the compression-ignition prin-
ciple which allows the highly compressed air has a sudden
ignite with the injected diesel fuel [1] that has high ignition
capability. This leads to a high compression ratio, hence high
power and subsequent relatively low fuel consumption and
emissions which rise compression-ignition to prominence.

The associate editor coordinating the review of this manuscript and

approving it for publication was Yue Zhang .

Besides the working principle and physical characteristics,
diesel engine has additional abilities as pre-post injection
to overcome fuel consumption, emissions, and noise [2].
Diesel engine is also equipped with external devices as tur-
bocharger for aspiration, diesel oxidation catalyzer (DOC)
to provide extra oxidation on exhaust gases, diesel par-
ticulate filter (DPF) to decrease particle matter and soot,
selective catalytic reduction (SCR) and exhaust gas recir-
culation (EGR) to reduce NOx emissions. Considering the
increase of emission restrictions (oncoming Euro 7-2023 for
heavy duty vehicles) and fuel economy expectations, inves-
tigations are ongoing process for controlling diesel engine
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especially on the new researching areas. Enhancing the per-
formance and lower the emissions, fuel consumption and
NOx emissions are one of the most important variables to
observe and analyze. Fuel consumption represents amount
of injected fuel that matches with power efficiency. Thereby
the hydrocarbon (HC) and particle matter (PM) emissions
are also affected by fuel consumption so the same effect is
valid for fuel economy considering the economic standards
[3]. NOx emission is a harmful emission to the environment
caused by the oxidation of nitrogen in the air as a diluent at a
certain temperature. Unlike gasoline engines, diesel engines
operate with air compression, so the most determining pol-
lutants for diesel engines are NOx emissions [4]. Perfor-
mance and emission analysis requires testing environment
and continuous equipment sources so that the process is not
efficient enough in terms of time and cost [5]. Therefore,
minimizing the challenging process and creating alternative
faster and inexpensive testing environment, wide range of
data driven modelling techniques as machine learning based
regression and neural network algorithms or system identi-
fication structure are used. A large variety of data handling
methods are implemented on internal combustion engine
modelling since physical modelling is also complicated [6].
Fumo and Biswas detailed linear regression techniques and
reveals comprehensive study between linear and nonlinear
regression on the subject of renewable and sustainable energy
which can be considered as review for the future studies
and the regression area [7]. Decomposing the input-output
relationship for the nonlinear systems, Perez at al. proposed
Hammerstein-Wiener system identification model for the
diesel engine [8]. Zambrano et al. [9] also investigated on
the selective catalytic reduction (SCR) system to model NOx
emissions by means of Hammerstein-Wiener system iden-
tification model. The both work represented NOx behavior
well but the model performance is limited with the high non-
linear dynamics of diesel engine. Another type of dynamic
nonlinearity estimators is NARMAX (NLARX)models (non-
linear autoregressive moving average model with exoge-
nous inputs). Zito and Landau investigated this black-box
nonlinear identification via polynomial NARMAX model to
represent the relationship between variable geometry tur-
bine (VGT) and boost pressure [10]. Maass et al. predicted
NOx emissions for the heavy duty diesel engine analysed two
different experiments, Non-Road-Transient-Cycle (NRTC)
and variable calibrations for different operation modes. The
model adequately estimated NOx emissions, however wider
training sets and range of features are advised for further
developments to overcome the drawbacks caused by nonlin-
earity [11]. Mahla et al. for example, used different type of
nonlinear regression named autoregressive integrated mov-
ing average (ARIMA) model to estimate performance and
variable emissions of biogas fueled diesel engine with 99%
of root mean square error (RMSE) convergence [12]. Neu-
ral networks also included nonlinear system identification
as Alonso et al. successfully included Levenberg-Marquardt
(LM) training algorithm to generate an artificial neural

network (ANN) into genetic algorithm optimization process
to reduce fuel consumption and emissions of diesel engine
[13]. Similar work is done by Roy et al. to estimate NOx
emission, smoke, and brake specific fuel consumption with
the change of EGR rates in a single cylinder diesel engine
[14]. Comparing the techniques each other, Bilgili and Sahin
[15] performed a wind speed prediction according to meteo-
rological variables and compare linear regression, nonlinear
regression, and ANN with LM algorithm. Despite linear and
nonlinear regression techniques give satisfying outputs, ANN
shows better estimation than the other modelling methods.

In this study, different data driven regression techniques are
applied to the data which are collected from a six cylinder
diesel engine integration tests of a medium duty passenger
bus. Different form the dynamometer tests, vehicle tests are
completed according to the several engine operation modes
as low idle, torque mode, and maximum pedal. The focused
outputs are NOx emission and fuel consumption as the tur-
bocharged diesel engine is equipped with DOC, DPF, SCR,
EGR. Different data sets are processed for estimation of NOx
and fuel consumption separately. Boost temperature and pres-
sure, load, coolant temperature, engine speed, common rail
pressure, exhaust gas pressure, SCR outlet temperature, EGR
temperature, EGR position, turbocharger outlet temperature,
turbocharger speed, and VGT position data are evaluated
as inputs. MLR, NARX, ARIMAX, RegARMA techniques
are performed on the NOx emission and fuel consumption
datasets separately.

II. INPUT SELECTION
The focus of this work is to develop a performance and
emission model of a diesel engine with the representative
outputs, fuel consumption andNOx emission. Collected input
data are used for the prediction of these outputs separately
since there are determinative inputs even if most of the inputs
are commonly effect fuel consumption and NOx emission.
The main and common inputs affecting the fuel consumption
and NOx emission are boost pressure, boost temperature,
accelerator pedal position, load, coolant temperature, engine
speed, rail pressure, turbocharger VGT position, turbocharger
speed, EGR position, EGR temperature, and exhaust gas pres-
sure. Turbocharger outlet temperature is specifically used for
estimating fuel consumption whereas SCR outlet temperature
is used for NOx estimation.
Selecting proper inputs inside of collecting data,

the relationship is evaluated by the reference of literature
search. Change of fuel consumption andNOx emission at dif-
ferent loads according to boost temperature is represented by
Yusaf et al. [16]. Xin et al. analyzed NOx emission reduction
methods and observed the variation of fuel consumption and
NOx emission depend on EGR position and VGT position
[17]. Choi et al. investigated about a new cooling path control
strategy and presented the relationship between coolant tem-
perature, fuel consumption and NOx emissions [18]. Exhaust
gas temperature affects on the performance and emissions is
observed by Leahu et al. [19]. Damma et al. published a study

VOLUME 9, 2021 81203



M. I. Ozmen et al.: Modelling Fuel Consumption and NOx Emission of Medium Duty Truck Diesel Engine

FIGURE 1. Diesel engine schematic with after treatment system.

TABLE 1. Engine specifications.

about low temperature SCR for reduction of NOx , showing
how the SCR usage in different temperature conditions affect
NOx emissions [20]. Advantage of increasing boost pressure
include reduced NOx emissions and combustion efficiency
is resulted by Colban et al. [21]. Guang et al. performed
experimental tests proving the direct effect of rail pressure on
the fuel consumption and NOx emissions [22]. Bhure et al.
pointed out increasing exhaust back pressure affect fuel con-
sumption negatively in contrast decreaseNOx emissions [23].
The experimental tests are performed on the passenger bus as
part of engine integration tests based on American Society
for Testing and Materials (ASTM) engine test standard.
Investigated turbocharged diesel engine that equipped with
DOC, EGR, SCR is used for collecting data. Engine control
unit of the investigated engine is used to govern the engine
and collect the data via sensors. Schematic of diesel engine
with exhaust system and engine specifications are shown
in Figure 1 and Table 1 respectively.

The data collected from the engine control module (ECM)
sensors shows variation as well as different working modes
has been processed through the engine operation. The work-
ing modes of engine control algorithm are classified based on
the way of torque calculation that allow to collect in a wide
range and variety of data. Working modes are varied as low
speed governor which represents low idle speed governor,
automotive governor which represents different accelerator
pedal selection, air fuel control derate and maximum throttle

TABLE 2. The range of control variables.

that corresponds torque limiting. The collected data ranges
according to different working modes are shown in Table 2.

III. TIME-SERIES TECHNIQUES
Response of the systems based on time change highly
depending on previous outputs because of relation between
data. This property of the systems causes to model being
difficult due to high non-linearity. Different from other non-
linear models, past data provide to interrelate next response.
In that reason, modelling of the time-dependent systems have
additional approaches like recurrent neural networks in com-
parison with other nonlinear systems. In addition, classical
methods like feedforward neural network can be applied to
time-dependent systems with reduced metrics. NARX,MLR,
ARIMAX, and RegARMA techniques are known as multi-
variate techniques that allow to predict an output with more
than one input. Therefore, these techniques are chosen for the
estimation of fuel consumption and NOx emission outputs of
the diesel engine with multiple inputs. The best fitted model
is obtained by using the techniques according to metrics,
and the coefficients of time series techniques are represented
in Table 4.

A. NARX NEURAL NETWORK
NARX neural network is a type of recurrent neural net-
work, with feedback connection, that accepts previous pre-
dicted value (parallel architecture) or previous actual value
(series-parallel architecture) as inputs when training mod-
els. The mathematical background of the NARX model is
expressed in 1.

y(t) = f (y(t−1), . . . , y(t−dy), x(t−1), . . . , x(t−du)) (1)

In this equation, y(t) is output time series, d is number of
delays and x(t) is input time series [24]. By this way, the shape
of NARX neural network is shown in Fig. 2.
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FIGURE 2. Layers and size of NARX neural network model.

TABLE 3. The properties of NARX model.

The properties of the NARX neural network for NOx
and fuel consumption, that is used in this work, are shown
in Table 3.

B. MULTIPLE LINEAR REGRESSION
MLR is one of the most well-known time series regression
models with multi-variate feature that includes an intercept
value and more than one predictor time series with their
coefficients (βi) [25]. i indice defines number of predictors
and the equation is represented in 2.

yt = c+ X1β1 + · · · + Xiβi + εt (2)

C. ARIMAX
ARIMA technique based on Box-Jenkins method is a hybrid
model that is combination of AR (Autoregressive Process),
MA (Moving Average Process), and integral. However,
ARIMA technique cannot be used for diesel engine model
because of univariate feature. There are more than one fea-
tures in the model, and ARIMAX is developed to gener-
ate multivariate statistical model [26]. ARIMAX formula is
shown in 3.(

1−φ1L − · · · − φpLp
)
(1− L)Dyt

= c+ X1β1 + · · · + Xrβr+
(
1+ θ1L + · · · + θqLq

)
εt

(3)

In this formula, p,D, r , and q is represented by autoregres-
sive order, degree of integration, number of predictors and
moving average order respectively. Also, c and εt hold the
constant term and error. If lag polynomial is simplified with
lag operator notation, equation takes the form of 4.

φ(L)(1− L)Dyt = c+
r∑
i=1

βiXi + θ (L)εt (4)

φ(L) and θ (L) are lag operator notations instead of lag
polynomials. Predictors were simplified into the summation.

FIGURE 3. Comparison of experimental data and NARX model for NOx .

FIGURE 4. Comparison of experimental data and NARX model for fuel
consumption.

FIGURE 5. Comparison of experimental data and MLR model for NOx .

D. REGARMA
RegARMA is a model that based on regression with ARMA
time series errors. It fits with linear effects of input time
series based on multiple linear regression technique. Actu-
ally, RegARMA is mixed of multiple linear regression and
ARMA. Differently from ARMA, the calculation approach
of errors separates from linear model because of assumptions
like homoscedasticity [26]. Regression model is given in 5.

yt = c+
r∑
i=1

βiXi + µt (5)
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TABLE 4. Coefficients of MLR, ARIMAX, RegARMA models.

FIGURE 6. Comparison of experimental data and MLR model for fuel
consumption.

c is intercept and µt are errors that also named uncondi-
tional disturbances. The change of linear model assumptions
into error formula is written as 6.(
1− φ1L − · · · − φpLp

)
µt =

(
1+ θ1L + · · · + θqLq

)
εt

(6)

Simplified form of this formula is stated in 7.

φ(L)µt = θ (L)εt (7)

E. EVALUATION METRICS
Evaluation metrics are used to measure the model perfor-
mance and led the improvement of the prediction. However,

FIGURE 7. Comparison of experimental data and ARIMAX model for NOx .

evaluation of the modelling performance with time series
techniques requires extra metrics compared with non-time
series techniques. In time series data, each of samples have
relation between previous and next sample, and informa-
tion criterion metrics are used to measure goodness of fit-
ting (GoF) as Bayesian information criterion (BIC) [27].
Also, error metrics are used to calculate error value of model
as RMSE [28]. In this study, BIC is used for time series
metrics and RMSE is used to calculate the error value of the
model, and these metrics present that the lower value means
good fitting for models. BIC is expressed in 8.

BIC = n ∗ log(
SSE
n

)+ p ∗ log(n) (8)
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TABLE 5. Goodness of fitting of time series techniques.

FIGURE 8. Comparison of experimental data and ARIMAX model for fuel
consumption.

FIGURE 9. Comparison of experimental data and RegARMA model
for NOx .

In the equation, p and n are number of estimated parameters
and number of values in the time series data. SSE is sum of
squared error and shown in 9.

SSE =
n∑
i=1

(
yi − ŷi

)2 (9)

Here, yi is predicted value of model, ŷi is actual value in
dataset and n is size of dataset. Also, another metric, RMSE,
is used to calculate error between predicted and actual value
shown as 10.

RMSE =

√
SSE
n

(10)

IV. RESULTS
In this section, the effectiveness of the time series techniques
is calculated through metrics and compared in between as it
shown in Table 5. BIC is used for the time series models in
terms of GoF whereas RMSE is used for error calculation
purpose. Representing the evaluation results, NOx estima-
tion corresponds 6918.4 BIC and 94.03 RMSE value for

FIGURE 10. Comparison of experimental data and RegARMA model for
fuel consumption.

NARX model, 9616.7 BIC and 147.7 RMSE value for MLR
model, 6753.7 BIC and 105.69 RMSE value for ARIMAX
and 6707.6 BIC and 105.58 RMSE value for RegARMA.
At the end of the comparison, the NARXmodel has the lowest
and MLR has the highest RMSE whereas the other metrics
present closer result with NARX. In terms of BIC, again the
MLR shows the lowest performance with the highest BIC
value because of its simple background caused by absence of
lag polynomials. ARIMAX and RegARMA have very close
BIC values but RegARMA is better than ARIMAX with
a little different. Even if ARIMAX and RegARMA shows
enough but not the best performance in terms of RMSE value,
because of these techniques are based on autoregressive and
moving average method, produced a shifting in models to
make the RMSE calculation harder, RegARMA takes the lead
formodelling ofNOx with the lowest BIC value and sufficient
RMSE value as it represented in 5 as can be observed in Fig. 9.
Fuel consumption modelling has a challenging side different
fromNOx modelling because of big spikes in time series data.
NARX model resulted 4239.9 of BIC and 6.35 of RMSE
whereas the of MLR yielded as 4792.9 of BIC and 5.75 of
RMSE. In the meantime, ARIMAX resulted 4240.0 of BIC
and 7.9386 RMSE and RegARMA resulted 4026.4 of BIC
and 7.9310 of RMSE. As a result, MLR has the lowest
so the best performance in terms of RMSE but in contrast
highest BIC that corresponds lowest time series performance.
Investigation on the results shows that the highest estimation
performance is belong to RegARMAwhich is resulted nearly
with the ARIMAX in average. Beside this, the reason behind
the higher RMSE value resulted for RegARMA and ARI-
MAX is that the related modelling techniques have shifting
caused by the usage of autoregressive and moving average
method.
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Fittings of models are shown with experimental data,
shown as red line, in Fig. 3 and 4 for NARX model, in Fig. 5
and 6 for MLR, in Fig. 7 and 8 for ARIMAXmodel, in Fig. 9
and 10 for RegARMA model, respectively NOx and fuel
consumption.

V. CONCLUSION
The aim of this study is to represent and compare the
performance of different data driven time series modelling
techniques that used to predict fuel consumption and NOx
emission which are the most important characteristic vari-
ables of diesel engine. The experimental data are collected
from medium duty diesel engine at different operation modes
which is located in a passenger bus. NARX as an artificial
neural network, MLR, ARIMAX, and RegARMA as time
series methods are separately applied on a wide variety of
data. The effect of input variables is investigated in terms of
being meaningful for the output variables to be chosen prop-
erly. EGR temperature, EGR position, engine speed, exhaust
gas pressure, rail pressure, intake air temperature, intake
air pressure, accelerator pedal position, load, turbocharger
VGT position, turbocharger speed, turbocharger outlet tem-
perature, SCR outlet temperature are chosen as inputs to
be used the estimation of outputs. All of the time series
modelling techniques successfully represented the relation
between inputs and outputs. To analyze and compare the per-
formance of the models, BIC and RMSE evaluation metrics
are progressed. As the result of comparison, RegARMA takes
the lead with 4026.4 of BIC and 7.93 RMSE score for fuel
consumption and 6707.6 of BIC and 105.58 RMSE score for
NOx emission.

Since the experimental tests are costly and time con-
suming, time series methods one by one are successfully
implemented for the prediction of output variables that allow
analyzing performance and emission of diesel engine. At the
end, with a wide variety of data, time series methods provide
fast and accurate solution in modelling diesel engine char-
acteristics. For further studies, deep learning methods based
on recurrent neural network such as long-short term memory
(LSTM), gated recurrent unit (GRU) can be used to improve
GoF for modelling of diesel engine.
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