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ABSTRACT In this manuscript, we present score recognition techniques for blowgun game based on
computer vision. First, the algorithm detects the position of the target, and calibrates the camera’s parameters.
Then the score is calculated with the detection of the dart tip on the target for real-time applications.
To improve the robustness, the initial calibration is proposed to record N points as references at the edges
of circles, to correct the camera position and angle. This approach can overcome the problems of lighting
changes and the camera viewing angle deviation. The fast segmentation and orientation decision is proposed
to find the blowgun tip accurately. The two cameras are presented to solve the overlapping problem of
multiple darts to improve the detection accuracy. Based on calibration parameters, the distance weighting
method is proposed to calculate the score precisely. Experiments result that the accuracy can achieve about
97% to recognize the score, and the processing speed can meet the real-time requirement with software
implementation.

INDEX TERMS Segmentation, localization, blowgun game, score, recognition.

I. INTRODUCTION
Recently, the computer vision is a new technology, which
can provide more convenient applications for users. Imag-
ing recognition is the key technology in vision for various
applications. Now, many systems proposed employ computer
vision technology. For security system, iris recognition used
biometric identification for human authorized [1]. Human
face detection can localize face position, and the recognition
algorithm compares with the selected facial features and a
facial database, to find user information promptly [2]. Text
detection and recognition is to find text information from an
image, which can be applied for machine learning and video
index search [3]. The applications of computer vision are
more and more now, even for animal health care and animal
classification [4]. The traffic sign detection and recogni-
tion [5], and car license plate recognition [6], [7] are proposed
for intelligent transportation systems. The dynamic hand
gesture recognition for computer understanding is presented
in [8], which can use gesture to control various operations
through camera device.
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In this study, a new application for the sport scoring system
is proposed by image recognition based on computer vision.
Archery is originated in ancient military and sport activi-
ties. Currently, archery has turn out to be an internationally
sports, such as Olympic Games and World Games. Similarly,
blowgun system were used, which recorded by people since
1519 in France and 1688 in Japan. Until now, there are
some tribal hunters also used blowguns to hunt animals.
The principle is the gas pressure difference across the arrow
and produces a forward force. Recently, the blowgun is a
popular sport in Japan [9]. The blowgun system consists of
one blowpipe, five arrows and one target board. The blowpipe
is made of carbon fiber or glass fiber and its length is about
120cm. When the human blows the arrow through blowpipe
to the target, the score is calculated by the accumulation of
each dart score after five times. Currently, the score must be
recorded by human power. It is inevitable argument when the
arrow falls at themargin of between two scores. The computer
vision can take fair judgment at the margins to avoid the
argument.

The automatic dart-scoring system is a challenge work.
Recently, the automatic target-scoring systems are presented
with camera imaging methods [23]–[28]. The automatic
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bullet scoring system is presented for military training [23],
which employs geometric rectification and the median filter,
image binary, image subtraction between inter-frames to find
the position of bullet-spot. Automatic display system of the
archery score is presented in [24], which used boundary
line detection and arrow detection to determine the score.
Effective target area [25] is detected using edge extraction
and background extraction, and then perspective transforma-
tion. The scoring target for mobile shooting range detection
employs external vibration sensing, and the morphological
operation detects the effective outermost ring, finally SVM
is used to find discriminating bullet hole candidates [26].
The detection method uses the morphological operations,
segmentation by using color and shape features [27], which
adopts dynamic threshold to reduce the effects of illumination
changing.

Our motivation is to develop a score recognition system
using computer vision technology to make fair judgment,
particularly for margin point. By using the way, the users
can immediately know the score of current dart from the far
distance. The computer can accumulate the score for each
competitor and show the competition rankings from database
automatically. In this paper, the target localization and seg-
mentation are proposed to find the dart tip. The initial cali-
bration is presented to reduce the affection of camera angle
deviation and the light changing. The double cameras are
adopted to overcome the overlapping problem and improve
the accuracy. The rest of this paper is organized as follows.
The target localization and data calibration is proposed in
Section II. The automatic score recognition is presented in
Section III. The real-time implementation and experiments
are described in Section IV. The conclusions are marked in
Section V.

II. PROPOSED LOCALIZATION AND CALIBRATION
ALGORITHM
In a free space, first the scoring systems must detect the
position of target accurately. To reduce the camera noise,
the median filter first is used to suppress the noise level.
Then the pre-processing with de-flicker and white-balance is
required [10], [11], to improve the video quality. In order to
not interfere with users playing the game, the camera should
be setup from the far distance to the target. Hence the back-
ground of target would be included at the image sampling.
For score recognition, we must detect the target location and
remove the background as well. Figure 1(a) and (b) show the
original gray image and its result using edge detection by
Sobel mask [12], respectively. The edges of score circles are
clearly exposed. The circle detection is used to localize the
position of target [13], [14].

A. CENTER POINT DETECTION
The accurate localization for the target board is important
for scores computing. The score circles in Fig. 1(b) are
detected by circle detection. Only circle information is kept
for the processing. The central point is a basis reference

FIGURE 1. The target localization, (a) and (b) the original Y image and
edge detection using Sobel mask respectively.

FIGURE 2. The proposed center detection on target paper.

point for the score calculation. This point must be localized
accurately, to avoid the score deviation. The central point of
circles from on the target board is searched fast, as shown
in figure 2. First, the inner circles are detected. Then the
minimum and maximum value of horizontal coordinates are
searched with the names (X1,Y) and (X2,Y) respectively,
as shown in Fig. 3(a). Also, themaximum andminimumvalue
of vertical coordinates are found with (X,Y1) and (X,Y2).
The pixels (X1,Y) and (X2,Y) is connected as a horizontal
line HL. By similar method, one can connect (X,Y1) to
(X,Y2) as a vertical line VL. Then HL and VL lines can be
crossed to one point that is called a coarse center (CC) point.
If CC is a black point, this point is a central point. Otherwise,
when CC is not a black point, a local searching approach is
used to find a black point from the current CC within a block
size. To localize the center point accurately, themaximum and
minimum vertical/horizontal coordinates on the central black
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FIGURE 3. The detection of center point. (a)The max. and min. value at
vertical and horizontal coordinates. (b)The center point of circle found
accurately.

point are searched again. Similar to the previous mentioned,
the two lines are crossed by a point that is the accurate center
of target. Figure 3(b) shows the central point of circle marked
with high precision by using the intersection of horizontal and
vertical lines across the target paper to overcome the problem
of angle deviation from camera.

B. INITIAL CALIBRATION
The camera is setup at various directions and angle in a
practical system. Because the target is not perfectly circu-
lar sampled, the radius around one target ring is not con-
stant. The deviation of each direction must be calibrated to
improve the detection accuracy. First the system is calibrated
to record the new data for the current camera setup situations
to promote the robustness. Initially, the system is calibrated
using the distance parameters from the central point to the
calibrated point on multi circle edges under difference direc-
tions. This can improve the system robustness when the
background brightness changes or target moves. To estimate
the dart score, the distance of circle radius is measured. The
radius from the central-point to each circle must be calibrated.
Due to camera viewing angles, the distance from the center
point to each circle is different on various directions. The ini-
tial calibration is proposed to correct this deviation to improve
the accuracy. The circle scores are split with 8 directions,
by using 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦, as shown

FIGURE 4. The detection of calbiration point (a)The 8 directions for each
circle scores marked; (b)The precision dark point found between two
color boundares.

in Figure 4(a). The distance is calculated from the center point
to the circle edge of each direction, which can be expressed
by

DistDegn =

√
(Center(x)− ScoreDegn (x))2

+ (Center(y)− ScoreDegn (y))2
, (1)

where Center(x) and Center(y) is the coordinates of center
point, ScoreDegn (x) and ScoreDegn (y) denotes the (x,y) coordi-
nates of the directional degree at the nth circle edge. DistDegn
is the distance from the nth circle to the center point at the
Deg direction. For score computing, the distances from each
circle to the central point are measured from each direc-
tion. One direction angle has four circle radiuses, which are
recorded for score estimation later. In the initial calibration
step, 32 radiuses are calculated from the detection of four
circles with eight directions. Due to viewing angle, the circle
radiuses are difference in each direction. The 32 radiuses
must be stored for data calibration before user shooting.

Figure 5 shows the flowchart for computing distance of
the calibrated points on each circle. To recognize the score
of each circle on target automatically, the distance from the
center point to each circle must be calibrated first. The circles
can be detected rought by using edge detection, which is
further quantified to binary and then to segment the circles.
Now some pixels after edge detection are not continuous.
A 3 × 3 closing operation [12] is used to recover the circle
edge information. However, the position of circle point using
edge detection is not precise. This will degrade the accuracy
of score recognition. In order to improve the accuracy, the cir-
cle point from edge detection is further mapping to the orig-
inal RGB color image. When enlarging the image for color
circles, the darkest point on the circle can be found due to the
boundary effect between two colors, as shown in Fig. 4(b)
[15], [16]. This darkest point can be used to calculate the
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FIGURE 5. The processing of distance calibration for each circle.

circle radius accurately, which can be searched with local
region searching. The results are shown in Fig. 4(b) that can
be detected in high accuracy. The calibration data is measured
with eight directions. After calibration, the stored parameters
include the relative 32 coordinates and its distance.

Alternatively, the other method is to map the target image
to a front-on plane using ellipse fitting model [29]. However,
we must create many ellipse models to map which one is suit-
able in the current camera sampling angle. This method must
be one-by-one mapping the current data to the training model
with the training data. The processing time will become long.
If the mapping model is not perfect to the camera, the score
estimation will appear errors.

III. PROPOSED SCORE RECOGNITION ALGORITHM
For score recognition, first the dart is detected soon whether
enter to the target board. Figure 6 shows the processing
flowchart to find the new dart based on object segmentation
[17], [18]. The dart is a moving object that can be segmented
from each shooting. When a new dart enters to the target
board, the temporal differential between the current frame

FIGURE 6. The processing flowchart for the new dart detection.

and the reference frame become high. The amount of differ-
ential value is calculated to estimate whether the dart coming
now. When the frame size is N×M, the absolute difference of
each pixel Diff(x,y) is calculated by

Diff(x,y) = |Ref(x,y)− Current(x,y)|,

for x = 1 to N, y = 1 to M. (2)

where Ref(x,y) and Current(x,y), is the reference pixel
and the current pixel at the (x,y) coordinate, respectively.
If Diff(x,y) is larger than the threshold Th1, the counter1 is
increased by one. The counting is finished until all pixels
are checked. Th1 is used to check the difference of the
temporal frames whether satisfied. If the Th1 is too low,
the noise will interfere with the detection accuracy. The level
of camera noise between inter-frames always is less than
18. The Th1 takes 20 in experiments. When one frame is
done, the new dart is found if the amount of counter1 is over
than the threshold Th2. Otherwise, the new dart information is
not found at the current frame. The next frame is checked and
the counter1 is reset to zero until a new dart is found. Th2 is
used to check whether the new dart shooting. Generally,
the dart image includes at least 40 pixels. If Th2 is set too
high, the probability of the missing detection for darts would
increase. The threshold Th2 is set to 42 in experiments. Five
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FIGURE 7. The detection of dart. (a) The differential information for
the second dart. (b) The segementation of the second dart shape.

consecutive frames are checked tomake sure the dart shooting
on the target already. If the dart information appears on five
consecutive frames, the new dart shooting on the target paper
can be confirmed now. When the dart is confirmed at the Nth

frame, the image sampling for the next (N+1)th ∼(N+3)th

frames may be not stable because the current dart is running
now. To sample the dart image stably, the (N+4)th frame is
adopted for the processing. When the new dart is detected,
the dart shape is calculated with the absolute subtraction with
the reference frame. Figure 7(a) shows the original frame
and the differential pixel for the second dart. When the dart
impacts the target, the target paper slightly wobbles, and
noisy pixels appear. To solve this problem, maximum object
tracking is used to find the dart location since the dart shape
is a maximum object. To reduce the problem about the hori-
zontal and vertical gradients of a dart, the dart is truncated to
binary. The result is shown in Fig. 7(b), where the background
pixels all are truncated to zeros. When the new dart shape is
found, the reference frame is updated by the current frame
for the next new dart is checked. In order to reduce the
lighting affect, the reference frame is automatically updated
per second if no dart is detected.

When the dart shape is found, the score of the current
dart is calculated according to its position. Figure 8 shows
the processing flow of the dart score computing. The dart
orientation and its tip must be detected accurately. If the dart
direction is horizontal, its tip will be either right or left. Other-
wise, the dart direction is vertical, where its tip will be either
up or bottom. The dart direction is determined by histogram
distribution of horizontal and vertical direction, as shown
in Fig. 9. The histogram-based method only uses counters to
record the coordinate distribution for the dart shape. The com-
putations are not high. The number of horizontal shape for
the dart is counted by width (W) pixels. Fig. 10(a) shows the
horizontal histogram of Fig. 7(b), the coordinate distribution
is 365∼505. The histogram range for the horizontal shape

FIGURE 8. The flowchart of the dart score computing.

FIGURE 9. The dart direction checking by histogram.

is defined by 1W=W1-W2=505-365=140, where W1 and
W2 is the start and end of horizontal coordinate in histogram
respectively. Similarly, the vertical histogram calculates the
height (H) of the dart shape, as shown in Fig. 10(b). The
coordinate distribution is 325∼343.The histogram range for
the dart shape in the vertical direction is 1V=V1-V2=343-
325=18, where V1 and V2 is the start and end of vertical
coordinate in histogram respectively. If 1W> 1V, the dart
belongs to the horizontal direction; otherwise, it is vertical.
Clearly, the Figure 7(b) is a horizontal dart since 1W> 1V.

To detect the dart tip, there are four cases, as shown
in Fig. 11 (a)∼(d). When the dart direction is horizontal,
the scanning direction is from the left to the right. The dart
coordinate of the first and final point is symbolized as J_Lfirst
and J_Lfinal respectively, and the maximum coordinate in
histogram is J_max. If |J_Lfinal-J_max| > |J_Lfirst-J_max|,
the dart tip locates at the right side. as shown in Fig. 11(a).
Otherwise, it is at the left side, as shown in Fig. 11(b).
Clearly, the dart tip in Figure 7(b) is at the left side since
|J_Lfinal-J_max| < |J_Lfirst-J_max|. Similarly, when the
dart direction is vertical, the scanning direction is from up
to down. The first and final coordinates are symbolized as
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FIGURE 10. Dart histogram.(a)The dart horizontal histogram of Fig. 7(b);
(b) The dart vertical histogram of Fig. 7(b).

FIGURE 11. (a) -(d) The dart tip located at the right, left, bottom and top
respectively.

I_Ufirst and I_Ufinal, respectively. The maximum coordinate
in histogram is I_max. If |I_Ufinal-I_max| > |I_Ufirst-
I_max|, the dart tip locates at the bottom side, as shown in Fig.
11(c). Otherwise, the tip is at the up direction, as shown
in Fig. 11(d).

The scoring accuracy depends on the tip segmentation of
the newly detected dart. The dart tip may get shorten about
1∼2 pixels after segmentation, which will slightly effect the
detected accuracy. The 3×3 dilate operation is used to expand
the tip area to trim the accuracy in practical measurements.

FIGURE 12. The segematation of dart tip detected accuracy.

FIGURE 13. The distance computing between the cental point and dart
tip.

While the dart direction is decided, the tip point can be found
by the first pixel of the specified direction. Figure 12 shows
the dart tip marked. The final score is decided by the distance
between the dart tip and the central point. Figure 13 illustrates
the distance computation for the current dart. The distance is
calculated by

Dart_Dist =

√
(Dart(X1)− Center(X0))2

+ (Dart(Y1)− Center(Y0))2,
(3)

where Dart(X1) and Dart(Y1) denotes the coordinates of
the current dart tip. Dart_Dist in (3) calculates the distance
from the dart tip to the central point. The distance and its
coordinates of each circle degree had been pre-recoded as
parameters on the memory during calibration period. First,
the coordinates of two calibrated points R1 and R2 close to
the current dart tip are searched. From Figure 13, D1 and
D2 denote the pre-recorded distances from the points R1 and
R2 to the central point respectively. The weight distance is
proposed to calculate the score accurately. The estimated
score distance (ESD) is calculated by

ESD =
D1 ×W2 + D2 ×W1

W1 +W2
, (4)

where W1 and W2 is the distance from the recorded points
R1 and R2 to the dart tip respectively. The estimated score
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distance (ESD) in (4) calculates the distance from the dart
tip to the calibrated point with W1,W2 weights of R1 and
R2. If the tip is close to the point R1, the weight for D1 is
increased to correct the degree error from the camera. Since
the calibration uses the 8 directions, the angle of D1 and
D2 relative to the tip position is less than 23 degree. The
estimated error is small. For higher accuracy, the more direc-
tions can be employed, but the computational time would
increase. With (4), if W2>W1, the weight of D1 is enhanced
by W2/(W1+W2) since the current dart is closer to R1. The
parameters D1, D2, W1 and W2 are adaptive dependent on
the position of camera and the dart tip location. Now the dart
score can be decided by comparison with ESD and Dart_Dist.
If the ESD> Dart_Dist, the current dart is closer center than
the calibrated point, so the score is inside circle. Otherwise,
it is the outside circle. For example, the score of the outside
circle is 3, and the inside is 5, in Fig. 13.

It is worthy notice that the darts may be overlapped since
there are five darts at one game. This will impact the detection
accuracy. To overcome the overlapping problem of multi
darts, two cameras are proposed to solve this problem. The
two cameras are setup at the inverse location to compensate
the errors each other. Each camera samples the image with
analog to digital converter (ADC) at the same time, then
the imaging pixels are processed with the same processing
procedure. In fact, the darts on the target are random. The
dart is segmented to find its tip and then to measure the score.
If the darts are overlapping each other, its tip is possibly
masked and its score will be down. When the right camera
happens overlapped and the left camera is normal, in such a
case, the score of left camera is adopted. For fast processing,
the maximum score of two cameras is selected as for the
results, since the low scoring camera would occur at the
problem of darts overlapping. This method can effectively
reduce the affection of overlapping, and avoid wasting on
the high computing power on the detection of overlapping
images. The complex multi-view algorithm can be used to
solve the overlapping problem more effectively. However,
the complexity of this kind algorithm is very high, which
will impact the real-time speed. The hardware acceleration
must be considered to improve the processing speed. The
current version takes the maximum value operation for real-
time processing requirement. This approach achieves enough
accuracy for real applications.

IV. EXPERIMENTS
For practical test, the automatic scoring system for blowgun
game is setup, as shown in Figure 14. All equipments are
following to the standard of Sport Fukiya Association in [9].
In order to correct the dart overlapping error, two cameras
are positioned on the left side and the right side respectively,
which samples the target images by the inverse direction.
Then the sampling image is digitalized with 640×480 pixels
by a catch card DVP-7010BE [20]. The sampling data is sent
to a computer for score computing on real-time processing.
Based on our algorithm, C-programming is performed to

FIGURE 14. The testing setup in experiments.

develop the dart score recognition for real-time implemen-
tation using openCV environment [21]. The processing time
that includes the video sampling time, the recognition time,
and the displaying result time, is requested within 3 seconds
per shooting to meet real-time requirement for the practical
blowgun system.

The recognition accuracy is affected under many factors,
such as illumination change, target paper wobble, the camera
setup direction deviation, and the dart overlapping problems.
To overcome these problems, the initial calibration is pro-
posed. Our system first calibrates the parameters according
to the current testing situations. The maximum object track-
ing method can further reduce the affection of illumination
changes and targets wobbles. The accuracy is dependent on
the detection of dark tip. The dart tip is accurately detected by
temporal segmentation and directional histogram approaches.
By the references of calibrated points, the score of the dart
tip can be estimated with high accuracy. The game rule is to
shoot the five darts for one player. The current dart is possibly
overlapped with the previous darts. The error detection will
be increased in such a case. Hence we presented two cameras
imaging system to improve the accuracy efficiently. The two
cameras sampling would have binocular matching problem.
In normal cases, the results of two cameras are the same.
However, if one dart in a camera is overlapped with the pre-
vious ones, its score possibly is down. The other one camera
samples the dart from the inverse direction, which may be
no overlapped. The score is normal, which is higher than
the result of the camera with dart overlapped. To solve the
overlapping problem, we take the maximum score of the cal-
culation from two cameras for the final score. However, when
the dart is overlapped from both of two cameras, the results
may be error, but this probability is quite low.

A. PRACTICAL DEMONSTRATION
The four windows are created with openCV. The left-up
and right-up window is the sampling image of the left and
right camera respectively. The left-bottom and right-bottom
window is the estimated score for the current dart and the
accumulation of the previous scores. Figure 15 (a)∼(e) shows
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FIGURE 15. (a)∼(e) testing results for the 1st ∼5th darts, respectively.

the testing results of our automatic score recognition sys-
tem. Figure 15(a) is the first shoot. The left-up and right-up
image is sampled from the left and right camera respectively.
The first dart score is five in both of the two cameras. The
processing time is only about 0.35 sec per frame, which
can meet the real-time requirement. Next, the second dart
is shot, as shown in Fig. 15(b). Since the right-side camera
appears two darts overlapping, the score may be wrong.
The left camera samples two darts independently, and its
score recognition is correct. When the darts are overlapping,
its tip may be blanking and its recognition score becomes
smaller. The maximum score is selected from the results of
two camera recognition. The left bottom window shows that
the score is seven for the second dart. The accumulation
of the first and second darts score is 12, as shown in the
bottom-right window. Next, the third, fourth and fifth dart,
are shot, as shown in Fig. 15(c)-(e) respectively. The results
are all correct. The real-time demonstration can refer to [22],
where the lighting is flicker because of using fluorescent
lamp. Results show that all scores are correct. Clearly, our
algorithm can be against from the lighting change. By human
recording method, the arguments are inevitable when the dart
tip locates at the margin between two scores. Figure 16 shows
the argument at the margin between score 5 and 7. The com-
puter vision can make a fair judgment to avoid unnecessary
argument. In our algorithm, when the tip is at the margin,
the maximum score is found. In Fig. 16, the result is 7 when
the tip is at the circle margin of the scores 5 and 7

To verify the accuracy of recognition, five peoples each
shot 600 times randomly. The recognized score from the

FIGURE 16. The argument at the margin between score 5 and 7.

TABLE 1. The recognition rate under various testers.

computer is checked whether is correct. Table 1 shows the
testing results, where ‘‘Correct’’ is that the recognition score
meets to the practical score; ‘‘Error’’ denotes that the result is
different from the practical dart score; ‘‘Lost’’ means that the
system cannot detect the dart information. When five darts on
the target are overlapping and crowding together, the score
may be error, even lost the dart detection. If two darts are
almost overlapped, the computer will miss the dart infor-
mation since the two sampling patterns are very close. The
missing case can be efficiently solved by using two cameras
under inverse viewing angles. The accuracy can achieve about
97% on average, as listed in Table 1. The speed of recognition
from the user shooting to display the score on the monitor is
less than one second, which can meet real-time applications
when the computer used Pentium CPU 3GHz, RAM 2G. This
automatic scoring system can be used for blowgun games
with high accuracy recognition.

B. COMPLEXITY ANALYSIS FOR REAL-TIME SYSTEM
Now, the computational complexity of the proposed algo-
rithm is analyzed for real-time operation. Since the com-
putation complexity of subtraction is the same as addition,
the additions are used instead of subtractions. For calibration
step, the Soble filter used 12 additions for horizontal and
vertical direction for each pixel filtering. The maximum and
minimum coordinates of cycles is searched by one passing
comparison, hence required one comparison for per pixel.
In order to reduce complexity, the distance computation in
(1) used the absolute approach rather than root-square. 32
radiuses must be calculated, which requires 32 × 3 addi-
tions and using 32 memory arrays to store the coordinates.
In the calibration step, 12(M×N)+96 additions and M×N-1
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TABLE 2. The computational complexity analysis of the proposed
algorithm for per frame.

TABLE 3. Comparisons with competing algorithms.

comparisons are required for per frame processing, where
M×N is the frame size. For the recognition step, the dif-
ferential computing used one addition and the counter also
used one addition for each pixel. A comparison is used to
check dart appeared at the end of frame. Two counters are
used to check the dart direction, which requires two additions
per pixel. The dart position is calculated by 32 references
using (3) by absolute approach, so this requires 32 × 3
additions and 32 comparisons. Finally, ESD in (4) used two
additions, two multiplications and one division. However,
for ESD computing, we first search the minimum D1 and
D2 from 32 references, so 32 comparisons are required.
In the recognition core, the total number of additions and
comparisons is 4(MxN)+98 and 33 respectively. Table 2 lists
the computational complexity of our algorithm. Since the
mathematic arithmetic is not too complex, the real-time work
can be achieve using software implementation on a computer.
The system can achieve about 3∼5 frames per second (fps)
for real-time score recognition, which can meet practical
applications.

C. COMPARISONS
Table 3 lists the comparisons with the competing techniques
about the automatic scoring systems. The mechanical design
of the automatic target-box with motor and gear assembly,
consisting of target sheet, bullet-impact sensor, control board,
and WiFi communication module was presented for bullet
detection [28]. The implementation cost is very high. Instead,
the low-cost scoring systems with computer vision were pre-
sented in [29], [30]. The darts on steel dartboard are detected
using a standard webcam [29], which the rectilinear field of
the dartboard are separated with line slopes mathematically.
This method does not calibrate the parameters according to

the practical environment, the accuracy is not high. The stereo
cameras for scoring system were presented in [30], which
the ellipse fitting method used to mask the interested region
on the targets to recognize the archery scores. They employ
the models of ellipse to match the various circle size, which
the computational complexity is very high. The computer
vision methods face the problem of lighting change, which
possibly effect the detection of dart segmentation and the
scoring rings. In this study, to reduce the computational time
for real-time purpose, the edge detection matching consisting
of the color changes is used to find the boundary of each
circle accurately, which the complexity is much lower than
that of ellipse models. Our system calibrates the parame-
ters for per player shooting while changes the target paper,
which can promote the system robustness for the problems
of the illumination change, target wobble, the camera setup
direction change. The maximum object tracking can further
reduce the affection of camera noise, and paper wobble on
dart-impacting target. The testing accuracy and robutness can
be efficiently improved on various environments. The current
dart is possibly overlapped with the previous darts. The darts
overlapping problem is solved by using two cameras imaging
method, which can efficiently pomote the recognition rate.
The proposed distance weighting method can calulate the
score exactly.

V. CONCLUSION
In this study, image processing techniques are presented
to implement the automatic score recognition system. The
worthwhile of this system is to record the scoring data to
database automatically and to save the human power. The
results can be shown on the display immediately for the score
of the current dart and the accumulation of the previous ones.
This can help the player to know his scores immediately.
Besides, the system can avoid human error at the margin
score to reduce unnecessary argument. Double cameras are
presented to correct the viewing angles and also to reduce
overlapping errors. The target paper can be automatically
located by circle detection, and the center point can be quickly
detected by the directional crossing approach. The initial
calibration is proposed to overcome the deviation of viewing
angles and reduce the affection on lighting changes. The dart
tip can be detected and segmented accurately based on the
hybrid computations of spatial and temporal processing. The
weighted distance referred to calibrated points is proposed to
calculate the dart score precisely. This system is successfully
implemented to recognize the score of blowguns system in
real-time applications. In future, by similar techniques, this
system can be expanded to recognize archery and bullet
scoring systems.
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