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ABSTRACT Popular information or dangerous viruses have recently been observed to spread rapidly
through a highly connected network structure. For example, malicious viruses and rumors are spreading
rapidly through online social network platforms over the Internet and diseases with high transmission power
are rapidly spreading through human contact. Apart from these, some infections may occur individually
regardless of the effect of the network such as computer failure. In the context of these infections coexisting,
it is one of crucial problem to distinguish whether the infection with externally similar symptoms is caused
by a cascade or by itself because if the infection is the cascade that is spreading through the network,
it is necessary to stop this spread as soon as possible. In this paper, we study this classification problem
to determine whether it is infected from a cascade or randomly when the infection snapshot is partially
given. We propose two approaches for the problem (i) Neighbor-based approach as the use of local infection
status information and (ii) Source-based approach as the global infection status information. The first one
is that we just count the number of connected infection paths from L-hop distance to an infected node by
using some criteria whereas, the second one is that we use the information of the location of cascade sources
to infer the infection cause of each infected node by computing the infection probability from the sources.
We perform various simulations to obtain the classification performance of the two proposed algorithms.
As a result, the method of estimating a global cascade source shows better performance than that of the
former one, which uses only the infection information of local neighboring nodes if the sampling rate of
cascade infections is sufficient.

INDEX TERMS Cascade infection, random infection, source estimation, inference algorithm.

I. INTRODUCTION
Recently, as a network connectivity rapidly increases online
or offline, information or viruses are rapidly spreading.
Examples include propagation of infectious diseases through
physical contact, technology diffusion, computer virus/spam
infection in the Internet, and tweeting and retweeting of
popular topics by popular online social network services [1].
As a result of the spread of viruses through the network,
computers can break down and humans can become infected
with diseases like COVID-19. However, although these infec-
tions occur on networked computers or people, they are not
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necessarily due to the effects of the network. Sometimes,
it is not a virus given by other nodes around it, but infects
itself or breaks down [2]–[5]. As a concrete example of
these two different modes of‘‘sickness’’, consider a computer
network that undergoes cascaded failures due to virus/worm
propagation (the epidemic) vs. random failures due to mis-
configuration whose stochastic behavior is external to the
network itself (independent infection) [9]. The former case is
usually referred to as Cascade Infection (CI), and the latter
case is referred to as Random Infection (RI). For the RI,
it is enough to find the node and repair or fix it, but in the
CI, it is important to quickly find out where the infection
started and how far it is spreading. However, if a certain
node in the network is infected and the symptoms are similar,
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FIGURE 1. Illustration example of our classification problem: The main objective is to classify the cause of
infection for each infected node when the observable infection snapshot is given (Left). The infection
comes from Random Infection (Middle) or Cascade Infection (Right) or both. (Here, S denotes the source of
cascade infection).

it is often difficult to distinguish whether the cause is pro-
ceeding from the former cascade or spontaneously generated
like the latter. For example, is not easy to classify flu or
COVID-19 showing similar symptoms with only information
about which node in the network is infected. Hence, in this
paper, we focus on the following formalized problem: For a
single snapshot in time, we are informed that a given subset
of nodes has a particular virus. The complete information
about which nodes is infected as well as the exact sickness
times among the observed nodes are not available. Given
complete knowledge of the network topology, the problem is
to determine if a node is infected by an epidemic, spreading
through the network, or if a node is infected via an inde-
pendent infection mechanism that is external to the network
being considered, and not propagated through the edges of
the graph.

As a prior work, the authors [9] first considered a method
how to distinguish two different infection behaviors such as
random infection and cascade infection in social networks.
Their problem is that for a given infection snapshot with lim-
ited observation, how to determine whether the infection phe-
nomenon is cascade or random. In other words, the assump-
tion of the work is there exists only one kind of infection
process among cascade and random over the network. To do
that, they considered a simple intuition that if the sick nodes
are uniformly spread out on the network, a random infection
is likely at work, while if they are ‘‘clustered’’ in some appro-
priate sense, then it is more likely that we have an infection on
our hands. However, it did not consider the cause of infection
at a node level when two infection models are coexisting in
the network. These considerations aremore realistic and com-
plex compared to [9] because if a node is infected where the
cascade infection and the random infection can occur at the
same time, it is not easy to distinguish the cause of infection
at the ‘‘node level’’ where only the infection snapshot is given
in the network. To the best of our knowledge, our work is the
first to attempt on the identification the cause of infection at a
node level under the coexisting different infection processes.
To do that, we will use two information from the snapshot (i)
Infected neighbors and (ii) Infection sources. The number of

infected neighbors gives information onwhether the infection
comes from by cascade or not since the cascade infection
occurs from its infected neighbors. Further, if we estimate
the cascade sources in the network properly, it will be also
helpful to classify the infection cause because we can obtain
some infection trajectory of the cascade from the sources.
Hence, in this paper, we consider the classification problem
using these two information.

We summarize our main contributions in more detail as
follows:
◦ First, we consider the method of classifying the cause

of infection in the network at the individual node level
under the limited observation of infection status. Espe-
cially, we consider two infection models (i) random
infection and (ii) cascade infection, where the first one
is the infection caused by random at the individual node
level and the second one is the infection caused by the
connection (or contact) over the network.

◦ Second, we propose two approaches for the clas-
sification problem (i) neighbor-based approach and
(ii) source-based approach. In the neighbor-based
approach, we count the number of connected infection
paths from L-hop distance to the infected node and deter-
mine the cause of infection by considering a portion of
such infection path using some predefined criteria. In the
cascade source-based approach, we use the information
of the location of cascade sources to infer the infection
cause of each infected node.

◦ Third, we perform various simulations to obtain three
performance measures of the proposed algorithms
(i) cascade source detection (ii) accuracy of recovering
the hidden cascade infection, and (iii) accuracy of the
infection classification. As a result, the method of esti-
mating a global cascade source and comparing the infec-
tion probability for each node shows better classification
performance than the former one, which uses only the
infection information of local neighboring nodes if there
is sufficient sampling of the cascade infection.

The remainder of this paper is organized as follows.
Section II discusses related literature. In section III, we will
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introduce two infection models and our classification goal.
In section IV and V, we propose two classification algorithms
such as the neighbor-based one and source-based one, respec-
tively. In section VI, we depict the simulation results and
conclude the paper in section VII.

II. RELATED WORK
In this section, we will divide the related researches into
following two categories: (1) Inference of infection (node
inference and model inference) and (2) Cascade source
detection.

A. INFERENCE OF INFECTION
Research on the infection inference has been steadily pro-
gressing from the past to the present. The infection inference
means determining whether a node in the network is infected
or not or estimating the existence with the behavior of some
random infection or cascade over the network. We denote
the former one by infection node inference and the latter
one by infection model inference (ex, random infection or
cascade infection). As the infection node inference, there
have been several studies named fault detection in the com-
munication network system. Huang et al. [2] investigated
on VINI testbed, which supports choosing paths to monitor,
detecting and confirming the existence of a failure, correlat-
ing multiple independent observations into a single failure
event. To do this, they adopted existing binary network-
ing tomography methods to extract failures. Park et al. [3]
suggested an edge device capable of collecting, process-
ing, storing and analyzing data is constructed by using a
single-board computer and a sensor. Especially, they consid-
ered the Long Short-Term Memory (LSTM) recurrent neural
networks as a fault detection model. Babaie et al. [4] sug-
gested a self-diagnosing method in determining the status
of nodes to reduce the effect of neighboring node’s data.
Tosic et al. [5] studied the problem of distributed sensors’
failure detection in networks with a small number of defec-
tive sensors, whose measurements differ significantly from
the neighbor measurements. For this, they proposed a novel
distributed detection algorithm based on gossip mechanisms
and on Group Testing (GT), which is used in centralized
detection problems. Sundareisan et al. [6] studied the prob-
lem of recovering the missing infections as well as the
source nodes (so-called ‘culprits’) of an epidemic. As a
cascade diffusion, they considered Susceptible-Infected (SI)
diffusion model and they showed that both these prob-
lems can be efficiently solved simultaneously by their
proposed algorithm NETFILL. Sadikov et al. [7] solved the
problem of correcting the missing data in information cas-
cades. The problem is formalized that, for a given fraction
C ′ of the complete cascade C , how to estimate the proper-
ties of the complete cascade C , such as its size or depth.
To do this, they proposed a tree-based approach and analyzed
the correcting performance. Lamprier et al. [8] proposed a
topological recurrent generative model of a cascade, which

embeds the history of diffusion in infected nodes as hidden
continuous states.

Chris et al. [9] first considered a method how to dis-
tinguish two different infection behavior such as random
infection and cascade infection in social networks. Given a
complete knowledge of the network topology, they studied
how to determine if the virus is an epidemic, spreading
through the network, or random infection that nodes have
become infected via an independent infection mechanism
that is external to the network being considered, and not
propagated through the edges of the graph. Lo et al. [10]
considered a model-based fault diagnosis framework for the
wireless sensors. They showed that the detection of sen-
sor nonlinearities is equivalent to solving the largest empty
rectangle (LER) problem, given a set of features extracted
from an analysis of sensor outputs. Zhao et al. [11] inves-
tigated a prediction of both node infection and infection
order without the knowledge about the underlying cascade
model and the network. For this, they designed a novel model
called Deep Collaborative Embedding (DCE) for information
cascade prediction, which can capture not only the node
structural property but also two kinds of node cascading
characteristics such as cascading context and cascading affin-
ity. Islam et al. [12] extended the state-of-the-art in purely
data-driven cascade analysis in multiple directions. They pre-
sented a new approach to explore the diffusion dynamics of
the cascade comprehensively by only leveraging the observ-
able cascade information. Shen et al. [13] showed that feature
selection approaches can also be used for training an efficient
object detector. Especially, they introduced a Greedy Sparse
Linear Discriminant Analysis (GSLDA) for computational
efficiency. Ducci etal [14] suggested a novel tree-structured
neural network, which we call Cascade-LSTM for detecting
the hidden information.

B. CASCADE SOURCE DETECTION
The source inference problem is also very closely related to
our research. As a prior work, Shah et al. [15], [16] first
studied the single source estimation problem over a infinitely
connected tree network. Especially, they derived a graphical
centrality metric called rumor centrality, which is a simple
topology-dependent metric for a given diffusion status infor-
mation in a regular tree. Under the SI diffusion, they obtained
a meaningful result of detecting the source using the highest
rumor centrality node, named rumor center. Zhu et al. [17]
solved this problem under the Susceptible-Infected-Removed
(SIR) model and used an infection path approach to infer the
source, which is a Jordan center. Based on their prior result,
they extended the problem to the case of sparse observa-
tions [18]. Choi et al. [20] considered some side information
for this problem, which used querying to find the source
for given untruthful answers. They analytically obtain that
how many queries are necessary and sufficient to achieve
a required detection probability. Luo et al. [19] solved this
problem under the SI model, in which partial observation of
infection is given. They first showed that a Jordan center,
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TABLE 1. Taxonomy of related works.

i.e., a node with the minimum distance to the set of observed
infected nodes is still an estimator for the source node
associated with the most likely infection path that with
the limited observations. Zhu et al. [21] first considered
the problem for the Erdös-Rényi (ER) random graph and
designed a Maximum a Posterior (MAP)-based source local-
ization algorithm, called the Short-Fat Tree (SFT) algorithm.
It selects the node such that the Breadth-First Search (BFS)
tree from the node has the minimum depth but the max-
imum number of leaf nodes. They also established some
performance guarantees of SFT under the Independent Cas-
cade (IC) model for both tree networks and the ER random
graph.

As an extension of the single source detection, there have
been some studies that tried to solve the problem under the
multiple cascade sources are given in the network by appro-
priate set estimation methods. Prakash et al. [22] studied this
problem by adopting a well-known concept, named Mini-
mum Description Length (MDL) principle, to find the set of
seed nodes and virus propagation ripple, which describes the
infected graph most succinctly. They proposed an efficient
and powerful algorithm NETSLEUTH to identify the sets of
seed nodes given a snapshot under SI model. Zhu et al. [23]
proposed a multiple sources localization algorithm, named
Optimal-Jordan-Cover (OJC). It first extracts a subgraph
using a candidate set selection algorithm that selects source
candidates based on the number of observed infected nodes
in their neighborhoods. They proved that OJC can locate
all sources with probability one asymptotically for the ER
random graph with partial observations under the general SIR
diffusion model. Different from the previous static under-
lying network, Hu et al. [24] developed a general frame-
work to find the cascade sources in time-varying networks
from a small set of messenger nodes. They showed that
large degree nodes derived more valuable information than
small degree nodes, a result that contrasts that for static
networks.

To the best of our knowledge, our paper is the first to
attempt of the individual node level classification for the
infection cause (random infection or cascade infection) for
a given partial infection snapshot. Especially, we consider
two classification algorithms such as the neighbor-based
approach as the use of local infection status information
and the source-based approach as the global infection status
information.

III. MODEL AND GOAL
In this section, we will describe two infection models, which
are focused on this paper and formulate the goal of the work.
To do this, we first consider the underlying network as an
undirected graph G = (V ,E), where V is a set of nodes
with |V | = n and E is the set of edges of the form (i, j) for
i, j ∈ V . Each node represents an individual in human social
networks or a computer host on the Internet, and each edge
corresponds to a social relationship between two individuals
or a physical connection between two Internet hosts [20].
Under the given network structure, we consider two infection
models (i) random infection and (ii) cascade infection, which
are based on how a node becomes infected in what follows.

A. MODEL: TWO INFECTION MODELS
1) RANDOM INFECTION (RI)
As a random infection model, we simply consider that the
random infection for a node over a network occurs at some
time epoch t ≥ 0. More precisely, a node v ∈ V in the
network is infected with probability qv > 0 at some epoch
over the time horizon. That is, a susceptible node v ∈ V can
be infected by some of the external reason (no effect of the
network) with probability qv. Hence, it is independent of all
other nodes as well as other cascade diffusion in the network.
We let q := [qv]v∈V be a vector of RI for each node v over
the network. We further consider that a RI node v reports
its status of infection with probability θ rv ∈ [0, 1] and we
denote θ

r
:= [θ rv ]v∈V by the vector form of each reporting

probability for the RI.

2) CASCADE INFECTION (CI)
As a cascade infection model, we consider a well-known IC
model, which the detailed process is described as follows.
In this model, three possible states of nodes are considered:
susceptible (S), active (A) and inactive (I). First, in the sus-
ceptible state, a node can be activated from the infection
of one of already activated neighbors. Next, if a node in
the susceptible state is activated at the previous time slot,
it becomes an active node, which is in the state that activate
other susceptible child nodes. The inactive state denotes a
state which is once activated earlier, but unable to activate
other susceptible nodes anymore. In the traditional IC model,
it is natural to assume that the activated nodes are active for
only one time slot, and they become inactive at the next time
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slot. Once a node becomes inactive, it maintains the state until
the end of the cascade process. In our model, we assume that
if a node u received the information or infected from one of its
infected nodes at time t , the node spread its own information
(or some virus) to its neighbor v with probability pu,v at the
next time t + 1. For more simple expression, we also use the
probability pe, where e ∈ E is the edge among nodes in the
network.We let p := [pe]e∈E be the diffusion vector over each
edge e ∈ E .We further consider that a CI node v reports its
status of infection with probability θcv ∈ [0, 1] and we denote
θ
c
:= [θcv ]v∈V . We let s∗ ∈ V be the information source,

which acts as a node that initiates diffusion and we denote
VI ⊂ V by the set of infected nodes. Further, we denote GN
by the infection sub-graph, which is consists of infected nodes
and edges when there are N infected nodes are observed in
the graph. In this paper, we are interested in the case when
G is a tree as a first step for the classification of infection
cause.

We assume that the CI governs the RI, i.e.if a node is
infected RI in a former time, and also infected by cascade
diffusion over the network, the node is regarded as the cas-
cade infection node. The reason for this assumption is that
the cascade diffusion can be continued by such a node and
we need to classify this node as a cascade infected node to
track the cascade progress. We assume that the number of
cascade sources is given as prior bym > 0 for some analytical
tractability.

B. GOAL: ESTIMATION OF THE INFECTION CAUSE
The goal of the paper is to estimate the cause of infection
(Random or Cascade) for the infected node. More precisely,
for the infected node v ∈ VI and for the ground truth
s(v) ∈ {Random, Cascade}, we want to design some esti-
mator of s(v), denoted by ŝ(v) such that ŝ(v) : VI →
{Random, Cascade}, which mapping the infected node v ∈
VI to the cause of infection {Random, Cascade} with high
accuracy.1 We call ŝ(v) by the classification function of s(v).
Performance metric. As a performance measure for the

classification of our estimation algorithm, we use the follow-
ing average bit-wise accuracy:

Pclassify(ŝ(v)) :=
1
|VI |

∑
v∈VI

P
[
s(v) = ŝ(v)

]
, (1)

where |VI | is the number of infected nodes in the network.
To obtain this, we will propose two classification algorithms.
The first one is a neighbor-based approach using the local
infection status information and the second one is a source
location based approach, which use global infection status
information from the cascade source nodes. Then, we per-
form various simulations and obtain the results as varying
model parameters in SectionVI.

1Although a node can be infected by random infection and cascade
diffusion simultaneously, we classify an infected node only for one of them
as ‘‘cascade infection’’.

IV. NEIGHBOR BASED APPROACH
In this section, we first introduce a simple approach using the
observed neighbor infection state. This approach does not use
both of infection models to classify the infection cause. In the
following subsection, we will describe the naive algorithm,
which is based L-hop (L ≥ 1) neighbors infection status.

A. L-HOP BASED ALGORITHM
Algorithm. The key idea of L-hop based algorithm, named
by LHBA(L), in Algorithm1 is that we count the number of
connected infection paths from L-hop distance to the infected
node by using proper criteria. Here, the L-hop infection path
means a path consisting of all infected nodes with L-hop
distance from the infected node. This is somewhat intuitive
because the infection path may guarantee some history of the
cascade diffusion over the network. To do this, we let PL(v)
be the set of the L-hop infection paths from the chosen node
v and denote |PL(v)| by the number of such paths. Further,
we let �L(v) be the set of all paths from the node v within
L-hop distance. Denote ρL(v) := |PL(v)|/|�L(v)| by the
portion of infection paths among all paths from the node
v within L-hop distance. Then, we perform the following
comparing: if ρL(v) > τL,v i.e.the number of paths (infection
trajectory) is greater than some threshold τL,v, we decide the
node v is infected by the cascade. Otherwise, we regard the
infected node v comes from the random infection. As a special
case, for L = 1, we just consider the number of infected
neighbors as a criteria, which means |N (v) ∩ VI | > τ1,v,
where N (v) is the set of the neighbor of the node v, we decide
the node v is infected by the cascade. As a criteria, we let
τL := [τL,v]v∈VI be the vector of the threshold τL,v for each
v ∈ VI . In this algorithm, we have two fundamental questions
of choosing parameters as follows:

(i) Parameter L: How far do we look at?. Each node
v restricts its potential ancestors the nodes within at
most L hops away from v. This truncation corresponds
to an effort to avoid excessive estimation which incurs
not only long running time complexity but also loss of
inference accuracy, considering the fact that one of the
important design choices is to determine the distance
from v within which (observed) nodes’ infection status
are considered as the cascade. We control this design
choice in our algorithm by using a truncation parameter
L as a knob, provided as an input of the algorithm.
For example, if L = 1, it is just the case to deter-
mine where the node’s infection status came from based
on the number of infections of the neighboring node.
When determining the cascade with a proper value of
L, the existence of an L-hop infection path can help
predict the existence of a cascade much more than just
looking at neighbor nodes. However, a large value of L
is used in an environment where all infections are not
reported, the existence of the corresponding path will
be diminished, and this may become an inappropriate
criterion for estimating the cause of infection.
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Algorithm 1: L-Hop Based Algorithm (LHBA)
Input: Diffusion snapshot GN , Parameter L, Threshold

vector τL
Output: Two Classified Infection Set VRI and VCI
Set VRI = VCI = ∅;
for v ∈ VI do

if ρL(v) > τL,v then
VCI ← VCI ∪ {v};

else
VRI ← VRI ∪ {v};

Return (VRI ,VCI );

(ii) Threshold vector τL: How do we decide?. It is rea-
sonable to set the different threshold for different path
lengths because the expected number of hidden nodes
on the path can be varied depending on the length of
the path. Hence, we control this design choice in our
algorithm by using a parameter τL as a knob, provided
as an input of the algorithm. For example, in the case
of L = 1, the value to be used for inferring the cause
of the infection should be estimated based on just how
infected among the total number of neighboring nodes,
but if the value L increases, the threshold is not just the
number of infected neighboring nodes since it is based
on the number of infection paths, a different τL should
be used.

Intuitively, the neighbor-based approach does not use any
infection models and their parameters. This algorithm just
uses some local snapshot information for the classification
of the infection. This is simple but limit to infer the cause of
infection. Hence, in the following section, we will consider
a more complicated and novel approach that uses the two
models and parameters properly with the inference of the
diffusion source locations.

V. SOURCE LOCATION BASED APPROACH
In the cascade source-based approach, we use the information
of the location of cascade sources to infer the infection cause
of each infected node. To do this, we perform the following
two steps in an iterative manner:

(1) Source estimation: First, for a given partial (limited)
infection snapshot GN , we first estimate multiple dif-
fusion sources, which result in the diffusion under the
existing the random infection.

(2) Recovering hidden infection: Using the estimated
sources of cascade in the above step, we compute the
cascade diffusion probability from the sources. Then,
we recover hidden cascade infection nodes using the
diffusion probability by pre-defined criteria.

We repeat the above two steps (1) and (2) until the estimated
sources set is satisfied some stopping criteria. After finishing
the iteration, we finally classify the infected node by using the
pre-defined criteria of diffusion probability. We will describe
each of these parts in the following subsections.

Algorithm 2: Modified-OJC (MOJC)

Input: Snapshot G′, Number of sources m, Infection
Probability p, q, Threshold ζ

Output: Estimated sources set Ŝ
Count the number of infection clusters (connected
infection sub-graph) in G′ and denote it by c > 0;
Set Tl, (1 ≤ l ≤ c) by the cluster from the infection
snapshot G′, where the size of cluster is less than two
i.e.|Tl | < 2;
Set W = ∅;
(g′,W ) = Candidate Set Algorithm [23]
for v ∈ VI do

Compute the infection eccentricity on g′

e(S,VI ) := max
v∈VI

d(v, S).

Find the combination with the minimum infection
eccentricity as the set of sources

Ŝ = arg min
S⊂W ,|S|=m

e(S,VI ).

Return Ŝ;

A. SOURCE ESTIMATION
Modified-OJC. As a multiple sources estimator, we adopt
the Optimal Jordan Cover (OJC) algorithm, which was first
introduced in [23]. This approach was developed for the
SIR diffusion model, which is a generalized version of the
IC-model by setting the recovering rate by one. Further,
the proposed approach also considered the partial infection
snapshot, which is the consideration in this paper. Hence,
we use this algorithmwith somemodification for our problem
and call it by Modified-OJC. To formally describe this, we
define a hop-distance between a node v and a node set S to
be the minimum hop-distance between the node v and any
node in S by d(v, S) := minu∈S d(u, v), where d(u, v) is
the shortest hop-distance between two nodes u and v. Next,
we define the infection eccentricity of the node set S as the
maximum hop-distance from an infected node in VI by

e(S,VI ) := max
v∈VI

d(v, S). (2)

Based on this, the Modified-OJC algorithm consists of the
following three steps:
(a) Step 1 (Extracting Clusters): In the extracting clus-

ters step, we first find each infection cluster (connected
infection sub-graph) by choosing an infected node uni-
formly at random over the infection graph. That is, if an
infected node is selected, we collect all infected nodes
which connected to the chosen node. Next, we choose
other infected nodes uniformly at random among the
infection graph except the extracted previous set of
infected nodes.We repeat this procedure until there is no
infected nodes in the graph. Then, we count the number
of infection clusters in G′ and denote it by c > 0. Next,
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we set Tl, (1 ≤ l ≤ c) by the ordered cluster from the
infection snapshot G′, where the ordering is performed
w.r.t. the cluster size. Then, if the number of nodes in a
cluster is less than two, we remove it from the infection
graph to find the cascade sources.2

(b) Step 2 (Candidate Set Selection): Next, the algorithm
selects the candidate source nodes by considering the
number of infected neighbors. To do this, let ζ > 0 be a
positive integer which is called by selection threshold.
The candidate set W is the set of nodes with more
than ζ observed infected neighbors. Then, we define
W ′ := W ∪ VI and let g′ be a connected sub-graph of
G′ induced by node setW ′. An induced graph is a subset
of nodes of a graph with all edges whose endpoints are
both in the node subset [23]. If the induced graph is not
connected, we add a path between clusters by choosing
closest infected nodes to form a connected g′. This is
because there is unique path between two arbitrary nodes
in the tree graph, which is different part in [23].

(c) Step 3 (Jordan Cover Selection): Finally, for any m
combination of nodes in W in Step 2, we compute the
infection eccentricity of the node set as defined in (2)
on subgraph g′, and select the combination with the
minimum infection eccentricity as the set of sources.
Then, the m-Jordan cover SJ is computed by

SJ = arg min
S⊂W ,|S|=m

e(S,VI ). (3)

Ties are broken by the total distance from the observed
infected to the node set, i.e.,

∑
v∈VI d(v, S).

It is known that the candidate selection step includes all
sources inW with a high probability and excludes nodes that
are more than t + 1 hops away from all sources by a properly
chosen threshold ζ [23]. By limiting the computation on
the induced subgraph g′, the computational complexity is
reduced significantly. The result [23] shows that under some
conditions, the OJC identifies all sources with probability
one asymptotically in the ER random graph, which has a
locally tree structure. Based on these facts, we describe the
computational complexity of the proposed Modified-OJC in
the following lemma.
Lemma 1: Let w := |V (g′)| be the number of nodes

for the induced connected graph g′. Then the computational
complexity of the Modified-OJC is O(|VI | (|E| + wm)).

Proof: First, we have O(VI ) computation time to select
random infected node inVI for the Step 1. By the result in [23]
and Stirling’s formula, we have O(|VI | (|E| + wm)) and this
completes the proof.

B. RECOVERING HIDDEN INFECTION
Recovering Hidden CI. For the estimation of cascade sources
more exactly, it is necessary to recover the hidden cascade
infected nodes because the observed snapshot may not give
sufficient information to localize the sources. In other words,

2The nodes are regarded as RI nodes in this step.

Algorithm 3: Recovering Hidden CI (RHCI(k))

Input: Snapshot G′, Infection Probability p, q,
Reporting vector θ

c
Threshold η, Source set Ŝ,

parameter k
Output: Recovered Infection Set R̂HI
Set T kl by the uninfected nodes set within k-hop from
the boundary of Tl as in (4);
for v ∈ ∂T kl ∪ R̂HI do

Compute P(v) using (5);
if P(v) ≥ η then

R̂HI ← R̂HI ∪ {v} w.p. 1− θcv ;
else

R̂HI ← R̂HI\{v} w.p. θcv ;

Return R̂HI ;

finding hidden nodes is helpful to determine which path the
actual infected node has been infected, including the source
estimation. To do that, in the recovering hidden infection
algorithm RHCI(k), we perform the following two steps:
(a) Step 1 (Selecting Candidates): In this step, we first set

l forests (clusters) by Tl and for a given positive integer
k > 0, we let

∂T kl := {v ∈ V \ VI |d(v,Tl) ≤ k}, (4)

be the uninfected (including hidden infections) nodes set
within k-hop from the boundary of Tl . The reason why
we consider such k-hop uninfected nodes is to reduce
the time complexity instead of applying all uninfected
node in the graph. In the numerical section, we will show
how varying k effect the result. Then, for every node v ∈
∂T kl , we compute the infection probability from the m
estimated sources.

(b) Step 2 (Recovering Hidden Infection): Next, we com-
pute the infection probability for given sources under
the IC diffusion model as follows. Let S be the set of
diffusion sources in the network and let IS be the set
of infected nodes (including observed and un-observed
nodes) by the cascade from S. Then our approach is to
compute the probability P(v ∈ IS ). To do this, we let
P(v, s) be the set of paths between a node v and the
source node s ∈ S. Then, for a tree graph,3 we have

P(v ∈ IS ) = 1−
∏
s∈S

1−
∏

e∈P(v,s)

Pe

 , (5)

where Pe is the probability that a diffusion occurs over
the edge e ∈ P(v, s). For example, if the diffusion is
IC-model with the successful probability is p > 0 then
the probability in (5) becomes

P(v ∈ IS ) = 1−
∏
s∈S

(
1− p|P(v,s)|

)
, (6)

3It is known [15] that counting the infection paths in a general loopy graph
is a NP-complete problem.
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FIGURE 2. Illustration example of the Algorithm IICA(k) for k = 1 and m = 2. For a given infection snapshot GN , the algorithm performs
clustering by connected sub-infected graphs. In this example, since the number of infected nodes is less than two for the cluster 1,
the modified OJC is calculated based on the induced graph by removing the cluster. Then, using the diffusion probability from the
estimated sources, it recovers some hidden CI nodes (colored by yellow). The algorithm repeats this procedure until the stopping criteria is
satisfied. Finally, it classifies the RI and CI for the final graph. (In the final graph, R and C indicate random infection and cascade infection,
respectively).

where |P(v, s)| is the number of edges over the path
P(v, s). Then, we choose the node that satisfying the dif-
fusion probability is greater than the pre-defined thresh-
old i.e.P(v) := P(v ∈ IS ) ≥ η as a cascade infected
node. Then, it remains that how to choose such thresh-
old parameter η. As an example, it is possible to set
η = (Pmax(S)+Pmin(S))/2, where Pmax(S) and Pmin(S)
are the maximum diffusion probability and minimum
diffusion probability in the infection graph GN from the
estimated source set S, respectively. In the numerical
section, we will consider various value of η to see how
the performance changes.

Next, we describe the computational complexity of the
proposed algorithm in the following lemma.
Lemma 2: The computational complexity of the algorithm

RHCI(k) is O(mn|VI |).
Proof: First, computing the infection probability (5)

takes O(m|VI |) because we assumed m number of cascade
sources in the graph and there exists a unique path from a
source node to the node v. Further, we see that there are at
most |VI | nodes for each infection path. Second, the recover-
ing step takes O(n) since |V | = n. Thus, the total complexity
is O(mn|VI |) and this completes the proof.

In the following subsection, we will introduce the infec-
tion cause classification algorithm using the previous two
sub-algorithms in an iterative manner.

C. CLASSIFICATION ALGORITHM FOR NODE INFECTION
Iterative Infection Classification Algorithm (IICA(k)). As a
final step, we describe a classification algorithm for the cause
of node infection in this subsection. The main approach is to
use two previous algorithms iterative until some convergence
criteria is satisfied. The pesudo-code of the algorithm will be
given in Algorithm 4. For given infection snapshot GN , two
infection probability vectors (p, q), the algorithm performs
the following steps:

(i) Initialization Step: First, the algorithm initializes the
recovery hidden node set R̂HI by empty set and the

Algorithm 4: Iterative Infection Classification Algo-
rithm (IICA(k))

Input: (GN , p, q, η, ζ,m, k, θ
c
, θ

r
)

Output: Classified infection set VRI and VCI and
estimated source set Ŝ and recovered cascade
set R̂HI

Set R̂HI = S0 = ∅ and G′ = GN ;
Set i = 0 and |1S| = m+ 1;
while |1S| decreases do

G′← G′ ∪ R̂HI ;
Ŝ =Modified-OJC (G′, p, q,m, ζ );
S i+1← Ŝ and 1S ← S i+1 \ S i;
R̂HI = RHCI (G′, p, q, η, θ

c
, Ŝ);

i← i+ 1;
Set VRI = VCI = ∅;
Compute P(v) using the equation (6); for v ∈ VI do

if P(v) > qv then
VCI ← VCI ∪ {v};

else
VRI ← VRI ∪ {v};

Return (VRI ,VCI , Ŝ, R̂HI );

induced graphG′ by the initial snapshot graphGN . Next,
it also initializes the estimated source set S0 before the
iteration by the empty set. Then, we let 1S be the
difference between estimated source sets for consecutive
iterations from Modified-OJC. The algorithm initializes
the cardinality of 1S by m+ 1.

(ii) Iteration Step: In the iterative step, the algorithm is per-
formed as follow: First, for given infection snapshot and
model parameters (G′, p, q,m, ζ ), it estimates multiple
diffusion sources S1 using Modified-OJC. Next, it com-
putes the infection probability pv of each node v ∈ In by
cascade from the sources. Using this, the algorithm next
recovers the hidden infected node in the sub-algorithm
RHCI(k) with (G′, p, q, η, θ

c
, Ŝ) among the uninfected

nodes. During the iterative step, if there is no recovered
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infected nodes, the output will be the empty set. We
repeat this procedure while the number of the difference
of estimating source set |1S| is decreased.

(iii) Classification Step: Finally, in the classification step,
we compare the obtained probability of cascade infec-
tion in (5) to the random infection probability qv for each
infected node v ∈ In. If pv > qv, we classify it as a
cascade infected node and otherwise, we regard the node
v as the random infection node. Consequently, the output
of the algorithm is the division of two infected nodes
set RI (random infection) and CI (cascade infection),
respectively.

We describe the computational complexity of the proposed
algorithm in the following theorem.
Theorem 1: The computational complexity of the IICA(k)

is O(m|VI | (|E| + wm)).
Proof: From the stopping criteria of the algorithm and

the assumption of m source nodes in the graph, we see that
there are at most m iterations in the algorithm. Using the fact
that |E| ≥ n − 1 for the connected tree structure and two
previous lemmas, we obtain the result.

VI. SIMULATION RESULTS
In this section, we will provide simulation results of our
proposed algorithms over general tree structure. For the
tree construction, we use a Galton-Watson branch process,
where the offspring distribution follows a binomial distri-
bution in [0, 10] and generate nodes up to 1000. We set
the cascade diffusion probability by uniformly in the range
[0.5, 0.9] and the random infection probability by uniformly
in [0.1, 0.3], respectively. We also set the cascade infec-
tion reporting probability by uniformly in the range [0.6, 1]
and the random infection reporting probability by uniformly
in [0.6, 0.9], respectively. For the hidden cascade infection
recovery, we set η = (Pmax(S)+ Pmin(S))/2, where Pmax(S)
and Pmin(S) are the maximum diffusion probability and min-
imum diffusion probability of the observed infection graph
GN with the estimated source set S, respectively and we
consider three cascade sources m = 3. We evaluate the per-
formance for different infection size x. Under the assumption
of two infection model (random infection and cascade IC
model), it is not easy to obtain the diffusion snapshots for
a fixed x infected nodes. Therefore, as done in [21] for each
infection size x, we generate the infection samples where the
number of infected nodes are in the range [0.75x, 1.25x]. The
nodes in RI and the sources for the CI were chosen uniformly
at random among all nodes in the network. We vary x from
40 to 400 with a step size 40. Especially, we obtain the mean
size of RI infection from 10 and 100 and the cascade infection
from 30 to 300, respectively.

A. PERFORMANCE METRICS
For the numerical results of the algorithm IICA(k), we use
the following three performance measures:

(a) Cascade Source Detection: For the source estimation
performance, we use the multiple source detection prob-
ability, which is defined [23] by:

Pdetection(S) :=
|S∗ ∩ Ŝ|

m
. (7)

This metric measures the rate that how many estimated
source nodes are exactly the true sources. In addition to
this, we also use the error distance [23], that is:

derror (S) := min
P∈�(Ŝ)

m∑
i=1

d(si, ŝi)
m

, (8)

where d(si, ŝi) is a distance between true source si and
estimated source ŝi and �(Ŝ) is the set of permutations
for the estimated source nodes P = (ŝ1, . . . , ŝm).

(b) Accuracy of Recovering Hidden CI: As a measure
of hidden CI recovery, we use a precision-like metrics
which is defined by:

Precover (RHI ) :=

∑
v∈R̂HI

I{v is a hidden CI}

|R̂HI |
, (9)

where I{·} is an indicator function. This metric measures
the rate that how many recovered CI nodes are true
infected nodes among the estimated recovered set R̂HI .

(c) Accuracy of Infection Classification: The infection
classification error of the algorithm is given by

Pclassify(VI ) :=
1
|VI |

∑
v∈VI

I{s(v) = ŝ(v)}. (10)

This is an experimental version of the classification
performance measure (1), which is the average bit-wise
accuracy.

As a comparison, we consider the algorithm OJC [23]
and NETFILL [6] which including source estimation and
recovering hidden CI.

B. RESULTS
1) CASCADE SOURCE DETECTION
As a first performance measure, we obtain the result of
the cascade source inference for our algorithm IICA(k) by
using detection probability (7) and error distance (8), respec-
tively. For the evaluation, we set m = 3 and ζ = 3.
In Figure 3(a), we obtain the cascade source detection prob-
abilities by increasing the mean number of infections. In our
algorithm, we use the hop-distance k = 2 and k = 4 in
the recovering sub-algorithm of IICA(k) and we compare
our values to two source estimation algorithms such as OJC
and NETFILL. In the result, we see that if the number of
infections increases the detection probabilities decrease for
all algorithms but the IICA(k = 2) outperforms others. This is
because the algorithm is designed to cover the hidden cascade
infection as well as random infection, whereas the OJC and
NETFILL only considered some parts of the environments.
Further, NETFILL is designed for different diffusion model
(SI-diffusion model) so that the detection probability is lower
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FIGURE 3. Source detection probabilities for m = 3 and ζ = 3 ((a) Detection probability as varying the mean number of infected nodes (b) Detection
probability as varying the reporting probability of cascade infection (c) Error distance as varying the mean number of infected nodes, respectively).

than that of others. In addition, we also check that when the
number of infections is not large, OJC is better than IICA(k)
for k = 4 but as the infection goes on, our algorithm IICA(k)
is more robust for detecting the sources. This is because
when the observation time is early, there may few random
infections and this makes the detection of source easy for the
OJC. In Figure 3(b), we obtain the detection probability as
increasing the cascade infection reporting probability θc from
0.6 to 1. As a result, we have that when the reporting proba-
bility is high, the detection probability becomes large for all
algorithms. This is because if there are many hidden cascade
infection nodes, it may interfere with accurately locating
the source. In the Figure 3(c), we obtain the average error
distance using the performance metric (8) for the algorithms.
We see that the error distance increases as the number of
infections grows however, our algorithm IICA(k) for k = 2, 4
outperform others.

2) RECOVERING HIDDEN CI
As the performance of recovering hidden infection, we obtain
its accuracy by using the performance metric in (9). We com-
pare our IICA(k) to NETFILL, which also considers the
scenario of the hidden cascade infection. In the Figure 4(a),
we first obtain the recovering rate as varying the threshold
η for the for cases of k (k = 1, 2, 3, 4). As depict in the
figure, we see that when the threshold becomes increases
the recovering accuracy also increases because the recovery
process proceeds by comparing the diffusion probability with
the corresponding threshold, and the threshold strictly sets
the recovery criteria. Next, we check that when the number
of k becomes larger, the recovering accuracy decreases. This
is because the recovering is performed on the k hops away
from the infection boundary in the infection cluster. The
closer the node is to the cluster, the higher the possibility of
infection. Further, if k is large, recovering is performed to
a node far from the infection cluster, and this may increase
the likelihood of recovering to a node where the infection
has not actually occurred. In Figure 4(b), we also obtain the
recovering accuracy as varying the CI reporting probability θc

from 0.55 to 0.9. In the result, we see that if the probability
increases the accuracy also increases. The reason is that
the more accurately the infected node is sampled, the more
accurately the cascade infection cluster is formed, and this is
helpful in proceeding with hidden infected node based on the
distance of this cluster. However, even in this case, it can be
seen that the overall recovery performance decreases as the k
increases. As a final result of recovering step, we obtain its
accuracy of our algorithm IICA(k) and NETFILL as varying
the mean number of infections in the Figure 4(a). In this
case, we check that when the number of infections becomes
large, the overall performance of recovering decreases for all
algorithms. However, our IICA(k) outperforms NETFILL.

3) INFECTION CAUSE CLASSIFICATION
As a final result, we obtain the classification accuracy of two
proposed algorithms by using the performance metric (10):
(i) L-hop based algorithm LHBA(L) and (ii) cascade source
based algorithm IICA(k). In the Figure 5(a), we first obtain
the classification accuracy of IICA(k) for k = 2, 4 and
LHBA(L) for L = 1, 3, respectively. In the result, we see
that the classification accuracy decreases as the number of
infections increases. This means when the observation time
is not large, it is possible to distinguish whether the infection
is caused by the cascade or random more easily because
random infections are less prevalent in the network and
are not mixed in the cascade infection snapshots. Further,
we see that the source-based approach (IICA) is better than
that of neighbor-based approach (LNBA). This is because
the source-based algorithm uses the global information of
cascade diffusion based on the location of sources whereas
the neighbor-based algorithm only uses the infection sta-
tus information of the neighbors, which is local informa-
tion without any model. However, it can be seen that the
performance of neighbor-based approach is not bad (above
0.6) even though it uses only the neighbor’s infection infor-
mation. In Figure 5(b), we obtain the result of classifica-
tion accuracy as varying the random infection probability q
from 0.04 to 0.36. As the result, we see that if the random
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FIGURE 4. Recovering accuracy of hidden cascade infected nodes for m = 3. ((a) Recovering accuracy of CI as varying the decision threshold η
(b) Recovering accuracy as varying the reporting probability of CI for k = 1,2,3,4 and (c) Recovering accuracy of CI as varying the mean number of
infected nodes, respectively).

FIGURE 5. Classification Results. (Classification accuracy for two proposed algorithms for (a) as varying the mean # if infections (b) as varying the
RI probability m = 3, ζ = 3 and (c) the number of CI sources, respectively).

infection probability increases over the network, the classifi-
cation accuracy decreases. This is because, in the IICA(k),
if the number of randomly infected nodes in the network
increases, it makes it difficult to find the source, and the
accuracy of classification may decrease in the process of
comparing the probability of infection from the source due to
incorrectly measured diffusion probability. In the hop-based
algorithm, it is only possible to judge by the degree of infec-
tion of the neighboring nodes. Hence, when the two infections
are mixed, it can lead to confusion in the classification. As a
third result, we obtain the accuracy when the number of
cascade sources is different in the Figure 5(c). To do this,
we increase the number of sources from one to five and
we compare the accuracy between IICA(k) and LHBA(L).
In the result, we see that if the number of sources increases
the classification accuracy decreases. The reason is that as
the number of sources increases, the number of infection
clusters increases, and the number and shape of clusters may
become more complex when all nodes do not accurately
state their infection. As a final result, we obtain the accuracy
performance by varying various parameters in Table 2 and
Table 3 for the IICA(k) and LHBA(L), respectively. In the
Table 2, we obtain the accuracy of classification of LHBA(L)

TABLE 2. Classification accuracy for L-hop based algorithm LHBA(L) for
three different parameters: τ1, τ3 and θr , respectively.

by increasing the threshold parameters τ1 and τ3 from 0.1 to
0.4.We see that the performance of the infection path (L = 3)
is better than that of the number of neighbors (L = 1).
Further, we obtain that the classification accuracy does not
increase when the threshold is larger than some point due to
boundary infected nodes. Next, the accuracy decreases as the
RI reporting probability θ r increases because the increasing
random infected nodes make confusion to estimate infection
cause for LHBA(L), which uses the portion of infections of
neighbors. In Table 3, we obtain the accuracy of the classi-
fication of IICA(k) by increasing the threshold parameters
η and ζ . We see that when the threshold η is set properly
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TABLE 3. Classification accuracy for source based algorithm IICA(k) for
three different parameters: η, ζ and θr , respectively.

large, the classification is better since the recovering helps
to the source estimation. We also see that the tight setting of
threshold for the parameter ζ gives a high classification result.
Especially, we consider the value of ζ for different cascade
infection reporting probability θc since two parameters are
correlated. As a last, we see that the accuracy decreases as the
RI reporting probability θ r increases because the increasing
random infected nodes make confusion to estimate the cas-
cade sources, which enables low classification performance.

VII. CONCLUSION
In this paper, we considered the problem that how to distin-
guish an infected node in the network, whether it is infected
from a cascade or randomly when the infection snapshot is
partially given. We proposed two approaches for the clas-
sification problem such as neighbor-based approach as the
use of local infection status information and source-based
approach as the global infection status information. In the
neighbor-based one, we just count the number of connected
infection paths from L-hop distance to the node by using a
criteria whereas, we use the information of the location of
cascade sources to infer the infection cause of each infected
node for the source-based one. We have performed various
simulations to obtain performance evaluations of the pro-
posed algorithms. As a result, the method of estimating a
global cascade source and comparing the infection probabil-
ity for each node shows better classification performance than
the former one, which uses only the infection information of
local neighboring nodes when the sampling rate of cascade
infections is sufficient.
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